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Preface 
To comply with the Energy Efficiency Design Index a simple suggested short term solution is the 

installation of less engine power. Therefore, concerns have been raised to the survivability of ships in 

adverse weather conditions. Therefore, Sui (2021) developed a holistic simulation model, from ‘tank to 

wake’ of a manoeuvring ship in irregular waves to investigate a minimum power limit for regulation 

purposes. The model contains sophisticated methods to simulate the behaviour of the components of 

propulsion system and a hydrodynamic model is included. I am appreciative that he published a master 

thesis topic on the improvement of the hydrodynamics of his simulation. At that point, I was attracted 

to work with a model of a ship manoeuvring in waves. The design, hydrodynamics and systems onboard 

of the ship are often treated separately. Yet, the ship needs to perform all together. This holistic 

principle and interdisciplinary character of the study is important to me. My contribution to the model 

consists of modular unified model based on the Cummins equation wherein the manoeuvring forces of 

Kijima model are included as non-linear damping in the motion equation. Furthermore, I have provided 

a model to obtain realistic sea conditions for the storms that the endangered ships encounter provided 

a sea state. 

 I am happy with the results, although; it must be acknowledged that there is still room for 

improvements. But as Peter de Vos puts it; ‘Research is never finished’. I am looking back on a period in 

which I have obtained a lot of knowledge and developed new skills. Therefore, I am grateful to Congbiao 

Sui, Peter de Vos, and Peter Wellens for inspiring me with new ideas and concepts and supporting me 

throughout the research.  

 Theories and results are often profoundly published whereas the implementation are treated 

timidly in sentences like; ‘The theory is implemented in a Matlab-Simulink environment’. Therefore, I 

want to thank Thor I. Fossen and Tristan Perez for opening up the maritime research community with 

the openly available models in the Simulink Library ‘Maritime Systems Simulator’. I think it is the 

foundation of science to make research insightful and reproducible.   

 Eventually, I must acknowledge that at the time I started, I was unaware of the difficult 

challenge it is to graduate during a pandemic. Yet, I have persisted, but want to thank Pleun and my 

family for their support and patience during this time.      
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Abstract 
With the introduction of the Energy Efficiency Design Index, concerns have been raised to the 

survivability of ships with small engine power to maintain manoeuvring capabilities in adverse weather 

conditions. Therefore, Sui (2021) developed a simulation model from ‘tank to wake’ of a manoeuvring 

ship in irregular waves to advice a minimum power limit for regulation purposes. The original model 

consists of the Kijima model extended with the mean second order wave drift forces of a VLCC tanker 

published by (Yasukawa et al., 2019). 

 The research reported in this thesis is conducted as part of this work. Therefore, the aim is to 

improve the fidelity of hydrodynamics. Therefore, a modular unified model is established where the 

manoeuvring forces of Kijima model are included as non-linear damping in the Cummings equation. 

Whereas only the mean second order wave drift forces were included in the original model, the first and 

second order wave excitation forces, the radiation forces, and the restoring forces are included in the 

new model. The convolution integrals of the radiation damping forces are circumvented with state 

space models with the identification method of Perez & Fossen (2009). The input of the forces are the 

force response amplitude operators, the quadratic transfer functions, and the added mass and damping 

coefficients in the frequency domain obtained from the diffraction analysis performed on a barge in 

Ansys Aqwa, because the hull geometry of the benchmark ship is unknown.  

 Moreover, a wave generation model is included capable of generating sea surface realizations 

for irregular waves from multiple wave spectra. In this study, irregular long crested wind generated 

waves are generated from a JONSWAP spectrum. The JONSWAP spectrum is generated based on the 

wind growth curves and thus depend on the wind speed. Consequently, the significant wave height and 

the peak period of the spectrum are consistent. 

 The model is validated against the measurements of the benchmark turning trail and compared 

to the original model. The original model is slightly more accurate. Nevertheless, both results are 

considered acceptable, and, it is concluded that that the fidelity of the models is similar.  

 Thereof, the model is used to simulate a ship escaping an increasing storm based on the case of 

the Pasha Bulker. Therefore, a turn from beam to head waves starting at a low velocity is simulated in 

sea state 7, 8, and 9. In the original simulation, the ship failed in sea state 9. With the new model, the 

ship is able to perform all turns. Therefore, it is concluded that the ship is not underpowered. 

Consequently, the engine power is reduced. With half installed power the ship fails to escape the storm 

and it is endangered.  

  



vii 
 

List of symbols 
Roman symbols 

𝐾𝐺̅̅ ̅̅  The height of centre of mass w.r.t. the keel 
𝐴 Added mass matrix 

𝐴̂ State matrix 

𝐴̂𝑖𝑘  Coefficient of the state matrix 

𝐴∞ Added mass matrix evaluated as frequency approaches infinity 
𝑎𝑖𝑗 Added mass matrix coefficient 

𝐵 Damping matrix 
𝐵 Beam 

𝐵̂ Input matrix 

𝐵̂𝑖𝑘 Coefficient of the input matrix 
𝐶 Restoring force  or hydrodynamic stiffness matrix 

 𝐶̂ Output matrix 
𝑐𝑖𝑗 Restoring force matrix coefficient 

𝐷 Moulded depth 
𝑑 Draught 
𝑑 water depth 

𝑑̃ Non-dimensional water depth 

𝑭 Force vector 

 𝐹̃ Non-dimensional fetch 
𝑭𝑭𝑲,𝑫 Force vector containing the combined Froude-Krylov and diffraction force 

𝑭𝟐𝒏𝒅 Second order wave force vector 
𝑭_𝑨 Wind force vector 
𝑭𝑫 Diffraction force vector 
𝑭𝑭𝑲 Froude-Krylov force vector 
𝑭𝑯 Hull force vector 
𝐹𝑘 Force component for a degree of freedom 
𝑭𝑷 Propellor force vector 
𝑭𝑹 Rudder force vector 
𝑭𝒓𝒂𝒅 Radiation force vector 
𝑭𝒓𝒆𝒔 Restoring force vector 
𝑭𝒗 Viscous force vector 
𝑭𝑾 Wave force vector 
𝑔 Gravity constant 

𝐻 Non-dimensional significant wave height 

 𝐻∞ Non-dimensional significant wave height for fully developed seas 
𝐼 Identity matrix 
𝒊 Complex operator 
𝒊 Unit vector 
𝐼𝑖𝑖 Moment of Inertia of a degree of freedom 
𝐼𝑥𝑥 Mass moments of inertia around the x-axis 
𝐼𝑦𝑦 Mass moments of inertia around the y-axis 

𝐼𝑧𝑧 Mass moments of inertia around the z-axis 
𝐾 Matrix containing the impulse response functions 

𝐾 A matrix containing transfer functions 
𝑘1 Growth curve coefficients 
𝑘2 Growth curve coefficients 
𝑘3 Growth curve coefficients 
𝑘4 Growth curve coefficients 



viii 
 

𝑘𝑖𝑗  Impulse response function matrix coefficient 

𝐾𝑗𝑘  Impulse response function  

𝐿𝑝𝑝 Length between perpendiculars 

𝑀 Rigid body mass matrix 
𝑚 The mass of the ship 
𝑚1 Growth curve coefficients 
𝑚2 Growth curve coefficients 
𝑚3 Growth curve coefficients 
𝑚4 Growth curve coefficients 
𝑀𝑅𝐵   Rigid body mass matrix 
𝑚𝑅𝐵𝑖𝑖  Mass matrix coefficient corresponding to a degree of freedom 
𝑝 Growth curve coefficients 
𝑝 Rotation rate around the x-axis 
𝑝 Nominator coefficients of the transfer function 
𝑃𝑖𝑗
− The in-phase difference quadratic transfer function (QTF) 

𝑃𝑖𝑗
+ The in-phase sum quadratic transfer function (QTF) 

𝑃𝑖𝑘  Nominator of the transfer function 
𝑞 Growth curve coefficients 
𝑞 Rotation rate around the y-axis 
𝑞 Denominator coefficients of the transfer function 
𝑄𝑖𝑗
−  The out-of-phase difference quadratic transfer function (QTF) 

𝑄𝑖𝑗
+  The out-of-phase sum quadratic transfer function (QTF) 

𝑄𝑖𝑘  Denominator of the transfer function 
𝑟 Rotation rate around the z-axis 

𝑅2 Coefficient of determination 
𝑆 Wetted surface 
𝑠 The Laplace operator 
𝒔𝑘 Normal vector of the wetted surface 
𝑡 Time 
𝑇 Transformation matrix 

𝑇̃ Non-dimensional peak period 

𝑇̃∞ Non-dimensional peak period for fully developed seas 
𝑢 Velocity in x-direction 
𝑈10 Wind speed at 10 meters height above the ground 
𝑣 Velocity in y-direction 
𝑤 Velocity in z-direction 
𝑤𝑖 Weight coefficients of the least square estimation 
𝑿 Position vector  
𝐱 State vector 

𝑿̇ Velocity vector 

𝑿̈ Acceleration vector 
𝑥𝑔 Centre of floatation w.r.t. midship(𝐿𝑝𝑝/2) 

𝑥𝑗  Position for a degree of freedom 



ix 
 

Greek Symbols 

𝜼 ̂ Output vector that approximates the impulse response functions 
𝛻 Displacement Volume 
𝛻𝐴 The volume of the superstructures 
𝛻𝐷𝐻 The volume of the deckhouse 
𝐹𝑤𝑎𝑖
𝜁𝑎𝑖 

  
The wave load transfer function (RAO) 

𝛿𝑗𝑘 Impulse function 

𝜀𝑖̃  Phase of a harmonic wave component 
𝜀𝑤𝜁𝑖  The phase shift of the wave load with respect to the wave elevation 

𝜖𝑖 , 𝜖𝑗 The corresponding phase shifts of the QTFs 

𝜁 Water surface elevation 
𝜁𝑖, 𝜁𝑗  Amplitude of a harmonic wave component 

𝜼 Vector function containing the impulse response functions 
𝜽 Vector containing the transfer function coefficients 
𝜌 Density 
𝜏 A reference moment in time 
𝝉𝑒𝑥𝑐 Excitation force vector 
𝛷 Total fluid potential 
𝜑𝑗  Fluid potential preceding the impulse 

𝜓𝑗 Fluid potential during the impulse 
𝜔 Radial frequency 
𝜔𝑖  Wave frequency of a harmonic wave component 

  



x 
 

Contents 
Preface ....................................................................................................................................................... v 

Abstract ...................................................................................................................................................... vi 

List of symbols ........................................................................................................................................... vii 

1 Introduction........................................................................................................................................ 1 

2 Original Model .................................................................................................................................... 3 

3 State of the Art ................................................................................................................................... 7 

3.1 Combined Manoeuvring and Seakeeping Models ...................................................................... 9 

3.1.1 Model tests and CFD ........................................................................................................... 9 

3.1.2 Two time-scale Approaches .............................................................................................. 10 

3.1.3 Unified Approach .............................................................................................................. 13 

3.1.4 Comparison of Two Time-scale Approach and Unified Approach ..................................... 16 

3.2 Conclusion ................................................................................................................................ 16 

4 Unified Model ................................................................................................................................... 18 

4.1 Diffraction Analysis in Ansys Aqwa ........................................................................................... 19 

4.2 Unified Motion Equation .......................................................................................................... 25 

4.3 Parametric Identification of the Radiation Force Model .......................................................... 28 

4.4 Wave Excitation Forces ............................................................................................................. 31 

4.5 Implementation of the model .................................................................................................. 36 

5 Validation of the Model .................................................................................................................... 38 

5.1 Results of the Original Model ................................................................................................... 39 

5.2 Results of the New Model ........................................................................................................ 41 

5.3 Engine Power Trajectory ........................................................................................................... 46 

6 Turning into head waves in a storm ................................................................................................. 47 

6.1 Turn Into Head Waves of the Original Model ........................................................................... 48 

6.2 Turn Into Head Waves of the New Model ................................................................................ 52 

6.3 Turn into head waves with Reduced Engine Power .................................................................. 59 

7 Conclusion and Recommendations .................................................................................................. 60 

Appendix A ............................................................................................................................................... 62 

Appendix B ............................................................................................................................................... 75 

List of Figures ........................................................................................................................................... 77 

List of Tables ............................................................................................................................................. 80 

Bibliography ............................................................................................................................................. 81 



1 
 

1 Introduction 
As part of the paradigm shift regarding the preservation of the environment, the International Maritime 

Organisation (IMO) introduced the Energy Efficiency Design Index (EEDI) for new ships in 2011. The EEDI 

is defined as the emitted grams of CO2 per ship’s capacity mile, e.g. gCO2/t nm in the design conditions. 

The index is introduced to simulate the introduction of innovative propulsion systems by gradually 

reducing the emission allowance over time as more clean alternatives are developed. On short term, an 

effective solution to comply with the EEDI is to reduce the ship speed in design which practically means 

that these new ships have a smaller engine power installed (Sui et al., 2019; Ventikos et al., 2018). 

Consequently, the ships could sail with insufficient propulsion and steering capability to maintain speed 

and manoeuvrability in adverse weather conditions and leads to serious concerns regarding the 

operational safety in some circumstances (SHOPERA, 2016).  

 However, these concerns are not unduly. The hazard situations occur when the ships are 

waiting to berth anchoring off shore and a storm is closing in. Although, ship masters are alerted on this, 

no shelter is searched until the anchor is dragging significantly. The decision is understandable as the 

adverse conditions are insidious as the conditions seem gentle at the time of the warnings. The 

accidents happen in worsening storms, thus mild wave conditions with strengthening winds. When the 

ship is dragging and the master applies full engine power, the ship is not able to accelerate and 

overcome the environmental conditions. Consequently, groundings and collisions occur which might 

have been prevented with more engine power. Examples are the grounding of Pacha Bulker in 

Newcastle, Australia, in 2007, the collision of Bungo Princess and a bridge in Yokohama, Tokyo Bay, in 

2019, and the collision of Julietta D with the Pechora Star and an offshore wind park transformer tower 

in Ijmuiden, Netherlands. 

 Subsequently, Chongbioa Sui conducted a research to predict the transport performance of an 

ocean-going cargo ship with small EEDI more accurately. The ultimate aim is to obtain a holistic insight 

in the short term complications on the operational safety in heavy operating conditions as the EEDI 

strives designers to reduce the propulsion and steering capacity in this circumstances. Therefore, a 

benchmark tanker, Castillo de Tebra, is selected as underpowered ship and its performance is modelled 

with a simulation from ‘tank to wheel’ (Sui et al., 2019). This contains sophisticated models to simulate 

the behaviour of the propulsion system, the electric power generation system, and the hydrodynamics 

of the ship hull. Subsequently, different propulsion control and energy management configurations can 

be analysed on their transport performances. The focus on the study has been on the machinery and 

that is modelled on a detailed level. Subsequently, the research is progressing in order to improve the 

hydrodynamics in the simulation.  

 The present implemented model is a manoeuvring model (Sui, 2021). The Kijima model consists 

of a set of 3 degree of freedom motion equations (surge, sway, yaw). It is a modular approach in which 

the total force is a summation of hull, rudder, propeller, and environmental forces and moments that 

are simulated with different models. The models for the propeller and hull force can be found in Sui et 

al. (2019).  The manoeuvring hull forces are provided in empirical formulas for the hydrodynamic 

derivatives which are derived from 15 captive model experiments in which each model is towed in 48 

loading conditions. Furthermore, the ships specific resistance is modelled as a function of the ship speed 

(Sui et al., 2019). Additionally, the wave-induced steady forces in surge and sway forces and  yaw 

moment are included as tabular coefficients (Sui, 2021). These are computed  with a strip theory on a 

VLCC tanker and published by (Yasukawa et al., 2019). Therefore, the aim in this study is to consider the 

original hydrodynamic model and to replace the wave force model with a higher fidelity model in the 

simulation. Besides, the model introduces a challenge for the extension with more specific wave forces 

as solely the main dimensions and some form coefficients are used. As a result, the exact geometrical 

description of the hull form of the Castillo de Tebra is unknown. Yet, the wave forces arise from the 
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pressure distribution on the hull wetted surface and thus depend principally on the hull form. The 

influence of waves on the propeller performance and the propeller-hull interaction are out of the scope 

of this research as it is the topic of my colleague graduate Josef Ferschtman. 

 This thesis starts with a brief description of the original model, with the implemented Kijima 

model and the wave forces that are included, in chapter 2. The aim in this study is to improve the 

fidelity of this model and therefore the state of the art of the modelling of ship manoeuvring in waves is 

scrutinized with a literature study. This is described in chapter 3. From the state of the art, it was found 

that generally four approaches are distinguished, i.e. model experiments, computational fluid dynamics, 

two time-scale approaches, and unified approaches. Thereof, it was concluded that the unified 

approach is both applicable in the framework of this study and the most consistent approach to include 

the wave forces. Subsequently, a unified approach is established and this is extensively described in 

chapter 4. The model is modular and based on the Cummins equation. The convolution integrals are 

circumvented with state space models. The waves in the model are generated from a JONSWAP 

spectrum for which the parameters, i.e. peak period and significant wave height, are determined from 

wave growth curves. This model is validated on the measurements of the turning cycle trail of the 

benchmark tanker and compared with original model in chapter 0. Both simulations slightly overpredict 

the turning cycle compared to the benchmark but provide acceptable results. In chapter 6, the 

simulations are executed for the ship that sails at a low velocity in beam seas and turns into head waves 

in storms of 7,8, and 9 Beaufort. It is seen that the ship is able to make the turn in all conditions. 

Thereof, the engine power is reduced. With half the engine power installed the ship is not able to make 

the turn. Therefore, it is concluded that the Castillo de Tebra is not an underpowered ship. This 

conclusions is drawn in chapter 7, also recommendations to improve the simulation are given.  
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2 Original Model 
As mentioned in the chapter 1, the Kijima model is presently implemented in the model. Therefore, the 

focus in this section is to briefly introduce the Kijima model, and thereafter wave force model. 

 Traditionally, the manoeuvring performances are examined in calm water conditions, and, the 

horizontal ship motions are considered. Objectives are course keeping, changes in heading, track 

keeping and speed changes. Typical tests to find the manoeuvring performance are the turning test and 

the zigzag test. Manoeuvring is a viscosity dominated phenomenon in which fluid effects as flow 

separation, vortex formation, viscous and potential effects are important. These phenomena are 

measured with towing tank experiments and are estimated to obtain a simple model for simulation 

purposes. The fundamental assumption is that the fluid forces are assumed to be unique at any instant 

of time and solely dependent on the hull geometry, and the velocities and accelerations. This justifies 

the expansion of the hydrodynamic forces in a series approximation. As a result, forces are expressed a 

series with linear and non-linear terms in the motion equation, which are referred to as the 

hydrodynamic derivatives. Thereof, extensive captive model tests are performed to measure all terms in 

the expansion. According to Clarke (2003), these parametrizations can, in general, be divided in two 

classes: truncated Taylor series expansions and second-order modulus models (Fossen, 2005). The 

former is a pure mathematical approach whereas the latter has physical meaning as is based on cross 

flow drag. The Kijima model is a generalization of the second-order modulus model.  

 The Kijima model is an empirical method derived from the results of 15 captive model tests in 

which each model is tested in 48 loading conditions (Kijima et al., 2004). It is developed as a tool to 

predict the manoeuvring performance in an early design stage for even and trimmed keel conditions. 

The Kijima model consists of a set of 3 degree of freedom motion equations (surge, sway, yaw). The 

hydrodynamic derivatives are derived from fits on the experimental data based on low-aspect wing 

theory. It is a modular approach with the derived semi-empirical formulas for the hydrodynamic forces 

expressed in hull shape parameters like the length and the block coefficient. Over the years, the 

empirical formulas have been improved (Sui, 2021). 

  

Figure 2: The reference systems in the manoeuvring simulation (Sui, 2021). 
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The global and body fixed reference frames of the Kijima model is given in figure 2 above. The ship is 

assumed to be a rigid body, and, the motion equation is from classical mechanics depending on the 

chosen coordinate systems. Unlike seakeeping conventions, the acceleration hydrodynamic derivatives, 

that represent the body reaction forces or added mass, are transferred to the kinematic side of the 

motion equation.  

 

(𝑚 +𝑚𝑥)𝑢̇ − (𝑚 +𝑚𝑦)𝑣𝑟 = 𝑋

(𝑚 +𝑚𝑦)𝑣̇ + (𝑚 +𝑚𝑥)𝑢𝑟 = 𝑌 

(𝐼𝑧 − 𝐽𝑧)𝑟̇ = 𝑁

 
2-1 

In which 𝑢̇, 𝑣̇ are the accelerations in the x- and y-direction and 𝑢, 𝑣, and 𝑟 are the velocities in x- and y-

direction and the angular velocity around the z-axis. The mass of the ship 𝑚 is obtained from the known 

displacement ∇, and the moment of inertia 𝐼𝑧 is estimated: 

 𝑚 = 𝜌 ∙ ∇ 2-2 

 𝐼𝑧 = 𝑚 ∙ 𝑟𝑔𝑦𝑟
2  where 𝑟𝑔𝑦𝑟 = 𝑘𝑔𝑦𝑟 ∙ 𝐿 2-3 

Where, 𝜌 is the density of seawater, 𝑟𝑔𝑦𝑟  is the radius of gyration, 𝑘𝑔𝑦𝑟  is a coefficient that is set as 0.25 

(Sui, 2021), and  𝐿 is the length of the ship. Furthermore, the added masses 𝑚𝑥 and 𝑚𝑦, and added 

moment of inertia 𝐽𝑧 are found from empirical formulas, based on the main particulars, obtained from 

Dirix (2002) and Clarke et al. (1982): 

 𝑚𝑥 =
𝑚

𝜋√𝐿3/∇ − 14
 2-4 

 𝑚𝑦 =
𝜋

2
⋅ 𝜌 ⋅ 𝑑2 ⋅ 𝐿 ⋅ [1 + 0.16 ⋅ 𝐶𝑏 ⋅

𝐵

𝑑
− 5.1 ⋅ (

𝐵

𝐿
)
2

] 
2-5 

 𝐽𝑧 =
𝜋

2
⋅ 𝜌 ⋅ 𝑑2 ⋅ 𝐿3 ⋅ [

1

12
+ 0.017 ⋅ 𝐶𝑏 ⋅

𝐵

𝑑
− 0.33 ⋅

𝐵

𝐿
] 

2-6 

Where, 𝑑 is the draught, 𝐶𝑏 is the block coefficient, and B is the beam. 

 The forces and moment on the left hand side are assumed to be a superposition of the 

hydrodynamic forces on the hull, the rudder forces, the propeller forces, and the external 

environmental forces form currents, wind and waves: 

 
𝑋 = 𝑋𝐻 + 𝑋𝑅 + 𝑋𝑃 + 𝑋𝑒𝑛𝑣
𝑌 = 𝑌𝐻 + 𝑌𝑅 + 𝑌𝑃 + 𝑌𝑒𝑛𝑣
𝑁 = 𝑁𝐻 +𝑁𝑅 +𝑁𝑃 +𝑁𝑒𝑛𝑣

 
2-7 

This is referred to as a modular approach as the individual forces can be computed with different 

models, for example lift theory for rudders and the open-water diagram for the propeller.  

 As mentioned, the hull forces in calm water are described with the modulus series expansions: 

 𝑋𝐻
′ = 𝑋𝑢𝑢

′ ⋅ cos2 𝛽 + 𝑋𝛽𝑟
′ ⋅ 𝑟′ ⋅ sin 𝛽 2-8 

 
𝑌𝐻
′ = 𝑌𝛽

′𝛽 + 𝑌𝑟
′𝑟′ + 𝑌𝛽𝛽

′ 𝛽|𝛽| + 𝑌𝑟𝑟
′ 𝑟′|𝑟′| + (𝑌𝛽𝛽𝑟

′ 𝛽 + 𝑌𝛽𝑟
′ 𝑟′)𝛽𝑟′

 
2-9 

 𝑁𝐻
′ = 𝑁𝛽

′𝛽 + 𝑁𝑟
′𝑟′ +𝑁𝛽𝛽

′ 𝛽|𝛽| + 𝑁𝑟
′𝑟′|𝑟′| + (𝑁𝛽𝛽𝑟

′ 𝛽 + 𝑁𝛽𝑟
′ 𝑟′)𝛽𝑟′ 2-10 

Where, 𝑋𝑢𝑢
′  is the ships calm water resistance. The other hydrodynamic derivatives are indicated with 

the velocity components 𝑢, 𝑟 and 𝛽 corresponding to transverse velocity 𝑣, see figure 2 above. The 

accent indicates that the force components and hydrodynamic derivatives are provided in a non-

dimensional form: 



5 
 

 

𝑋′ , 𝑌′ =
𝑋

0.5 ⋅ 𝜌 ⋅ 𝐿 ⋅ 𝑑 ⋅ 𝑈2
,

𝑌

0.5 ⋅ 𝜌 ⋅ 𝐿 ⋅ 𝑑 ⋅ 𝑈2

𝑁′ =
𝑁

0.5 ⋅ 𝜌 ⋅ 𝐿2 ⋅ 𝑑 ⋅ 𝑈2

𝑣′ , 𝑢′ =
𝑣

𝑈
,
𝑢

𝑈

𝑟′ =
𝑟𝐿

𝑈

 2-11 

Eventually, the hydrodynamic coefficients in equation 2-8 to 2-10 are provided with the empirical 

formulas as described by Sui (2021): 

 

In the formulas 2-13 and 2-14, 𝐿 is the length of the ship, 𝐵 is the beam, 𝑑 is the draught, 𝐶𝐵 is the block 

coefficient, and 𝑘 =
2𝑑

𝐿
 is the aspect ratio. Furthermore, 𝑒𝑎 , 𝑒𝑎

′ , 𝜎𝑎 , and 𝐾 are shape parameters that are 

included in order to improve the accuracy of the force approximation in the aft ship (Kijima et al., 2004). 

 To complete the hydrodynamics in the simulation, the Kijima model is extended with the time 

averaged steady wave-induced forces and moment (Sui, 2021). Unlike the empirical formulas, the 

computed  non-dimensional forces and moment coefficients of a benchmark SCb84 tanker published by 

are used, see figure 3 on the next page. The coefficients in the figures are converted to look-up tables, 

and, the time averaged steady wave-induced forces and moment are reproduced with equation 2-15 

below.  

𝑋𝑊 = 𝜌𝑤 ⋅ 𝑔 ⋅ 𝐻1/3
2 ⋅ (𝐵2/𝐿) ⋅ 𝐶𝑋𝑊(𝑈, 𝑇𝑣 , 𝜒𝑊)

𝑌𝑊 = 𝜌𝑤 ⋅ 𝑔 ⋅ 𝐻1/3
2 ⋅ (𝐵2/𝐿) ⋅ 𝐶𝑌𝑊(𝑈, 𝑇𝑣 , 𝜒𝑊)

𝑁𝑊 = 𝜌𝑤 ⋅ 𝑔 ⋅ 𝐻1/3
2 ⋅ 𝐵2 ⋅ 𝐶𝑁𝑊(𝑈, 𝑇𝑣 , 𝜒𝑊)

} 
2-15 

Where 𝜌𝑤 is the water density, 𝑔 is the gravitational constant, 𝐻1/3
2  is the significant wave height, 𝐶𝑋𝑊, 

𝐶𝑌𝑊, and 𝐶𝑁𝑊 are the steady wave-induced force and moment coefficients which depend on the 

velocity, the averaged wave period 𝑇𝑣, and the relative wave direction 𝜒𝑊.  

The coefficients in irregular waves are defined as in equation 2-16 below.  

 𝑋𝑣𝑟
′ = (𝑐𝑚 − 1) ∙ 𝑚𝑦

′  , where 𝑐𝑚 = 1.66 ∙ 𝐶𝑏 − 0.49 2-12 

 

𝑌𝛽
′ =

1

2
⋅ 𝜋 ⋅ 𝑘 + 1.9257 ⋅ 𝐶𝑏 ⋅

𝐵

𝐿
⋅ 𝜎𝑎 

𝑌𝑟
′ =

1

4
⋅ 𝜋 ⋅ 𝑘 + 0.052 ⋅ 𝑒𝑎

′ − 0.457 + (𝑚′ +𝑚𝑥
′ ) 

𝑌𝛽𝛽
′ = −0.4784 ⋅

𝐵

𝑑
⋅ 𝐾 + 1.3 

𝑌𝑚𝑟
′ = 0.24267 ⋅ 𝐶𝑏 ⋅

𝑑

𝐵
⋅ 𝑒𝑎

′ − 0.13108 

𝑌𝛽𝑟𝑟
′ = −1.38643 ⋅ 𝐶𝑏 ⋅ 𝑒𝑎

′ ⋅ 𝐾 + 1.29 

𝑌𝛽𝛽𝑟
′ = 0.78145 ⋅ 𝑒′ ⋅ 𝐾 − 0.43232 
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𝑌𝛽𝛽
′ = 𝑘 ⋅ {150.668 ⋅ [(1 − 𝐶𝑏) ⋅

𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾]
2

− 23.819 ⋅ [(1 − 𝐶𝑏) ⋅
𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾] + 1.802} 

𝑁𝑟
′ = −0.54 ⋅ 𝑘 + 𝑘2 − 0.0477 ⋅ 𝑒𝑎

′ ⋅ 𝐾 + 0.0368 

𝑁𝛽
′ = 𝑘 ⋅ {150.668 ⋅ [(1 − 𝐶𝑏) ⋅

𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾]
2

− 23.819 ⋅ [(1 − 𝐶𝑏) ⋅
𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾] + 1.802} 

𝑁𝛽𝛽
′ = 43.857 ⋅ [(1 − 𝐶𝑏) ⋅

𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾]
2

− 3.671 ⋅ [(1 − 𝐶𝑏) ⋅
𝑑

𝐵
⋅ 𝑒𝑎

′ ⋅ 𝐾] + 0.086 

𝑁𝑟𝑟
′ = 0.15 ⋅ 𝐾 − 0.068 

𝑁𝛽𝑟𝑟
′ = −0.4086 ⋅ 𝐶𝑏 + 0.27 

𝑁𝛽𝛽𝑟
′ = −0.826 ⋅ (1 − 𝐶𝑏) ⋅

𝑑

𝐵
⋅ 𝑒𝑎

′ − 0.026 

2-14 
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𝐶𝑋𝑊̅̅ ̅̅ ̅̅  (𝑈, 𝑇𝑣 , 𝜒0) = 2∫  
𝜋

−𝜋

𝐺(𝜃)𝑑𝜃∫  
∞

0

𝐶𝑋(𝑈, 𝜔, 𝜒0)
𝑆𝜁𝜁(𝜔)

𝐻1/3
2 𝑑𝜔

𝐶𝑌𝑊̅̅ ̅̅ ̅(𝑈, 𝑇𝑣 , 𝜒0) = 2∫  
∞

−𝜋

𝐺(𝜃)𝑑𝜃∫  
∞

0

𝐶𝑌(𝑈,𝜔, 𝜒0)
𝑆𝜁𝜁(𝜔)

𝐻1/3
2 𝑑𝜔

𝐶𝑁𝑊̅̅ ̅̅ ̅̅ (𝑈, 𝑇𝑣 , 𝜒0) = 2∫  
∞

−𝜋

𝐺(𝜃)𝑑𝜃 ∫  
∞

0

𝐶𝑁(𝑈, 𝜔, 𝜒0)
𝑆𝜁𝜁(𝜔)

𝐻1/3
2 𝑑𝜔
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Where, 𝐺(𝜃) is the wave spreading function, 𝜔 is the wave frequency, 𝑆𝜁𝜁  is a wave spectrum, and 𝐶𝑋, 

𝐶𝑌, and 𝐶𝑁 are the steady wave force coefficients in regular waves, see equation 2-17. These steady 

wave force coefficients are determined by captive wave towing testes in regular waves. Time histories 

of the wave amplitude and phase, the model motions and hydrodynamic forces are measured. The 

averaged hydrodynamic forces 𝑋𝑊𝑚̅̅ ̅̅ ̅̅ , 𝑌𝑊̅̅ ̅̅ , and 𝑁𝑤̅̅ ̅̅   are obtained by taking the averaged value of the 

measured force of the time history. Where the surge force is corrected with the still water resistance: 

𝐶𝑋 =
𝑅0 − 𝑋𝑊𝑚̅̅ ̅̅ ̅̅

𝜌𝑤𝑔ℎa
2𝐵2/𝐿

𝐶𝑌 =
𝑌𝑊̅̅ ̅̅

𝜌𝑤𝑔ℎa
2𝐵2/𝐿

𝐶𝑁 =
𝑁𝑊̅̅ ̅̅

𝜌𝑤𝑔ℎa
2𝐵2

 
2-17 

In which, 𝑅𝑜 is the still water resistance and ℎ𝑎 is the wave amplitude. Consequently, the steady wave-
induced force and moment coefficients can be seen as wave force spectra. The results are validated 
with a free running test and the results are considered acceptable, although; the accuracy of the steady 
yaw moment is considered insufficient. 

 

Figure 3:  Coefficients of added resistance CXW , averaged steady lateral force CYW and steady yaw moment CNW in irregular 
waves based on the calculations by SKFM. The figure 11 is published in (Yasukawa et al., 2019). 
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3 State of the Art 
For a general manoeuvring ship, the propeller is providing the force to advance and the origin of all 

forces on the hull and the rudder can be traced back to the interaction of water flow and ship motions. 

The exact fluid flow is established in the nonlinear partial differential Navier-Stokes equations1 to which 

an analytical solution remains desired and the present computational power remains insufficient for 

good numerical approximations (Fossen, 2011; Larsson & Raven, 2010). Consequently, simplifications 

are adopted based on observations of ship behaviour and the environmental conditions in restricted 

waters and at open seas (Tello Ruiz, 2018). In the former, the ships obviously need to manoeuvre to 

avoid collisions and groundings and calm water conditions can be assumed in these sheltered waters. 

The horizontal, surge, sway and yaw, motions are generally considered and the dominating 

hydrodynamic forces and moments originate from the viscous, lift, cross flow effects. The state of the 

art is to model these forces as higher order series expansions. The so-called hydrodynamic coefficients, 

are obtained from fits to systematic towing tank experiments to measure all motion couplings; in 

example surge with a yaw angle. Clear sources on manoeuvring theory are Fossen (2011) and Yasukawa 

& Yoshimura (2015). In open seas, the ships appear to sail in straight lines with constant heading and 

constant velocity in waves. Therefore, the effect of propeller and rudder forces are neglected. The 

hydrodynamics are assumed to be dominated by wave effects and the viscous forces are neglected. The 

motions are assumed to be linear responses to regular wave excitations and the ship is considered to be 

a mass spring damper system. Generally, the motion equation is solved in the frequency domain, and, 

the results are the response operators and hydrodynamic coefficients. By means of spectral analysis the 

results are transformed to irregular actual seas. A profound explanation of seakeeping theory is written 

by Journée & Massie (2008).  

 Hence, two main-disciplines are distinguished in the traditional treatment of ship dynamics; 

seakeeping theory and manoeuvring theory. Fortunately, researchers, also, have carried out research to 

amalgamate the two disciplines since the Eighties. Subsequently, the aim in this chapter is to review the 

state of the art approaches to incorporate the two disciplines and to ultimately select the most suitable 

method that can be deployed in the further study to obtain a simulation of the ship manoeuvring in 

waves.  

 Therefore, criteria are defined to ease the selection. The starting point is the original 

implemented modular method in a Matlab-Simulink environment by Sui (2021). Recall that this consists 

of a rigid body motion equation for surge, sway, and yaw motions and where the force side is a 

superposition of the hydrodynamic forces derived from low-aspect lift theory in calm water, the 

propeller force, the rudder force. Additionally, time averaged steady wave forces and moment obtained 

from the results of a VLCC tanker published by Yasukawa et al. (2019)are reproduced from tabular 

coefficients (Sui, 2021). This approach is adopted because the lines plan of the tanker is not available 

due to commercial reasons. The Kijima model is suitable because it is based on empirical fits on towing 

tank tests results. Therefore, solely the main particulars of the ship are required. The aim is to improve 

this model and subsequently two criterion can be formulated: 

• The method should improve the fidelity compared to the present wave forces in the 

manoeuvring model. 

• The method should be applicable in the framework of the present model. 

It is acknowledged that there is room for debate in these criterions and that these are not unequivocal. 

Therefore, a brief motivation is appropriate. 

 
1 Actually, the non-linear partial differential equations consists of the continuity equation and the Navier-Stokes 
equations. The former represents mass conservation and the latter momentum conservation. To determine the 
real flow around a ship this system of differential equations should be solved. 
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The first criterion is formulated to account for the improvement of fidelity of the method. In the present 

study the horizontal manoeuvring forces and the second order wave forces are taken into account. 

These forces all influence the trajectories of manoeuvres. However, the ultimate aim is to obtain insight 

in the minimum power requirement of the ship, as mentioned in the Introduction. Thereof, all forces 

and influence on the sailing ship should be included, i.e. the first- and second order wave forces. 

Furthermore, these forces depend on the surroundings of the ship, for example, on the water depth. 

Thereof, this should be seen as a veracity criterion.  

 The second criterion involves the absence of the lines plan of the Castillo de Tebra. The wave 

forces are defined as a pressure distribution around a hull surface. As far as the knowledge of the 

author reaches, no method exists to estimate these forces without the geometrical description of the 

hull shape. Consequently, a uncertainty is introduced with the absence of the exact hull shape. An 

approach would be to generate a hull shape based on pictures, the main particulars and the block 

coefficient. Nevertheless, the uncertainty on the hull geometry will be introduced. Thereof, it is chosen 

to save effort and the adopted approach here is to overestimate the wave forces on a barge. The focus 

is therefore on the method and less on accuracy of the forces on the particular ship. The subjacent 

notion is that more insight is gained with a working method with higher fidelity and that the model can 

be updated when perhaps more information is released or another case study is selected. 

 The following section 3.1 contains a literature review on the methods to combine the 

seakeeping and manoeuvring theory. It ends with a comparison of the suitable methods. This is 

followed with the conclusion and hence the reasoning to select the recommended approach.  
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3.1 Combined Manoeuvring and Seakeeping Models 
Since the eighties, methods that include manoeuvring in waves are being developing, and, many studies 

are described by the manoeuvring committee (ITTC, 2011, 2014, 2017). The Manoeuvring Commitee 

2011 distinguishes four approaches to deal with manoeuvring in waves: experimental approaches, 

unified theory, two time-scale approaches, and CFD.  Generally, the aim in these studies is to calculate 

the fuel consumption and emission more accurately. Recall from the introduction that the geometry of 

the hull is unknown, and, that the objective is a numerical simulation. This reveals limits in the 

applicability of the mentioned approaches as the empirical Kijima model is already implemented. 

Thereof, the unified and two-time-scale approach are more suitable.  

 Nevertheless for the sake of completeness, the model test and CFD will first be described. 

Thereafter, the two time-scale approach will be explained, followed by the unified approach. 

3.1.1 Model tests and CFD 
The model test are stated to be the most reliable method to deal with manoeuvring in waves (ITTC, 

2011). The model tests are conducted in order to find the wave forces and moments. The results are 

used directly in the manoeuvring motion equation or the wave loads in the theoretical model are first 

adjusted and used for simulations (Tello Ruiz, 2018).  

 Throughout literature, mostly free running test in waves are carried out for benchmark 

purposes. The most comprehensive study is carried out in the Energy Efficient Safe SHip OPERAtion 

(SHOPERA) study (Shigunov et al., 2018). The study assesses the accuracy of present numerical methods 

to calculate the mean second order forces and moments and the manoeuvres in waves. For benchmark 

data, over 1300 tests were carried out in regular waves on a VLCC tanker (KVLCC2) and the Duisburg 

Test Case (DTC) varying draughts, water depth, forward speeds, wave directions, wave heights, and 

wave periods. In addition, the test data for the KVLCC2 tanker were provided by Yasukawa & Yoshimura 

(2015). These data were compared to the numerical results submitted by participants. The authors 

conclude that numerous numerical methods are ubiquitous present to calculate the components of the 

time-averaged wave induced forces, but that manoeuvring is mostly considered in calm water.  

 Computational fluid dynamics considers the conservation of mass and momentum in the fluid 

domain. Due to the large computational time and the dependency on the selected turbulence model, 

CFD is, generally, considered as a topic of state of the art research (Zhang et al., 2017). Nevertheless, 

CFD provides adequate descriptions of the physics involved, especially in resistance and propulsion 

studies. These studies are well validated and include sinkage and trim, boundary layer flows, wake 

vortices and wave patterns around the ship hull (Abhiroop et al., 2018). The advantage of CFD is that 

more physical insight is obtained in some hydrodynamic effects with respect to captive- and free 

running model tests because of the difficulties in instantaneous visualization of the effects and the 

sophisticated measurement tools involved. Yet, in many other marine applications, the accuracy of 

results needs improvements and more validations (Abhiroop et al., 2018). Considering the seakeeping 

and manoeuvring performance, no reliable results were reported before 2014. Since, more successful 

seakeeping analysis appeared especially in the added resistance, heave-pitch models of normal hull 

shapes and free running seakeeping simulations (Abhiroop et al., 2018). Also, multiple successful studies 

are conducted to obtain the hydrodynamic derivatives in calm water and simulations has been done 

(Abhiroop et al., 2018). However, CFD studies of manoeuvring in a seaway still needs to be developed 

and validated. Therefore, the application of CFD is only utilized to provide the input for the 

hydrodynamic derivatives and can be considered as a numerical model test. An example is the study of 

Uharek (2019).   
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3.1.2 Two time-scale Approaches 
In the two time-scale approaches, the manoeuvring and seakeeping theory are considered as weakly-
coupled independent problems. Two time-scale approaches are modular time domain simulations 
which imply that the hull, rudder, propeller, and environmental forces are superimposed.  
 The motion equations are solved in two interchanging modules based on the distinguishes 
between high frequency seakeeping theory and low, read zero, frequency manoeuvring theory. Mostly 
the hydrodynamic derivatives are provided in a 3 or 4 DOF motion equation which is solved in 
manoeuvring module for the heading and the velocity in a time step. At the end of this step, the data 
are transferred to a seakeeping module where the wave loads are computed with strip theory or a 
panel method or interpolated from stored values in lookup tables. Thereof, the forces are set as new 
initial conditions for the next manoeuvring time step. In the models, well established theories of the 
seakeeping and manoeuvring discipline can be utilized because of the separation in independent 
modules.  
 The models are built in series or parallel dependent on whether the seakeeping analysis is 
solved in the time domain or not, see figure 4. In series, the seakeeping part is solved after the 
manoeuvring part and this is repeated until the simulation time ends. In parallel, the seakeeping part is 
solved for several timesteps while only one timestep is solved in the manoeuvring part (Tello Ruiz et al., 
2012). The parallel method is found in (Lee & Kim, 2020; Seo & Kim, 2011; Zhang, 2017) and the series 
approach is found in (Skejic & Faltinsen, 2006, 2008; Wicaksono & Kashiwagi, 2019). The literature falls 
short in providing insight in which of the two is preferable. 

 
Figure 4: Difference between parallel and sequential two-time scale models(Tello Ruiz, 2018). 

In table 1, state of the art two time-scale studies are compared, and, most studies have adopted the 

modular 3DoF manoeuvring motion. All adopted Taylor series expansion of the forces on the hull into 

the hydrodynamic derivatives which all are determined by model experiments except for the Söding 

approximations. Further, All models use a ITTC resistance formula to estimate the resistance of the 

vessels.  

Table 1: Comparison of methods used in state of the art studies. 

  Methods 

Study Resistance Manoeuvring Seakeeping 

(Skejic & Faltinsen, 2008) ITTC formula 
3DoF Taylor series with 
Söding approximations Strip theories 

(Seo & Kim, 2011) ITTC formula 4DoF MMG (Taylor series) 
Time domain Rankine 
panel method. 

(Zhang et al., 2017) ITTC formula 
3DoF Taylor series with 
Model tests) 

Time domain Rankine 
panel method. 

(Wicaksono & Kashiwagi, 2019) (-) 3DoF MMG (Taylor series) 

Enhanced Unified (strip) 
Theory & New Strip 
Theory 
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The main differences are found in the methods that are adopted to solve the seakeeping analysis. 

However, all take the advance velocity into account in the seakeeping analysis. Skejic & Faltinsen (2006, 

2008) compared four direct pressure methods based on strip theory of which one specifically for short 

wave lengths. Following this, Wicaksono & Kashiwagi (2018) compared two new strip theories: 

enhanced unified theory and new strip method and the wave drift forces are obtained from the far-field 

method. On the contrary, Seo & Kim (2011) solve the direct integration with a Rankine time domain 

panel method wherein the Newman-Kelvin linearization is utilized to linearize the surface boundary 

condition. This study is modified by Zhang (2017) with the introduction of the double-body model. As a 

result, the influence of a trailing vortex on the second order wave drift forces is included and the 

accuracy of the simulation is increased. Evidently, the accuracy of the wave computations differ, and, 

the accuracy might even be improved with another method. Comprehensive reviews on this are 

provided by Bunnik et al. (2010) and Fossen (2011). However, the literature does not provide insight in 

what the improvement of the accuracy of the wave computations contribute to the quality of the 

simulation results. Accordingly, the premise of Tello Ruiz (2018), that the numerical method to calculate 

the wave forces seemed to be selected based on an availability rather than on suitability, appears right.  

 The second order wave forces are computed based on the first order wave drift forces. 

Although the mean wave drift forces are relatively small, all authors regard only the mean drift forces as 

important for manoeuvring in waves, especially the second order yaw moment, whereas the first order 

wave forces are neglected. Also, all authors regard their results, see figure 5 below, acceptable. The 

discrepancies between the simulations and model experiments are considered due to inaccuracies in 

the computation and the measurements of the wave drift forces. All conclude that the methods are not 

reliable for computations of the drift forces for smaller wave lengths than half the ship length. Intriguing 

is that the studies discuss this accuracy in depth, but no considerations on the amalgamation method is 

provided. The manoeuvring theory is regarded as the basis where the wave forces are added. In 

contrast to Fossen (2005) considers manoeuvring theory a trivial problem in seakeeping theory in the 

time domain at zero frequency. At nonzero frequency, the non-linear damping from manoeuvring 

theory, as described in section 2, can be added directly in the time domain. From this perspective, the 

two time-scale approach can be considered as an engineering model. 

 Moreover, Skejic & Faltinsen (2008) also point out that errors appear in model test 

measurements in short waves. Like Ueno et al. (2003) showed with model test, Zhang et al. (2017) 

observed that the wave drift distance increases with decreasing wave length and conclude that the 

contribution of the drift forces has a strong inverse relation with the wave length. This, however, is not 

a completely correct conclusion because the wave amplitude is taken constant and the wavelength is 

varied in the studies. As a result, the wave steepness in increased. According to Kim et al. (2020) the 

magnitude of wave drift forces and moments are strongly dependent on this.  

 The evaluation of the capability of the different studies is difficult as the methods are validated 

on different ship models: Skejic & Faltinsen (2008) validated with the calm water results of the Mariner 

and the Esso Osaka, Wicaksono & Kashiwagi (2018) used the SR-108 container ship model, and the S-

175 containership is used by Seo & Kim (2011) and Zhang et al. (2017). Furthermore, the ship speeds 

and wave conditions are all different in the experiments. Thereof, the relative comparison of the 

methods, can only be on a qualitative level, see figure 5 below. For this comparison, the turning 

trajectories starting in head waves with the same ratio of wave length over ship length is chosen. It can 

be seen that all methods predict the advance and the transfer distance good compared the model 

experiment data; which are the distances between the moment the rudder is given an angle and the 

distant travelled in longitudinally and transversely till the new heading is perpendicular to the initial 

heading. However, the numerical results with the drift forces from the New Strip Method of Wicaksono 

& Kashiwagi (2018) show deviations which are explained due to an inaccuracies in the drift force 

computations. For all studies, the numerical results start to deviate from half a turning cycle. Following 
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the reasoning of Kim et al. (2020), the drift is defined as the vector between the positions that the ship 

has turned 3600 and 7200, see figure 6 below, because the drifting distance is converged after 270⁰. As a 

consequence, all studies are acceptable to model the general behaviour.  

 

Figure 5: Comparison of the turning trajectories predicted in regular  head waves by the different studies. The comparison is 
difficult because the methods use different model tests at different speeds. Skejic and Faltinsen (2008) used the Esso Okasa, but 

did not describe the model size. According to the ITTC (2002) 20 model test with different sizes between 1.650m and 8.125m 
were used for this benchmark study, so the Froude number cannot be verified. Seo & Kim and Zhang, Zou, Deng, and De-Heng 

used both the S175 container model. Lastly, Wicaksono and Kashiwagi used the SR108 container ship.  

 

Figure 6: Definition of drift distance and angle in waves (Kim et al., 2020) . Note that χ is the incoming wave angle and δ is the 
rudder angle. 

δ=35⁰, Fn <≈ 0.2, ξ=1 & 2 m 

δ=35⁰, Fn=0.084, ξ=3.5 

m
δ=35⁰, Fn=0.15, 

ξ=0,875m

δ=35⁰, Fn=0.084, ξ=1.75m 

Skejic & Faltinsen (2008) 

Seo & Kim 

(2011) 

Zhang, Zou, Deng & De-Heng 

(2018)

Wicaksono & Kashiwagi 

(2019) 
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3.1.3 Unified Approach 
The unified approach refers to an approach where fluid effects of the manoeuvring and seakeeping 

motions are simultaneously solved in a generic set of rigid body motion equations (Tello Ruiz et al., 

2012). Hence, the physics of the hydrodynamic forces are more consistently included in the unified 

approach. Likewise the two time-scale approach, the method is modular and the rudder and propeller 

forces are superimposed in the time domain. The first successful attempts is published by Bailey et all. 

(1998) with the convolution integral approach of Cummins (1962) (Skejic, 2013). Latter similar studies 

are conducted by Ayaz et al. (2006), Fossen (2005), Pérez Arribas (2007), and (Tello Ruiz, 2018). All these 

studies are performed in order to develop the method and the focus is on validation.  

 Cummins (1962) was the first to apply the motion impulse function on seakeeping theory and 

derived a linear 6 degree motion equation in time domain. The ship is subjected to a small displacement 

𝑥𝑗  of constant velocity in an arbitrary direction, i.e. surge, sway, etcetera, over a short period of time Δ𝑡. 

Thereof, the flow is described with a normalized potential 𝜓j that is proportional to the impulse velocity 

during the impulse. After the impulse interval, the ship motion stops abruptly, but the fluid is energized. 

The generated waves at the free surface will radiate and dissipate the impulse energy. This decaying 

wave motion is described in a second normalized velocity potential 𝜑𝑗 . As a consequence, the impulsive 

displacement influences the motions of the fluid during the interval and at all later times. Contrary, the 

motion is influenced by the previously induced motions in the fluid, which is referred to as the memory 

(Journée & Massie, 2008). Thereof, the motions are considered as a continuous sequence of small 

impulses. The total potential Φ is for the jth motion: 

 Φ = ẋ𝜓j + ∫  
𝑡

−∞

𝜑𝑗(𝑡 − 𝜏)ẋj(𝜏)d𝜏 
3-1 

This potential satisfies the free surface boundary condition (Cummins, 1962). The set of motion 

equations is found from integration of the dynamic pressure 𝑝 over the wetted surface 𝑆. Subsequently, 

Cummins  (1962) derived the motion equations of the ship subjected to wave exciting forces 𝑓𝑘(𝑡): 

 ∑ 

6

𝑗=1

[(𝑀𝑗𝛿𝑗𝑘 + 𝐴𝑗𝑘)𝑥̈𝑗 + 𝐶𝑗𝑘𝑥𝑗 +∫  
𝑡

−∞

𝐾𝑗𝑘(𝑡 − 𝜏)𝑥̇𝑗(𝜏)𝑑𝜏] = 𝐹𝑘(𝑡) 
3-2 

 𝐴𝑗k = 𝜌∫ 
𝑆̇

 𝜓j 𝒔𝐤dS 3-3 

 
Kjk(𝜏) = 𝜌∫  

∂

S

∂𝜑j(𝜏)

∂𝑡
𝐬𝐤dS 

3-4 

Where 𝑚𝑗  is the inertia in the jth mode, 𝛿𝑗𝑘 is the impulse function (𝛿𝑗𝑘 = 1 𝑖𝑓 𝑗 = 𝑘 and 𝛿𝑗𝑘 = 0 𝑖𝑓 𝑗 ≠

𝑘),  𝑎𝑗𝑘 is the added mass, 𝐾𝑗𝑘  is the retardation function, 𝑡 is the time, 𝜏 is the reference point in time, 

𝑐𝑗𝑘 the hydrostatic force, 𝜌 the density of the water, 𝒔𝒌 is the normal vector of the hull surface, and  𝑑𝑆 

is an infinitesimal surface element.  

  The restoring force coefficients can be found from hydrostatic analysis. Nevertheless, the 

potentials need to be solved in order to find the added mass and damping coefficients and the 

retardation functions. Therefore, Oglivie (1964) adopted the added mass and damping coefficients from 

the existing frequency domain potential programs, and, developed the concept of forced oscillations 

(Fossen, 2011). In fact, Oglivie related the above time domain equation with the frequency domain 

added mass and damping coefficients by comparison of the time domain equation and the frequency 

motion equation:  

 ∑ 

6

𝑗=1

[−ω2(𝑀𝑗𝑘 + 𝐴𝑗𝑘) + 𝑖𝜔𝐵𝑗𝑘 + 𝐶𝑗𝑘]𝜁𝑗 = 𝐹𝑘 3-5 

Therefore, the ship is forced to move in unit amplitude oscillations:  
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 𝒙(𝑡) = 𝒊 ∙ cos (𝜔𝑡) where 𝒊 is the unit vector. 3-6 

Firstly, the 𝜏 is replaced by 𝑡 − 𝜏 and the integration boundaries, therefore, changed. Then a convenient 

form is obtained in matrix notation, to which is referred as the Cummins equation: 

 (𝑀 + 𝐴) ⋅ 𝒙̈(𝑡) + ∫  
∞

0

𝐾(𝜏) ⋅ 𝒙̇(𝑡 − 𝜏) ⋅ 𝑑𝜏 + 𝐶 ⋅ 𝒙(𝑡) = 𝑭(𝑡) 
3-7 

Now by substitution of 3-6 in the Cummins equation 3-7 and the classical frequency equation 3-5, the 

following two equations are compared: 

 

−𝜔2 ⋅ {(𝑀 + 𝐴) −
1

𝜔
⋅ ∫  

∞

0

𝐾(𝜏) ⋅ sin (𝜔𝜏) ⋅ 𝑑𝜏} ⋅ cos (𝜔𝑡)

−𝜔 ⋅ {∫  
∞

0

𝐾(𝜏) ⋅ cos (𝜔𝜏) ⋅ 𝑑𝜏} sin (𝜔𝑡) + {𝐶} ⋅ cos (𝜔𝑡) = 𝑭(𝑡)

 

 

3-8 

 
−𝜔2 ⋅ {𝑀 + 𝐴(𝜔)} ⋅ cos (𝜔𝑡)

−𝜔 ⋅ {𝐵(𝜔)} ⋅ sin (𝜔𝑡) + {𝐶} ⋅ cos (𝜔𝑡) = 𝑭(𝑡)
 

3-9 

From the comparison of the motion equations, it can be concluded that the hydrostatic coefficients are 

the same and that:  

 𝐴(𝜔) = 𝐴 −
1

𝜔
∫  
∞

0

K(𝜏)sin (𝜔𝜏)d𝜏 
3-10 

 
𝐵(𝜔) = ∫  

∞

0

𝐾(𝜏)cos (𝜔𝜏)d𝜏 
3-11 

Thereof, equation 3-10 should be valid for all 𝜔, and 𝐴 is evaluated at infinity frequency from the 

application of the Riemann-Lebesgue lemma (Taghipour et al., 2008), i.e. 𝐴 = 𝐴(∞). Moreover, the 

inverse Fourier transformation is taken of 3-11, and thereof, the retardation functions can be 

determined: 

 K(𝑡) =
2

𝜋
∫  
∞

0

𝐵(𝜔)cos (𝜔𝑡)d𝜔 
3-12 

Thereof, the time domain radiation forces can be obtained from the frequency domain coefficients 

which can be provided by any diffraction panel code or strip theory. 

 The unified approach is a straight forward approach as the retardation functions can be 

provided by any diffraction code (Tello Ruiz, 2018). However, Skejic & Faltinsen (2008) argue that the 

method is linear, but that some of the first order quantities are integrated over the instantaneous 

wetted surface. Therefore, the second order wave drift force are considered partly. Accordingly, the 

authors conclude that second order convolutions integrals should be considered which is difficult in a 

combine seakeeping and manoeuvring study. However, it is possible to keep the left hand side of the 

motion equation 3-7 linear and to take the non-linear effects into account in the external force (De Jong 

et al., 2020; Fossen, 2005, 2011; Journée & Massie, 2008; Tello Ruiz, 2018). Thereof, also, the second 

order wave drift forces are included from potential considerations.  

 The second part of the criticism of Skejic & Faltinsen (2008) is that added mass and damping 

coefficients are encounter frequency dependent, and that the first order wave forces and moments 

have to be transformed via a Fourier transformation. All change with the encounter frequency, which 

change with as the heading and speed changes, and therefore; the impulse response functions need to 

be evaluated frequently. Consequently, the method is considered to be computational time consuming. 

This argument is, however, unjustified imbedded in literature from time to time, because the study of 

Skejic & Faltinsen (2008) focuses on real time simulations. If real time is no requirement, then the 

method is equally applicable as the two time-scale approach. Moreover, there exists different 

approaches that approximate the retardation functions; like the State Space representation and the 
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Prony’s approximation. In the State Space representation is adopted by De Jong et al. (2020), Fossen 

(2011), and Tello Ruiz (2018). Therein, the convolution integrals are replaced by a system of ordinary 

differential equations which simplifies the numerical computation time. In Prony’s method, the 

retardation functions are approximated with summations of exponential functions which also reduces 

the computational time significantly (Armesto et al., 2015).  

Besides, real time simulations based on impulse response functions have been published by Bailey et al. 

(2002) for the same benchmark vessel the Mariner in similar conditions as in (Skejic & Faltinsen, 2006). 

The studies are compared in figure 7 below, and both results seem are similar accurate. Nevertheless, 

the comparison is difficult because the waves come from opposite directions.  

 
Figure 7A 

 
Figure 7B 

Figure 7: Comparison of the circle trajectory  of benchmark ship ‘Mariner’ in regular waves simulated with the unified approach 
and the two time-scale approach. In figure 7A the results are presented next to each other, and in figure 7B the results are 

placed on each other. Unfortunately, Skejic & Faltinsen (2006) published the results for starting in head waves, while Bailey et 
al. (2001) published following seas.  
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3.1.4 Comparison of Two Time-scale Approach and Unified Approach 
From the above, the difficulty of the comparison between the two methods becomes clear. The unified 

appraoch is based on the Cummins equation and the wave influences are included consitently. The 

model is, however, more difficult in application due to the convolution integrals. Contrary, in the 

classification the two time-scale approach seems to be an engineering work-arround the convolution 

integrals by neglecting all wave influences except for the mean second order drift forces and yaw 

moment. The advantage of the two time scale approaches is claimed to be the high accuracy of the 

coupled manoeuvring and seakeeping theories. Nevertheless, no explaination or insight is provided in 

the seperate modules, to the knowlegde of the author.  

3.2 Conclusion 
The aim in this chapter was to obtain understanding on manoeuvring and seakeeping methods that 

combine the two From this literature study, the question can be answered: “What methods in combined 

seakeeping and manoeuvring can be deployed?”. This method or methods are found when the following 

criteria are fulfilled: 

1. The method should improve the fidelity compared to the present wave forces in the 

manoeuvring model. 

2. The method should be applicable in the framework of the present model. 

Traditionally, seakeeping and manoeuvring theory are considered independently based on in-field 

observations, and well established methods exists. In manoeuvring theory the horizontal motions of a 

ship are considered and the viscous forces are described with hydrodynamical derivatives. The 

derivatives are obtained from model experiments. On the contrary, the viscous effects are neglected in 

seakeeping theory and the ship is assumed to sail in a straight course with constant velocity. Thereof, 

the ship is considered as a mass-spring system and transfer functions can be formulated to describe the 

system behaviour. By means of potential theory, the wave excitation, the radiation, and diffraction 

forces are found from frequency domain analysis. Moreover, the second order forces and moments can 

be found with the direct pressure method. These forces consist of a mean force component and a 

slowly oscillating force component. These second order forces contribute to course and velocity 

changes.  

 In the combination of seakeeping and manoeuvring theory, four approaches are distinguished 

to deal with manoeuvring in waves that are developing; experimental approaches, unified theory, two 

time-scale approaches, and CFD. Experiments are mainly conducted to measure the hydrodynamic 

derivatives for the manoeuvring motion equation, or to have a benchmark to validate a numerical study 

to. Moreover, the hull geometry is unknown and therefore it does not make sense to perform costly 

experiments. The computational methods and power need further developments in order to simulate a 

ship manoeuvring in waves. Therefore, CFD is presently useful in order to estimate the hydrodynamic 

derivatives and can be seen as a digital experiment. Thereof it is concluded that these two methods do 

not satisfy the applicability criterion. The two time-scale- and unified methods do satisfy the criterion. 

Both methods employ the modular approach from manoeuvring theory to incorporate the 

hydrodynamic, rudder, propeller forces in the motion equations.  

 In the two time-scale approach, the hydrodynamic forces corresponding to manoeuvring and 

seakeeping theory are further separated. The main assumption is that the manoeuvring forces act on a 

slower time scale than the seakeeping forces. Thereof, the two motion equations are solved in separate 

modules that are weakly coupled with the transfer of data from the manoeuvring problem to the 

seakeeping problem and vice versa in a series or parallel model. The main advantage of the approach is 

that for both problems, the most accurate methods can be deployed. Especially, the studies in literature 

differ mostly in the accuracy of the second order wave drift forces. The comparison of the different 



17 
 

methods in the studies of this approach is difficult due to the few benchmark measurements in waves. 

All studies are conducted on different ships and at different speeds. Nevertheless, all authors conclude 

that the results are reasonably satisfactory.  

 On the contrary, the unified approach incorporates the seakeeping and manoeuvring theory 

into one single set of motion equations and a more physical consistent model is obtained. The 

fundament is the Cummins equation which is a time domain motion equation that is derived from the 

impulse response functions. Thereof, the ship is assumed to have an arbitrary impulse over a short 

period of time. Consequently, motions are induced in the fluid which do not vanish when the impulse is 

abruptly stopped. This fluid motions influence the ship motions in the subsequent time steps and vice 

versa. This difficult behaviour is captured in the retardation functions. Ogilvie developed a method to 

relate these retardation function with the frequency domain coefficients from seakeeping analysis. 

Nevertheless, the retardation functions needs to be computed. Therefore, the functions can be 

computed directly, an alternative state space representation can be given, or approximated with the 

Prony’s coefficients. In most unified studies, the second order wave drift forces are included partly as 

the first order forces are integrated to the instantaneous waterline. Only few studies included the mean 

second order forces and moments. Nevertheless, a more physically based simulation can be obtained 

with this method.  

 From the section above, it can be concluded that the two time-scale approaches and the unified 

approach can be deployed in this study. In the two time-scale approaches, the two seakeeping and 

manoeuvring theory are artificially coupled. The main advantage of this separation is that accurate 

models of both disciplines can be used without limitations. As a consequence, the selection of the 

methods seem to be based on availability and not suitability. The unified approaches strive to a 

incorporate the fluid forces of the manoeuvring and seakeeping motions in a generic set of rigid body 

motion equations. Hence, the physics of the hydrodynamic forces are more consistently included in the 

unified approach. The main points of criticism are that the frequent evaluation of the convolution 

integrals is time consuming, and that the second order forces are only partly included. Multiple studies 

in literature prove that these criticisms easily can be refuted by the application of a state space 

approximation (Armesto et al., 2015; Fossen, 2005). Consequently, it is concluded that a unified 

approach is most suitable to be deployed to enhance the veracity of the simulation. 
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4 Unified Model 
As mentioned in the introduction, the ultimate objective is to obtain insight in the required minimum 

power to maintain manoeuvre capabilities of the tanker in adverse weather conditions. As part of this 

research, the main aim in this study is to develop a method to improve the fidelity of the wave 

influences on the ship hull in the original manoeuvring model of the Castillo de Tebra. Presently, the hull 

forces are modelled with the Kijima model and the time averaged steady wave forces are taken into 

account as tabular coefficients of a VVLC tanker. Moreover, the hull geometry is unknown and the ship 

will be modelled as a barge in the calculation of the wave forces on the hull.  

 Traditionally, manoeuvring- and seakeeping theory are treated separately. However, the study 

in chapter 3.1 showed that four approaches are distinct that merge the two disciplines, and, it is 

concluded that the two time-scale approaches and the unified approach are applicable in this study. In 

the two time-scale approaches, the two seakeeping and manoeuvring theory are artificially coupled in 

different models that exchange data. The main advantage of this separation is that accurate models of 

both disciplines can be used without limitations. As a consequence, the selection of the methods seem 

to be based on availability and not suitability. The unified approaches strive to an amalgamation of the 

manoeuvring and seakeeping motions in a generic set of rigid body motion equations. Hence, the 

physics are more consistently included in the unified approach. Therefore, it is chosen to establish a 

unified approach to include the wave forces in the manoeuvring model.  

 Subsequently, this chapter will introduce the unified approach. The method is inspired on the 

work of de Jong (2018), Fossen (2005), Perez & Fossen (2009), and Tello Ruiz (2018). Furthermore, the 

Marine Systems Simulator (MSS) developed by Fossen, T & Perez (2021) is consulted. The MSS is a 

Matlab and Simulink library for marine systems and contains methods and algorithms for hydrodynamic 

models for ships, underwater vehicles, and floating structures, and, guidance, navigation, and control 

(GNC) blocks for real-time simulation. The methods and algorithms are described in Fossen (2011). As 

mentioned in section 3.1.3, the input for the time domain radiation problem can be obtained from the 

frequency domain. Therefore, a diffraction analyses is executed in ANSYS AQUA. 
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4.1 Diffraction Analysis in Ansys Aqwa 
The time domain model is associated with the frequency domain model. As illustrated in section 3.1.3, 

the frequency dependent added mass and damping coefficients can be used to approximate the 

convolution integrals for the time domain radiation problem. Therefore, any diffraction code or strip 

method can be used. The diffraction analyses in this study is executed in ANSYS AQUA due to the 

available licence at the Technical University Delft. The theory of the solver is well described in ANSYS 

Inc. (2016), Fossen (2011), and Journée & Massie (2008). The diffraction analysis is based on potential 

flow. Hence, the fluid is assumed to be irrotational and non-viscous. From the diffraction analysis, the 

frequency dependent added mass and damping coefficients and the infinity frequency added mass 

coefficients are obtained which will be used in the radiation forces, see section 0. Furthermore, the 

force response operators (RAO) and the quadratic transfer functions (QTFs) are obtained for the wave 

excitation forces, see section 4.4.   

 The main input to the diffraction analysis are a description of the hull geometry and the mass 

properties of the ship. However, these are to a large degree unknown for the benchmark tanker. 

Therefore, the ship will be modelled as a barge with the same dimensions as the tanker, see table 2 and 

figure 8 below.  

Table 2: A selection of the known main particulars of the Castillo de Tebra (Sui, 2021) . 

Particular Symbol Value 

Length between perpendiculars 𝐿𝑝𝑝 113.8𝑚 

Beam 𝐵 22𝑚 

Draught 𝑑 8.5𝑚 

Molded depth 𝐷 11.4𝑚 

Displacement ∇ 16998 𝑚3 
Centre of floatation w.r.t. midship(𝐿𝑝𝑝/2) 𝑥𝑔 1.698𝑚 

 

 

Figure 8: The geometry of barge model in Ansys Aqwa with a length of 113.6 meters, a beam of 22 meters, a draught of 8.5 
meters, and a depth of 11.4 meters. 

The mass is found from the provided displacement and the moments of inertia are estimated from the 

provided radii of gyration of the ITTC (2014) recommendations. The advised radius of gyration is for roll 

0.4𝐵 and for pitch and yaw 0.25𝐿𝑝𝑝. This assumption for yaw is in agreement with the assumption 

made by Sui (2021).Thereof, the mass matrix is: 
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 𝑀𝑅𝐵 =

[
 
 
 
 
 
𝑚 0 0 0 0 0
0 𝑚 0 0 0 0
0 0 𝑚 0 0 0
0 0 0 0.4𝐵 0 0
0 0 0 0 0.25𝐿𝑝𝑝 0

0 0 0 0 0 0.25𝐿𝑝𝑝]
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These mass properties are assigned to the barge model as a point mass. Therefore, the centre of gravity 

is required. Contrary to the real ship, the centre of floatation of the barge is assumed to be midship to 

avoid trim of the barge. According to Papanikolaou (2014) and Schneekluth & Bertram (1998), the 

height of centre of mass 𝐾𝐺̅̅ ̅̅  is estimated with:  

 𝐾𝐺̅̅ ̅̅ = 𝐶𝐾𝐺  (𝐷 +
∇𝐴 + ∇𝐷𝐻
𝐿𝑝𝑝𝐵

) 4-2 

Where 𝐶𝐾𝐺  is a coefficient that relates 𝐾𝐺̅̅ ̅̅  to the depth and ∇𝐴 and ∇𝐷𝐻 are the volume of the 

superstructures and the deckhouse, respectively. As mentioned by the authors, the coefficient is varying 

for different ship types and for tankers the coefficient is varying between 0.52 and 0.54. Due to size 

effects, the light weight to displacement ratio of smaller tankers is relatively larger and therefore the 

coefficient is chosen 0.54 in this study. The volumes of the super structure and the deck house are 

estimated based on dimension ratios, see figure 9 and figure 10. The deck heights of the deckhouse and 

the forecastle height are assumed to be 2.5𝑚.  

 

Figure 9: Side view of the ship with size estimations of the superstructures and deckhouse based on the Lpp 
(https://www.shipspotting.com/photos/2734272?navList=moreOfThisShip&imo=9753636&lid=2738636). 

 

Figure 10: Back view of the ship with the estimations of the superstructure widths of the poop deck and deckhouse. 
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With the geometry and mass properties defined, the mesh of the model is generated. For the 

element  size of the mesh should be one-seventh of the smallest wave length (Ibinabo & 

Tamunodukobipi, 2019). For wind generated waves with a typical wave period between 0.5 and 

10 seconds, the minimum wave length from the dispersion relation in deep water is roughly 0.4 

meters (Vinet & Zhedanov, 2011). Therefore, the element size of the mesh should be 0.055m. 

Unfortunately, the maximum of 40000 elements is exceeded and therefore the element size is 

increased at the cost of some information in the high frequency. Nevertheless, the ship 

responses are dominated by the ships mass and the influences are small.  

 Subsequently, a mesh with 6120 and 23140 elements are compared in deep water. The 

frequency domain analysis is executed for 37 directions from -180 till 180 degrees and for 50 

frequencies from 0.06 till 2.70 radians per seconds.  For Ansys Aqwa the hull should be closed 

and therefore, the former has 3628 and the latter 13840 diffracting elements (below the 

waterline). The added mass and damping coefficients, and the force RAOs are provided in figure 

12 to figure 17. Note that the results of the finer mesh continuous to higher frequencies. 

Furthermore, the lines are smooth with some small disruptions for the pure motions. Hence, 

the results seem to be converged although the small outliers disappeared in the higher 

frequency for the finer mesh.  

 Most coupling terms are fiercely fluctuating and are small except for the surge-pitch 

and sway-yaw couplings that have significant contributions. From the force RAO figures, it can 

be seen that the results are divided in some local optima. The reason might be that a certain 

number of wave lengths of a wave of a certain direction and frequency correspond to a main 

dimension of the ship. The resultant force of the pressure around the hull is then zero. 

  

 

 

Figure 11: Mesh of the barge model with 6120 elements of which 3629 diffracting. The elements have a maximum of 2 meters. 
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Figure 12: Added mass coefficients for the mesh with mesh 3629 diffracting elements. 

 

Figure 13: Added mass coefficients for the mesh with mesh 13840 diffracting elements. 
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Figure 14:Damping coefficients for the mesh with mesh 3629 diffracting elements.  

 
Figure 15: Damping coefficients for the mesh with mesh 13840 diffracting elements. 
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Figure 16: Force RAO for the mesh with mesh 3629 diffracting elements. 

 

Figure 17: Force RAO for the mesh with mesh 13840 diffracting elements. 
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4.2 Unified Motion Equation 
The original manoeuvring model contains the typical manoeuvring reference systems, see section 2. As 

only the horizontal, surge, sway, and yaw, motions are included, the equation of motion is expressed 

using a Newtonian and a body fixed reference frame, see figure 18 and figure 19. The North-East-Down 

reference frame is Earth fixed and indicated with (𝑋0, 𝑌0, 𝑍0). In the ships centre of gravity, a body fixed 

coordinate system (𝑥𝑏 , 𝑦𝑏, 𝑧𝑏) translates with the centre of gravity and rotates with the heading of the 

ship (Sui, 2021). 

 

Figure 18: The reference systems in the manoeuvring simulation (Sui, 2021). 

 

Figure 19: A 3D-representation of the Earth fixed reference system (E-frame) and the b-frame as adopted in the Kijima model. 

In the model, the ship is assumed to be a rigid body and the origin of the body fixed reference frame is 

in the centre of gravity. According to Tello Ruiz (2018), the motion equation of marine structures can 

expressed in the body fixed frame as: 

 𝑭 =

{
 
 

 
 
𝑚(𝑢̇ − 𝑣𝑟 + 𝑤𝑞)
𝑚(𝑣̇ − 𝑤𝑝 + 𝑢𝑟)

𝑚(𝑤̇ − 𝑢𝑞 + 𝑣𝑝)
𝐼𝑥𝑥𝑝̇
𝐼𝑦𝑦𝑞̇

𝐼𝑧𝑧𝑟̇

  
4-3 

In which, 𝑚, 𝐼𝑥𝑥, 𝐼𝑦𝑦, and 𝐼𝑧𝑧 are the rigid body mass and mass moments of inertia of the vessel, which 

follow from equation 4-1, 𝑥, 𝑣, 𝑤, 𝑝, 𝑞, and 𝑟 are the ship and rotational velocities. The force vector 𝑭 

contains the fluid forces on the ship. Following the modular approach, see sections 3.1.2 and 3.1.3, 

these forces are assumed to be a superposition of the hydrodynamic forces on the hull 𝐹𝐻, the rudder 

forces 𝐹𝑅, the propeller forces 𝐹𝑃, and the environmental forces from waves 𝐹𝑊 and wind 𝐹𝐴. Thereof, 

in vector representation, equation 2-7 can be represented as: 

 𝑭 = 𝑭𝑹 + 𝑭𝑷+𝑭𝑨 + 𝑭𝑯 + 𝑭𝑾 4-4 

The wind, rudder and propeller models are presently implemented and are not considered in this study. 

Likewise, the implemented forces from the Kijima will be unaltered and the details on these models can 

be found in Kijima et al. (2004) and Sui (2021). Hence, the focus in this study is to improve the fidelity of 

hull forces and the wave excitation forces. 
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Tello Ruiz (2018) has demonstrated with model experiments that the steady hull forces measured in 

calm water differ to some extent to the hull forces in waves. Therefore, the forces can satisfactory be 

estimated by considering the viscous manoeuvring forces and wave induced forces independently. This 

method is supported by Fossen (2005) who sets the zero-frequency added mass and damping 

coefficients as the first order hydrodynamic derivatives, and mentions that the higher order force terms 

can be superimposed directly in the time domain. Therefore, the hull forces are decomposed in steady 

and an ideal force component: 

 𝑭𝑯 = 𝑭𝒗 + 𝑭𝒓𝒂𝒅 + 𝑭𝒓𝒆𝒔 4-5 

The steady contribution 𝑭𝒗 comprises the viscous, cross flow, and lift forces on a manoeuvring ship. 

These forces on the hull are approximated with the Kijima model and are implemented in the original 

model (Sui, 2021). The origin of these forces is provided in section 2. The radiation force contribution 

𝑭𝒓𝒂𝒅 originate from the body reaction forces due to the oscillatory motions of the ship in an ideal fluid. 

These forces will be taken into account based on the Cummins equation to include the memory effects: 

 𝑭𝒓𝒂𝒅 = −𝐴∞𝑿̈ − ∫ 𝐾(𝑡 − 𝜏)𝑿̇(𝜏)𝑑𝑡
𝑡

0
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 A∞ =

[
 
 
 
 
 
𝑎11 0 𝑎13 0 𝑎15 0
0 𝑎22 0 𝑎24 0 𝑎26
𝑎31 0 𝑎33 0 𝑎35 0
0 𝑎42 0 𝑎44 0 𝑎46
𝑎51 0 𝑎53 0 𝑎55 0
0 𝑎62 0 𝑎64 0 𝑎66]
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  K =

[
 
 
 
 
 
𝑘11 0 𝑘13 0 𝑘15 0
0 𝑘22 0 𝑘24 0 𝑘26
𝑘31 0 𝑘33 0 𝑘35 0
0 𝑘42 0 𝑘44 0 𝑘46
𝑘51 0 𝑘53 0 𝑘55 0
0 𝑘62 0 𝑘64 0 𝑘66]
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The infinity added mass matrix 𝐴∞ is computed with Ansys Aqwa and the convolution matrix 𝐾(𝑡 − 𝜏) 

will be taken int account with a steady state approximation based on the damping coefficients obtained 

from Ansys Aqwa. A more elaboration on the state space approximation is provided in section 4.3.  

 The restoring forces 𝑭𝒓𝒆𝒔 follow the hydrostatic and are provided as output from Ansys Aqwa. 

 𝑭𝒓𝒆𝒔 =  −𝐶𝑿, 𝐶 =

[
 
 
 
 
 
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝑐33 0 0 0
0 0 0 𝑐44 0 0
0 0 0 0 𝑐55 0
0 0 0 0 0 0]
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Lastly, the wave forces 𝑭𝑾 are pressure forces on the ship due to waves, and, are decomposed in the 

Froude-Krylov force 𝑭𝑭𝑲, the diffraction force 𝑭𝑫  and the second order wave forces 𝑭𝟐𝒏𝒅. 

 𝑭𝑾 = 𝑭𝑭𝑲 + 𝑭𝑫 + 𝑭𝟐𝒏𝒅 = 𝑭𝑭𝑲,𝑫 + 𝑭𝟐𝒏𝒅 4-10 

These forces are computed with the force RAOs and the QTFs obtained from Ansys Aqwa. In the force 

RAO output the Froude-Krylov and diffraction effects are combined and therefore these forces are 

included in one term. More details on the wave force model follows in section 4.4. Eventually, the 

unified motion equation follows from the substitution of all the above in equation 4-3 
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In order to make the unified motion equation consistently, care must be given a transformation is 

needed of the obtained data from Ansys Aqwa. It can be noticed in figure 20 below, that the reference 

conventions of Ansys Aqwa make use of an upward z-axis whereas the Kijima model uses a downward 

axis figure 19. Besides this, there are no differences and therefore the models only differ a 180 degree 

rotation about the x-axes of the body frame. Therefore, the sway and the roll motions and forces 

remain the same, but are negative for sway, heave, pitch and yaw. Consequently, the generalized 

transformation matrix is: 

 𝑇 =

[
 
 
 
 
 
1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1]

 
 
 
 
 

 
4-11 

 

 

Figure 20: A 3D-representation of the coordinate systems adopted in ANSYS AQWA Notice that the position of the origin of the 
b-frame with respect to the origin of the h-frame are the surge, sway, and heave motions r ̅_G=[ ξ_1  ξ_2  ξ_3]. The differences 

in the orientations of the corresponding axes are the roll, pitch, and yaw motions [ 𝜉4 𝜉5 𝜉6]. 
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4.3 Parametric Identification of the Radiation Force Model 
As shown in section 3.1.3 and 4.2, the radiation forces in the time domain can be represented into 

account based on convolution integrals of the Cummins equation, see equation 3-7. The radiation force 

contribution 𝑭𝒓𝒂𝒅 originate from the body reaction forces due to the oscillatory motions of the ship in 

an ideal fluid: 

 𝑭𝒓𝒂𝒅 = −𝐴∞𝑿̈ − ∫ 𝐾(𝑡 − 𝜏)𝑿̇(𝜏)𝑑𝜏
𝑡

0
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The infinity added mass 𝐴∞ is obtained from the diffraction analysis in Ansys Aqwa but the direct 

evaluation of convolution matrix 𝐾(𝑡 − 𝜏) is more difficult. Generally, the terms of the convolution 

matrix are referred to as the retardation functions, fluid memory effects, or impulse response functions. 

For every time step in a simulation, the integrals needs to be evaluated and therefore the method is 

considered time and memory consuming (Taghipour et al., 2008). Therefore, the direct computation is 

circumvented with an approximation of the impulse response functions with state space representation 

or a sum of complex exponential functions using Prony’s method (Armesto et al., 2015). The former will 

be applied in this study because method seem to be generally adapted in literature due to the 

computational performance in the time domain. Subsequently, the parametric identification method of 

Perez & Fossen (2009) is embedded which is included in the Marine Systems Simulator (Fossen, T & 

Perez, 2021). Hence, the convolution integral will be approximated with state space approximation: 

 𝜼(𝑡) = ∫  
∞

0

K(𝑡 − 𝜏)𝑿̇(𝜏)𝑑𝜏 ≈
𝐱(𝑡) = 𝐴̂𝐱(t) + 𝐵̂𝐱̇(𝑡)

𝜼̂(𝑡) = 𝐶̂𝐱(𝑡)
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In which, 𝐱 is the state vector, 𝑿̇ the input vector,   𝐴̂ is the state matrix,  𝐵̂ the input matrix,  𝐶̂ the 

output matrix, and  𝜼 ̂ the output vector of the state-space that approximates the convolution integral. 

 The basis for the identification method is the comparison of Oglivie (1964) of the Cummings 

equation and motion equation in the frequency domain: 

 [−𝜔2[M + A(𝜔)] + 𝑖𝜔B(𝜔) + G]𝑿(𝑖𝜔) = 𝝉𝑒𝑥𝑐(𝑖𝜔) 
4-14 

From the comparison Oglivie obtained from a Fourier transformation the following equations: 

 𝐴(𝜔) = 𝐴∞ −
1

𝜔
∫  
∞

0

K(𝜏)sin (𝜔𝜏)d𝜏 
Repetition of 3-10 

 
𝐵(𝜔) = ∫  

∞

0

𝐾(𝜏)cos (𝜔𝜏)d𝜏 
Repetition of 3-11 

The Fourier transform of Repetition of 3-11 can be used for the direct computation of the impulse 

response function. Moreover, the frequency domain representation of the retardation functions is 

derived from the substitution of 3-10 and 3-11: 

 K(𝑖𝜔) = ∫  
∞

0

K(𝜏)e−𝑖𝜔𝜏d𝜏 = B(𝜔) + 𝑖𝜔[A(𝜔) − A(∞)] 
4-15 

Thereof, the impulse response functions can be computed with the added mass and damping 

coefficients obtained from Ansys Aqwa, see section 4.1. This result is of utmost importance in 

identification problems as the fluid memory will be approximated with transfer functions. 

 For linear time-invariant systems, the state space representation 4-30 is restated in the 

frequency domain: 

 K(j𝜔) ≈ 𝐾(𝑠) = 𝐶̂(𝑖𝜔𝐼 − 𝐴̂) −1𝐵̂  
4-16 

Where  𝐾(𝑠) is a matrix containing transfer functions.  
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The identification problem focusses on approximating these transfer functions and to obtain the state 

space model with canonical realisations (Perez & Fossen, 2009; Taghipour et al., 2008).The main 

assumption to use the canonical realization is that the transfer function is strictly proper. Therefore, the 

transfer functions are expressed as a parametric functions with a relative degree of one: 

Where 𝑠 is the Laplace variable and 𝑝, 𝑞, 𝑚 and 𝑛 are the coefficients and the order of the nominator 

and denominator respectively. The coefficients of 4-17 can directly be inserted in the state space model 

when it is expressed in the controllable canonical form: 

 
𝐱̇(𝑡) = [

−𝑞𝑛−1 −𝑞𝑛 … −𝑞0
1 0 0 0
0 ⋱ 0 0
0 0 1 0

] 𝐱(t) + [

1
0
⋮
0

] 𝑿̇(𝑡)

𝜼̂(𝑡) = [𝑝𝑚 𝑝𝑚−1 … 𝑝0] 𝐱(𝑡)
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Subsequently, the identification, essentially, comes down to estimate the coefficients and order of  

equation 4-17. As mentioned in Taghipour et al. (2008), this parameter fitting can be done with impulse 

response curve fitting, realization theory, and regression in the frequency domain. The latter is applied 

in the method of Perez & Fossen (2009), presumably, because it is based on the non-linear least square 

function available in Matlab, named invfreqs, as stated by Taghipour et al. (2008). Therein, the ‘true’ 

impulse response functions 𝐾𝑖𝑘(𝑗𝜔𝑙) are constructed from equation 4-16 and the objective is to find the 

coefficients of impulse response function 𝜽: 

 𝜽 = [𝑝𝑟, … , 𝑝0, 𝑞𝑛−1, … , 𝑞0]
𝑇 

4-19 

 𝜽⋆ = arg 𝑚𝑖𝑛
𝜽
 ∑  

𝑖

𝑤𝑖 |𝐾𝑖𝑘(𝑗𝜔𝑙)  −
𝑃(j𝜔𝑖, 𝜽)

𝑄(j𝜔𝑖, 𝜽)
|

2
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Where 𝜽⋆ is the optimal solution, i.e. the minimum fit of the lowest order, and the weighting 

coefficients 𝑤𝑖 are chosen to be 𝑄(j𝜔𝑖, 𝜽) to linearize the least square estimation (Taghipour et al., 

2008): 

 

𝜽⋆ = arg 𝑚𝑖𝑛
𝜽
 ∑  

𝑙

𝑠𝑖,𝑘|𝑄𝑖𝑘(𝑗𝜔𝑙, 𝜽)𝐾𝑖𝑘(𝑗𝜔𝑙) − 𝑃𝑖𝑘(𝑗𝜔𝑙, 𝜽)|
2 

𝑠𝑖,𝑘 =
1

|𝑄𝑖𝑘(𝑗𝜔𝑙, 𝜽̂𝑘−1)|
2 
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Then this is iteratively solved where the polynomial 𝑄 of the previous iteration is chosen for the 

following until 𝑄𝑖𝑘(𝑗𝜔𝑙, 𝜽𝑝) ≈ 𝑄𝑖𝑘(𝑗𝜔𝑙 , 𝜽𝑝−1) and equation 4-20 is recuperated. With the coefficients 

the added mass and damping coefficients can be reconstructed: 

 
𝐴̂𝑖𝑘(𝜔) = Im {𝜔

−1𝐾𝑖𝑘(𝑗𝜔)} + 𝐴∞,𝑖𝑘

𝐵̂𝑖𝑘(𝜔) = Re {𝐾𝑖𝑘(𝑗𝜔)}
 

4-22 

Hence, the minimum fit is found but the order is undetermined. Therefore, the order is determined via 

a subsequent routine. Due to the strictly proper property that is opposed on the transfer function 4-17, 

the minimum order transfer function is: 

 𝐾𝑖𝑘
𝑚𝑖𝑛(𝑠) =

𝑝1𝑠

𝑠2 + 𝑞1𝑠 + 𝑞0
 4-23 

Thereof, the approximation of the impulse response function is determined for the minimum possible 

order and the coefficient of determination is computed for both the added mass and the damping 

coefficients: 

 𝐾𝑖𝑘(𝑠) =
𝑃𝑖𝑘(𝑠)

𝑄𝑖𝑘(𝑠)
=
𝑝𝑚𝑠

𝑚 + 𝑝𝑚−1𝑠
𝑚−1+. . . +𝑝0 

𝑠𝑛 + 𝑞𝑛−1𝑠
𝑛−1+. . . +𝑞0

 
4-17 
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 𝑅2 = 1 −
∑  𝑘 (𝑋𝑘 − 𝑋̂𝑘)

2

∑  𝑘 (𝑋𝑘 − 𝑋̅)
2
, 0 ≤ 𝑅2 ≤ 1 

4-24 

The order is increased until the result is satisfactory, i.e. 𝑅2 ≥ 0.99. Thereof, the coefficients are found 

and an approximation of the impulse response function is found and the state space model can be 

realized. Appendix A contains the figures of the convolution realizations and the reconstructed added 

mass and damping coefficients of the barge from Ansys Aqwa as described in section 4.1. As mentioned 

in section 4.1, the added mass and damping coefficients are smooth with some wild points for the pure 

motions. For the pure motions the wild points are removed and the approximated transfer functions are 

reasonable, see 0. However, most of the coupling terms are fluctuating and seem to consist of only wild 

points which is also reflected in the fits. Nevertheless, the order of magnitude of these added mass and 

damping are small and the influence will be small. Only the surge-pitch and sway-yaw couplings are 

significant and the estimates are satisfactory.  

 A final issue is that the influence of the viscosity is neglected in the diffraction analysis. This 

assumption has the most significant effect on the roll damping. Generally, the roll damping is predicted 

with the Ikeda method. The method is well described by ITTC (2017b). The roll damping is composed of  

wave, lift, friction, eddy, and bilge keel damping. The wave damping is included in the model as it is 

provided by the diffraction analysis. The other components can be computed with the empirical strip 

method of Ikeda. The skin friction generates 5 to 10 percent and the bilge keel creates 50 to 80 percent 

of the total roll damping (Kawahara et al., 2011). Thereof, the roll damping is at least underpredicted by 

55%. Hence, the other damping components should be added in an external damping matrix in the time 

domain. However, due to time pressure, the damping and possible other viscous effects are omitted in 

this study and it is recommended to add these if the simulations are used in future.  
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4.4 Wave Excitation Forces 
As mentioned in section 4.2, the wave excitation forces are included directly on the kinetic side of the 

motion equation 4-3. However, waves need to be defined in order to have excitation forces. Therefore, 

a sea state is selected to include corresponding wave forces in the simulation. Generally, a sea state is 

characterized by a wind force, mostly described on the Beaufort scale, and a significant wave height. 

The surface elevation is obtained from a wave spectrum which is defined by a significant wave height 

and a peak wave period.  

 As mentioned in section 2, the wave forces are computed from the non-dimensional time 

averaged wave coefficients in the original model. The forces therefore depend on the significant wave 

height and the peak period. The former is obtained from the regulations of the World Meteorological 

Organization (2017), see Appendix B. the ultimate objective of the study of Sui (2021) is to obtain insight 

in the required minimum power to maintain manoeuvre capabilities of the tanker in adverse weather 

conditions. These adverse conditions are defined in the research program SHOPERA from the IMO 

(Kanellopoulou et al., 2019; Shigunov et al., 2019). For ships with a length under 200 meters, the wind 

speed is 15.7 meters per second, a significant wave height of 4 meters and a peak period between 7 to 

15 seconds. However, there seems to be no clear agreements on an appropriate peak period. Sui (2021) 

selected a wave period of 8 seconds which is a realistic period as it occurs often in the North Atlantic 

Scatter, see Appendix B.  

 Nonetheless, mostly accidents occur when the ship is waiting at anchor in an increasing storm 

and the anchor starts to drag and the ship master decides to late look for shelter or to go to open sea, 

as pointed out by Shigunov et al. (2019). Therefore, it is a reasonably to suppose that the waves are  

generated by the wind, but that the sea is not yet fully developed. When the wind blows over a fetch 

energy is transferred to the waves and the waves will grow. In the ideal situation, this growth will 

continue until it is limited by bottom friction and wave breaking for an infinite fetch. This condition is 

called a fully developed sea. For the situation of the increasing storm, the length of the fetch and hence 

the wave growth can be limited by an upwind shore, the duration of the storm, or both. The wave 

growth for these conditions are well predicted with wave growth curves. Therewith, proper peak period 

corresponding to the significant wave height for a certain wind velocity, fetch and duration of the storm 

can consistently be predicted. 

 The fetch limited wave growth is modelled with the method of Young and Verhagen (1996a), as 

described in Holthuijsen (2007). The method is applicable for all sea states and all water depths. The 

non-dimensional significant wave height and the non-dimensional peak period are predicted from a 

water depth and a fetch with the following empirical formulae: 

 𝐻 = 𝐻∞ [tanh (𝑘3𝑑̃
𝑚3)tanh (

𝑘1𝐹̃
𝑚1

tanh(𝑘3𝑑̃
𝑚3)

)]

𝑝
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 𝑇̃ = 𝑇̃∞ [tanh (𝑘4𝑑̃
𝑚4)tanh (

𝑘2𝐹̃
𝑚2

tanh(𝑘4𝑑̃
𝑚4)

)]

𝑞
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The coefficients are provided in table 3 below, and the non-dimensional wave height, fetch, period, and 

water depth are: 

𝐹̃ =
𝑔𝐹

𝑈10
2  4-27 

𝐻𝑚0
=
𝑔𝐻𝑚0

𝑈10
2  4-28 

𝑇̃peak =
𝑔𝑇peak 

𝑈10
 

4-29 
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 𝑑̃ =
𝑔𝑑

𝑈10
2  4-30 

Where 𝑔 is the gravitation constant, 𝑈10 is the wind speed at 10 meters height. Note that the fetch 

could be eliminated and the peak period can be computed directly. Thereof, no assumption needs to be 

made on a fetch. 

Table 3: Growth curve coefficients in the method of Young and Verhagen (1996a). 

 𝐻∞ 0.24 𝑇̃∞ 7.69 

𝑘1 4.14 ∗ 104 𝑘2 2.7 ∗ 10−7 

𝑚1 0.79 𝑚2 1.45 

𝑘3 0.572 𝑘4 0.187 

𝑚3 0.343 𝑚4 0.10 

p 1.14 q 2.01 

Multiple wave spectra exists based on the wind generated waves, like a Pierson-Moskowitz or a 

JONSWAP spectrum. Obviously, the growth curve is limited to the fully developed condition 𝐻∞. When 

the wave height exceeds this limit, the waves are not wind generated. For the wind velocity of 15.7 

meters per second, the maximum significant wave height is 6 meters from equation 4-28. Thereof, 

roughly 99% of the occurring sea states worldwide are included in the definition of adverse weather 

conditions, see table 4. Anyhow, the wind velocity, significant wave height and the peak period are 

incorporated more consistently. 

Table 4: Definition of the sea state and the probability of occurrence for the sea state (Fossen, 2011). 

 

In case the wind is blowing from open sea, the wave growth is limited by the duration of the storm. 

Nevertheless, the energy from the wind is transferred similar to the waves as for the fetch-limited case. 

Consequently, this can be described with the same power laws. Based on this premises, Dulov et al. 

(2020) derived an equation which relates the duration-limited to the fetch-limited case: 

 𝜒𝑓 = [
𝑅(1 − 𝑞𝑥)

4𝜋𝜉0𝑥
𝜏]

1
1−𝑞𝑥
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In which, 𝜒𝑓 is the fetch, 𝜏 =
𝑡𝑔

𝑈10
 is the non-dimensional time since the beginning of the storm, and 

𝑅, 𝜉0𝑥, and 𝑞𝑥 are constants which are respectively 0.76, 2.41, and 0.275.  

As a result, a fetch length is obtained based on the duration of a storm. This can be provided to the 

model of Young and Verhagen to also include the influence of the water depth on the wave growth. 

Hence, a consistent peak period and significant wave height are obtained to define the wave spectrum 

in an increasing storm.  
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Thereafter, the wave spectrum can be used with in a random phase amplitude model to generate 

random realisations of a surface elevation by a superposition of a number 𝑁 harmonic waves with an 

random frequency 𝜔𝑖, amplitude 𝜁𝑖, and a random phase angle 𝜀𝑖̃  between 0 and 2𝜋 (Journée & Massie, 

2008): 

 𝜁(𝑡) =∑  

𝑁

𝑖=1

𝜁𝑖 ⋅ cos (𝜔𝑖𝑡 + 𝜀𝑖̃) 
 4-32 

Where 𝑡 is the time. Thereof, the Response Amplitude Operatiors (RAOs) can be used to compute the 

Froude-Krylov and diffraction wave loads (De Jong et al., 2020; Fossen, 2005; Journée & Massie, 2008). 

Thereof, the total first order force 𝐹𝐹𝐾,𝐷(𝑡 can be obtained from the superposition principle: 

 𝐹𝐹𝐾,𝐷(𝑡) =∑  

𝑁

𝑖=1

(
𝐹𝑤𝑎𝑖
𝜁𝑎𝑖

) ⋅ cos (𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝜁𝑖) 
4-33 

Where 𝑁 is the number of wave components in the superposition, (
𝐹𝑤𝑎𝑖
𝜁𝑎𝑖
) is the wave load transfer 

function, 𝜔𝑖  is the wave frequency, 𝜀𝑤𝜁𝑖  is the phase shift of the wave load with respect to the wave 

elevation.  

The wave drift forces of an irregular sea can be expressed as the superposition of regular waves pairs 

(ANSYS Inc., 2016; Journée & Massie, 2008; Pinkster, 1980): 

 

𝐹2𝑛𝑑(𝑡) =∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑖𝑗
− ⋅ cos [(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)]

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)]

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑖𝑗
+ ⋅ cos [(𝜔𝑖 + 𝜔𝑗)𝑡 + (𝜖𝑖 + 𝜖𝑗)]

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑖𝑗
+ ⋅ sin [(𝜔𝑖 +𝜔𝑗)𝑡 + (𝜖𝑖 + 𝜖𝑗)]
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In which 𝜁𝑖  and 𝜁𝑗 are the wave amplitudes of the regular wave pair, 𝑃𝑖𝑗
− and 𝑃𝑖𝑗

+is the in-phase 

difference and sum quadratic transfer functions (QTF), 𝑄𝑖𝑗
−  and 𝑄𝑖𝑗

+  is the out-of-phase quadratic transfer 

functions,  𝜔𝑖 and 𝜔𝑗 are the wave frequencies of the wave pair, and 𝜖𝑖 and 𝜖𝑗 are the corresponding 

phase angles (Pinkster, 1980). The sum frequency terms are neglected as the influences are small. 

 As explained in section 4.1, the RAOs and QFTs are obtained from the diffraction analysis in 

Ansys Aqwa. The RAOs and QFTs of the finest mesh of section 4.1 are converted to lookup tables and 

taken into account in the model. The RAOs are shown in section 4.1. The QTFs are not represented 

because these depend on the wave frequency and direction of wave pairs, see section 4.4. Therefore, 

there are 2220000 QTFs and it is tedious to find a clear way of representing them. 

 In this study, only the difference QTF are included as the sum QTFs are small. Furthermore, the 

diffraction analysis is performed at zero velocity. Unfortunately, the diffraction analysis needs to be run 

for a range of velocities because the QTFs are only provided for one velocity by ANSYS AQWA. Due to 

time pressure, the velocity dependency is omitted in this study and it is recommended to add it in 

future. The forward speed can be easily taken into account by with an extension of the lookup tables 

with a velocity dimension. The complication, however, is that this also holds for the radiation forces, see 

section 4.3. Therefore, a lot of lookup tables need to be realized or, more elegant, the state space 
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models can be realized with the damping coefficients of Söding that include forward speed (Fossen, 

2005; Tello Ruiz, 2018).  

 

Figure 21: Comparison of wave spectra (figure 8.11, Fossen, 2011) 

Accidentally, the QFTs are obtained only for unidirectional seas from Ansys Aqwa. Therefore, the study 

is limited to long crested waves. The waves are generated with the Wave_init.mat and Wavespec.mat 

functions from the MSS library (Fossen, 2011). The former contains the random phase amplitude model 

with which the wave realisation are created. The latter contains the functions that describe the 

different wave spectra and is called by the former. In the method, three wave spectra are included; the 

Modified Pierson-Moskowitz, the JONSWAP, and the Torsethaugen, see figure 21. The first is embedded 

in the ITTC recommendations, but is only applicable to fully developed seas. The JONSWAP is developed 

for growing undeveloped seas from measurements in the North Sea. Consequently, the peak is more 

steep. The Torsethaugen spectrum is developed also based on measurements in the North Sea.  

Likewise the JONSWAP, it describes a developing sea, but also includes the low frequency swell waves. 

Nonetheless, it is chosen to use the JONSWAP spectrum as the main focus is on regular waves.  

 In figure 22, a surface realisation of the adverse conditions as earlier defined can be seen. Based 

on the wind velocity of 15.7 meters per second and a fetch of 200 kilometres, a spectrum with a 

significant wave height of 3.85 meters with an corresponding peak period of 8.28 seconds is created. 

The non-dimensional wave height is 0.158 and hence the sea is not fully developed. Therefore, the 

method is more consistent.  

 
Figure 22A 
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Figure 22B 

Figure 22: A: The surface elevation for sea state 7 for a fetch of 200 kilo meters and a water depth of 75 meters. B: The 
harmonic wave components randomly generated from the JONSWAP spectrum The significant wave height is 3.85 meters with 

a peak period of 8.28 seconds. 
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4.5 Implementation of the model 
With all the information of this chapter the motion equation is implemented as equations 4-35 to 4-40 

below. In this equations, the convolution terms refer to the appropriate state space models as 

described in section 4.3, and, the hull forces refer to the Kijima model in section 2. The description of 

the rudder and propellor forces can be found in Sui (2021). 

 

𝑢̇ =
1

𝑚𝑅𝐵11 + 𝑎11
(𝑚𝑅𝐵11𝑣𝑟 −𝑚𝑅𝐵11𝑤𝑞 − 𝑎13(∞)𝑤̇ − 𝑎15(∞)𝑞̇ 

−∫  
∞

0

k11(𝑡 − 𝜏)𝑢 (𝜏)𝑑𝜏 − ∫  
∞

0

k13(𝑡 − 𝜏)w(𝜏)𝑑𝜏 − ∫  
∞

0

k15(𝑡 − 𝜏)p(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑥𝑖
𝜁𝑎𝑖

) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑥𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑥𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+𝑋ℎ𝑢𝑙𝑙 + 𝑋𝑟𝑢𝑑 + 𝑋𝑝𝑟𝑜𝑝 + 𝑋𝑤𝑖𝑛𝑑 
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𝑣̇ =
1

𝑚𝑅𝐵22 + 𝑎22
(𝑚𝑅𝐵22𝑤𝑝 −𝑚𝑅𝐵22𝑢𝑟 − 𝑎24(∞)𝑝̇ − 𝑎26(∞)𝑟̇ 

−∫  
∞

0

k22(𝑡 − 𝜏)v (𝜏)𝑑𝜏 − ∫  
∞

0

k46(𝑡 − 𝜏)p(𝜏)𝑑𝜏 − ∫  
∞

0

k26(𝑡 − 𝜏)r(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑦𝑖
𝜁𝑎𝑖

) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑦𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑦𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+𝑌ℎ𝑢𝑙𝑙 + 𝑌𝑟𝑢𝑑 + 𝑌𝑤𝑖𝑛𝑑  
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𝑤̇ =
1

𝑚𝑅𝐵33 + 𝑎33
(𝑚𝑅𝐵33𝑢𝑞 −𝑚𝑅𝐵33𝑣𝑝 − 𝑎31(∞)𝑢̇ − 𝑎35(∞)𝑞̇ 

−∫  
∞

0

k13(𝑡 − 𝜏)u(𝜏)𝑑𝜏 − ∫  
∞

0

k33(𝑡 − 𝜏)w(𝜏)𝑑𝜏 − ∫  
∞

0

k35(𝑡 − 𝜏)q(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑧𝑖
𝜁𝑎𝑖

) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑧𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑧𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 
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𝑝̇ =
1

𝐼44 + 𝑎44
(−𝑎42(∞)𝑣̇ − 𝑎46(∞)𝑟̇ 

−∫  
∞

0

k42(𝑡 − 𝜏)v(𝜏)𝑑𝜏 − ∫  
∞

0

k44(𝑡 − 𝜏)p(𝜏)𝑑𝜏 − ∫  
∞

0

k46(𝑡 − 𝜏)r(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑘𝑖
𝜁𝑎𝑖

) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑘𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑘𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 
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𝑞̇ =
1

𝐼55 + 𝑎55
(−𝑎51(∞)𝑢̇ − 𝑎53(∞)𝑤̇ 

−∫  
∞

0

k51(𝑡 − 𝜏)u (𝜏)𝑑𝜏 − ∫  
∞

0

k53(𝑡 − 𝜏)w(𝜏)𝑑𝜏 − ∫  
∞

0

k55(𝑡 − 𝜏)q(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑚𝑖

𝜁𝑎𝑖
) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑚𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑚𝑖𝑗
− ⋅ sin[(𝜔𝑖 −𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 
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𝑟̇ =
1

𝐼66 + 𝑎66
(−𝑎62(∞)𝑣̇ − 𝑎64(∞)𝑝̇ 

−∫  
∞

0

k62(𝑡 − 𝜏)𝑣̇ (𝜏)𝑑𝜏 − ∫  
∞

0

k44(𝑡 − 𝜏)𝑝̇(𝜏)𝑑𝜏 − ∫  
∞

0

k64(𝑡 − 𝜏)𝑟̇(𝜏)𝑑𝜏 

+∑  

𝑁

𝑖=1

(
𝐹𝑤𝑛𝑖
𝜁𝑎𝑖

) ⋅ cos(𝜔𝑖𝑡 + 𝜀𝑖 + 𝜀𝑤𝑥𝜁𝑖) 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑃𝑛𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+∑  

𝑁

𝑖=1

∑ 

𝑁

𝑗=1

𝜁𝑖𝜁𝑗 ⋅ 𝑄𝑛𝑖𝑗
− ⋅ sin[(𝜔𝑖 − 𝜔𝑗)𝑡 + (𝜖𝑖 − 𝜖𝑗)] 

+𝑁ℎ𝑢𝑙𝑙 +𝑁𝑟𝑢𝑑 + 𝑁𝑤𝑖𝑛𝑑  
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5 Validation of the Model 
Since the introduction of the EEDI, concerns have been raised to the survivability of ships with small 

engine power to maintain manoeuvre capabilities in adverse weather conditions. Therefore, this study 

is conducted in order to improve the fidelity of hydrodynamics in the original manoeuvring model of the 

Castillo de Tebra created by Sui (2021). Presently, the manoeuvring forces are modelled with the Kijima 

model and it is extended with the steady wave forces of a VVLC tanker. In chapter 3, it was concluded 

that a unified model includes the physics more consistently as all degrees of freedom are included and 

the seakeeping and manoeuvring theory are solved in a generic set of motion equations . Hence, it is 

chosen to establish a unified approach to include the wave forces in the manoeuvring model. The 

unified approach is based on the Cummins equations and the convolution integrals are represented by 

state space models. The original model is extended from a three to a six degrees of freedom and the 

non-linear manoeuvring forces are superimposed in the time domain. The unified model is extensively 

described in chapter 4. Subsequently, the aim in this chapter is to validate the new model.  

 In order to validate the new model, it is chosen to run a simulation of the portside turning trail 

in described in 5.5.1 by Sui (2021). The propellor revolutions and pitch is controlled with a single lever 

command which is set to 85. The rudder angle is set to -35 degrees. The environmental and load 

conditions are described in table 5. As described in section 4.4, the wave growth can be fetch limited, 

duration limited, or both. In the East China sea, a 950 kilo meter fetch can be assumed, see figure 23. 

This, however, is an enormous distance over which a constant wind travels. Therefore, it is more likely 

that the wave growth is duration limited and a constant sea state of 3 hours is assumed. In order to 

guarantee smooth wave signals the maximum limit of the variable time step is set to 0.1 second. 

Subsequently, the new model can be validated to the measurements of the full scale trail and compared 

to the results as provided by the original model.  

Table 5: Sea trail conditions (table 5.4, Sui, 2021) 

 

 

 

Figure 23: largest likely fetch for a North Eastern wind in the East China Sea (Google Maps, n.d.).  
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5.1 Results of the Original Model 
The results of the original model are provided in figure 24 and figure 25. There seem to be overshoot in 

the advance course before turning, but overall the results is acceptable. A difference is that the model 

predicts a smooth line whereas the measurement fluctuates considerably. The reason is that the time 

averaged steady wave forces coefficients are multiplied with the significant wave height and a peak 

period. Thereof, the result is valid for an effective regular wave. Moreover, the measurements might 

subjected to errors due to the relative accelerations onboard. No additional information on the 

measurements is provided and questions can be raised on the reliability. Yet few measurements exists 

of full sea trails and therefore the data are used. In the turning cycle, the surge wave forces mostly 

opposes the motion even in quartering and following seas, see figure 25. This, however, is supported by 

the results of provided in figure 3 in chapter 2. For low speeds a sign change appears whereas for higher 

velocity the time averaged steady wave forces act as additional resistance. The forces also increase with 

the velocity. Moreover, the steady hull forces can be found in figure 26. It can be seen that the drift 

angle is introduced by the rudder and that the ship starts to drift until the force equilibrium is found and 

thereof the ship is turning steadily. It, however, is remarkable that the surge hull force becomes zero 

while the ship resistance is included in this component. 

 

Figure 24: Validation turning circle results of the original model. 

 

Figure 25: Time series of the time averaged steady wave-induced  forces in  the turning trail of figure 24. 
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Figure 26: Time series of the steady hull forces in the turning trail of figure 24. 

 

  



41 
 

5.2 Results of the New Model 
The results of the new model are shown in figure 27 to figure 33 below. First and foremost, the result is 

slightly larger than the turning cycle of the original model and larger in the simulation than in reality. 

The velocity drops slower and remains higher than the real sea trail test and the original model. Hence, 

the original model is slightly more accurate than the new model. Likewise, the result is considered to be 

acceptable. Recall that the wind and waves are coming in from Northeast and the simulation therefore 

starts with roughly beam sea. To ease the comparison of the forces, the sailing time is included figure 

27. Hence, the ship experiences head sea at about 100s and it sails in following seas again at 190s, and 

so forth. In figure 28, the wave components of the long crested waves in the simulation are presented in 

the spectrum and a realization is given. The significant wave height and the peak period are 0.45 meters 

and 2.6 seconds, respectively. 

 In figure 29, the first order wave excitation forces are given. The forces are significantly larger 

than the wave-induced forces and moment of the original model, see figure 27. The sway, heave, and 

roll forces and moment seem to have expected behaviour. The magnitude appears in beam waves and 

the magnitude decreases in head waves. Contrary, the sway force and roll moment have distinct minima 

in beam seas. It is remarkable that the heave and pitch behaviour seem to be reversed for head and 

beam seas. Also, the yaw moment seem to increase in beam seas and decrease in head seas. The reason 

could be that the roll motion is not damped properly as the vicious damping is not implemented. 

Thereof, the motions can be large when roll is excited in the natural frequency. The pitch and yaw 

moment have significantly larger magnitude than the other components. No different behaviour 

appears for head or following waves because of the symmetry of the barge.  

 In figure 30 the second order wave forces are plotted. The forces are in the same order of 

magnitude as the time averaged steady forces. However, the forces are fluctuating significantly. The 

order of magnitude of the surge, sway and roll forces and moment are roughly 10 times smaller than 

the first order wave forces, whereas; the heave, pitch and yaw force and moments are a factor 1000 

smaller. The behaviour of the forces is similar as described for the first order forces above.  

 The first and second order forces show the same general behaviour as the time averaged wave-

induced forces and moment of the original model, see figure 27. The forces are, however, fluctuating 

significantly. For surge, the maximum forces are found in head waves and reduced towards beam 

waves. The sway force behaves opposite. When time average is taken a similar result might be expected 

for the new model. On the contrary, this is hard to conceive for the yaw moment.  

The time series of the radiation added mass forces seem somewhat awkward and are difficult to 

interpretate, see figure 31. 

 The radiation added mass and damping force seem only important in the first 100 seconds of 

the simulation, see figure 31 and figure 32. Thereafter, the forces all tent to zero except for the roll 

moments. There seems to be an initiation issue in the simulation and especially the surge, sway and yaw 

forces and moments seem to be responsible for the course deviation in the beginning of the turning 

circle. The surge radiation damping force peak enhances the forward velocity impulse. The sway and 

yaw radiation damping force and moment opposes the steady hull force, see figure 33. These latter 

force and moment are the fluid reaction forces that cause the ships manoeuvre.     

 To conclude, the order of magnitude of the forces is similar but the magnitude of the forces is 

not. When the time average is taken of the forces, the same behaviour of the forces might appear. The 

radiation forces in the initiation stage of the turn seem responsible for the difference in the turning 

trajectory and velocity in figure 27. Therefore, it is concluded that the original and the new model 

perform similarly acceptable.  
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Figure 27: Validation turning circle results of the new model. 

 

Figure 28: Wave spectrum and surface elevation in the turning cycle trail for 3 hours constant sea state 4. 
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Figure 29: First order excitation forces in the turning cycle trail. 

 

Figure 30: Second order wave excitation forces in the turning cycle trail. 
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Figure 31: Results of the radiation infinite added mass forces in the turning cycle trail. 

 

Figure 32: Results of the radiation damping forces in the turning cycle trail. 
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Figure 33: Hull forces in the turning cycle trail. 

  



46 
 

5.3 Engine Power Trajectory 
In figure 34 and figure 35, the power trajectory of the turning trail of the original and the new model are 

given. As can be seen the power rise during the turning trajectory appears lower in the engine envelope 

for the new model. In the original model, the power rise approaches the mechanical limit of the engine 

closer than the new model. This can be seen in the close ups as the vertical distance between the top of 

the power trajectory and the green line is larger for the new model. In the original model a small 

decrease in engine speed appears at the beginning when the turning is initiated and during the power 

rise. In the new model, an initiation fluctuation appears in the bottom followed by a straight line.  Yet, 

the fluctuations are small. Subsequently, it can be concluded that the varying wave forces have little 

influence on the engine performance. Therefore, the assumption, that only the time averaged wave 

forces have to be included, of the authors of the two time-scale approach seems to confirmed. 

Nevertheless, the Kijima steady hull forces could be corrected for the actual trim and heave during 

sailing. This, however, is not included due to time constraints on the thesis.   

 

Figure 34: The power trajectory of the engine of the turning trail of figure 24 plotted in the engine envelop with thermal and 
mechanical limits of the original model. 

 

Figure 35:The power trajectory of the engine of the turning trail of figure 27 plotted in the engine envelop with thermal and 
mechanical limits of the new model. 
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6 Turning into head waves in a storm 
As introduced in chapter 1, concerns have been raised regarding the operational safety of new built 

ships in adverse weather conditions  (SHOPERA, 2016).  For new built ships, the most effective solution 

to comply with the Energy Efficiency Design Index (EEDI) is slow steaming and hence to install smaller 

engine powers. These ships are expected to sail with insufficient propulsion and steering capability to 

maintain speed and manoeuvrability in adverse weather conditions. This hypothesis is proven by the 

statistical study conducted by Ventikos et al. (2018).  

 The new built ships will perform outstanding in the sea trails after launched and comply with 

the safety regulations. In general sailing conditions, the ships are safe. However, the ships are 

jeopardized when the ships are waiting to berth anchoring off shore. A storm approaches and the wind 

force increases significantly while the growing waves are mild. The ship masters rely on capabilities of 

the ship and the anchor to survive these conditions and no shelter is searched until the anchor starts to 

drag. While the ship is dragging and the master applies full engine power, the ship is not able to 

accelerate and overcome the environmental conditions. Consequently, groundings and collisions occur 

which might have been prevented with more engine power. Examples are the grounding of Pacha 

Bulker in Newcastle, Australia, in 2007, the collision of Bungo Princess and a bridge in Yokohama, Tokyo 

Bay, in 2019, and the collision of Julietta D with the Pechora Star and an offshore wind park transformer 

tower in Ijmuiden, Netherlands. 

 The Pasha Bulker accidents, has been most profoundly in the news and the storm is named after 

it. The accident is reported by NSW Maritime (2007). The Pasha Bulker was anchoring roughly 5 nautical 

miles from Nobbys Beach on the 7th of June 2007. A weather warning was provided, but the captain 

decided to stay relying fully on the capabilities of the anchor holding of the young ship. Yet, an 

additional two shackles of anchor line had been released, but no ballast water was taken in. At 7:00PM, 

the weather starts to deteriorate until a sea state 10 at 12:30AM on the 8th of June. At 7:10, the Pasha 

bulker starts to drag and the attempt to run for open sea leads to the grounding at 9:50 in sea state 9 

from South-east (NSW Maritime, 2007). In figure 36, the sailed trajectory of the Pasha Bulker can be 

seen. The ships drags to the shore, probably with head waves as the bow is attached to the anchor. 

Then it starts course in beam waves with a velocity between 1 and 1.5 knots. According to NSW 

Maritime (2007), a heading change to head waves is commanded to negate the northerly drift. The 

steering control is lost and the wind blows the bow to the coast and the ships runs aground. Thereof, it 

is concluded that the ship had insufficient propulsion and steering capability to maintain speed and 

manoeuvrability in adverse weather conditions. 

 In order to investigate the minimum power limit with the Castillo de Tebra, a similar scenario is 

simulated. The ship will start in beam waves while sailing North whereafter a turn into head waves is 

engaged to the West in storms of sea states 7, 8 and 9 

 

Figure 36: Sailing trajectory of the Pasha Bulker before grounding in pink (NSW Maritime, 2007). 
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6.1 Turn Into Head Waves of the Original Model 
In this section, the results of the benchmark ship are presented in figure 37 to figure 44 obtained with 

the original model. The significant wave height in the original model was 4, 5.5, and 7 meters for sea 

state 7, 8, and 9, and the wave period was 8 seconds. The ship is able to accomplish the turn in sea state 

7 and 8, but that it does not in sea state 9. The turn is executed within the first 150 seconds. The engine 

runs in the same operation conditions for sea state 8 and 9. From the comparison of the environmental 

forces and moment on the ship, it is seen that the magnitude increases with roughly a half between sea 

state 8 and 9. The wind forces are smaller than the wave forces, but the steady hull forces are the 

largest.  

 

Figure 37: The sailing trajectory and velocity of the simulation of the turn into head waves trail in sea state 7, 8, and 9 
Beaufort of the original model of Sui (2021). 

 

Figure 38: The engine trajectory in the simulation of the turn into head waves trail of the original model in sea state  8 on the 
left and sea state 9 on the right. 
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Figure 39: Time averaged stead wave-induced forces of the original model in the simulation of the turn into head waves trail in 
Beaufort 8. 

 

Figure 40: Time averaged stead wave-induced forces of the original model in Beaufort 9 in the simulation of the turn into head 
waves trail. 
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Figure 41: The steady hull forces of the original model in the simulation of the turn into head waves trail in Beaufort 8. 

 

Figure 42: The steady hull forces of the original model in the simulation of the turn into head waves trail in Beaufort 9. 
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Figure 43: Wind forces of the original model in the simulation of the turn into head waves trail in Beaufort 8. 

 

Figure 44: Wind forces of the original model in the simulation of the turn into head waves trail in Beaufort 9. 
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6.2 Turn Into Head Waves of the New Model 
Like the original model, the turn into head waves simulations are carried out with the new model. The 

ship starts in beam waves and sail to the North and make a turn to the West in storms of sea states 7, 8 

and 9 with a duration of 9, 12, 18 and 24 hours. Contrary to the simulations in the original model, the 

initial velocity is lower following the Pasha Bulker events. The corresponding wave height and peak 

periods for the sea states can be seen in figure 45 below.  

 

Figure 45: Sea state properties for the duration limited seas for Beaufort 7, 8, and 9. 

The results of the trajectories are provided in figure 46, figure 47,and figure 48 below. As immediately 

can be seen is that the ship is able to turn into head waves and to speed up to the design speed in all 

sea states. Thereof it must be concluded that the ship is not underpowered. It is important to mention 

that the heading change is engaged after 20 seconds. The acceleration is inverse proportional with 

increasing weather conditions. It would be expected that for milder sea conditions the yaw rate would 

be higher. This, however, cannot be observed in the trajectories. The same behaviour is found in the 

power trajectories of the engine in figure 49, figure 50, and figure 51. The engine starts at a small 

speeds where it provides small power. Then it accelerates and more power can be supplied due to the 

higher efficiency of the turbo. Thereof, it is able to speed up to the design point of the engine, the 

maximum continuous rating (MCR). Contrary in the sea states of 7 and 8 Beaufort, the engine provides 

already more power at the low velocity. Nevertheless, it also accelerates to full power.  

 In order to understand the differences, the forces of the original and the new model are 

compared for 8 and 9 Beaufort. Therefore, the storm of 18 hours for sea state 8 and 24 hour storm for 

sea state 9 are selected as these produce the most similar significant wave heights as considered in the 

original model. The results are provided in figure 52 to figure 57. The most significant difference is 

found in the wave forces. In the new model, the wave forces and moment are between a factor 4 and 

10 larger and fluctuate significantly. In the original model, high wave forces are induced in beam and 

bow waves, whereas in the new model these are small. As can be seen in figure 3, this is due to the high 

forward speed. Thereof, it seems that the added resistance in the original model is over predicted in 

beam waves compared to the hazard situations as the Pacha Bulker event. The velocity effect is not 

taken into account in the new model. The behaviour of the steady hull forces seem corresponding. The 

original model starts at a high velocity whereas the new model starts at a low velocity. This is seen in 

the longitudinal component which contains the ship resistance. The transverse and yaw components 

correspond to the transverse velocity and heading changes. All components are distorted by the wave 

induced velocity fluctuations. Lastly, the wind forces are altered by the differences in heading between 

the original and new model which is expected.  
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Figure 46: Ship trajectory and velocity in the head turn trail for 7 Beaufort. 

 

Figure 47: Ship trajectory and velocity in the head turn trail for 8 Beaufort. 

 

Figure 48: Ship trajectory and velocity in the head turn trail for 9 Beaufort. 
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Figure 49: The power trajectory of the engine of the turn against the wind experiment corresponding to figure 46 plotted in the 
engine envelop with thermal and mechanical limits. 

 

Figure 50: The power trajectory of the engine of the turn against the wind experiment corresponding to figure 47 plotted in the 
engine envelop with thermal and mechanical limits. 
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Figure 51: The power trajectory of the engine of the turn against the wind experiment corresponding to figure 48 plotted in the 
engine envelop with thermal and mechanical limits. 
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Figure 52: The total forces in the new model in Beaufort 8 in the simulation of the turn into head waves trail. The total wave 
force contains the  1st and 2nd order wave forces and the radiation forces. 

 

Figure 53: The total forces in the new model in Beaufort 9 in the simulation of the turn into head waves trail. The total wave 
force contains the  1st and 2nd order wave forces and the radiation forces. 
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Figure 54: The steady hull forces of the new model in the simulation of the turn into head waves trail in Beaufort 8. 

 

Figure 55: The steady hull forces of the new model in the simulation of the turn into head waves trail in Beaufort 9. 
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Figure 56: Wind forces of the new model in the simulation of the turn into head waves trail in Beaufort 8. 

 

Figure 57: Wind forces of the new model in the simulation of the turn into head waves trail in Beaufort 9. 
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6.3 Turn into head waves with Reduced Engine Power 
In the previous paragraph, it was found that the ship is not low powered as the added resistance in 

beam waves was over predicted in the original model. Thereof, the question arises what the minimum 

installed power is to jeopardize the ship. This is investigated by reducing the engine power from 

4170kW to subsequently 3170kW, 2670kW, and 2160kW. The simulation as described in the previous 

section 6.1 is repeated for sea state 9. The results are provided in figure 58 and figure 59. The 

simulation stops when a negative velocity encountered. With 3170kW, the ship is able to escape the 

storm. With 2650kW installed, the ship reverses after 265 seconds. This, however, is induced by the 

wave forces and considering the trend it might have escaped at low speed. With 2170kW installed, a 

negative trend can be seen in the ships velocity and zero is encountered after 182 seconds. Therefore, it 

is likely that the ship has insufficient power. It, however, is questionable if the ship is able to reach the 

design speed with this engine. Therefore, it is concluded that the concerns regarding the underpowering 

in adverse sea conditions can be relieved.   

 

Figure 58: Ship trajectory and velocity in the head turn trail in 9 Beaufort with reduced engine powers. 

 

Figure 59: The power trajectory of the engine of the turn against the wind experiment corresponding to figure 58 plotted in the 
engine envelop with thermal and mechanical limits. 
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7 Conclusion and Recommendations 
This study is conducted as part of a study conducted by Sui (2021) on the required minimum power to 
maintain manoeuvre capabilities on a benchmark tanker in adverse weather conditions. Therefore, a 
first principle model is developed from ‘tank to wheel’. This model contains sophisticated models to 
simulate the behaviour of the propulsion system, the electric power generation system, and the 
hydrodynamics of the ship hull. Subsequently, different propulsion control and energy management 
configurations can be analysed on their transport performances. The hydrodynamics are modelled with 
the Kijima model extended with time averaged steady wave forces taken into account as tabular 
coefficients adopted from Yasukawa et al. (2019). As sophisticated methods are used to model the 
propulsion system, the desire to improve the fidelity of the hydrodynamic model has been risen. 
Therefore, the main goal in this thesis is to improve the fidelity of this hydrodynamic model of the 
Castillo de Tebra created by Sui (2021). The main challenge is that the exact hull geometry is unknown 
while the wave forces originate from the pressure distribution on the hull wetted surface and thus 
depend principally on the hull form.  
 In doing so, the state-of-the-art of combined manoeuvring and seakeeping theory has been 
scrutinized and four approaches are distinguished; model tests, computational fluid dynamics (CFD), 
two time-scale approach, and unified approach. To select the method two criteria are formulated: 

• The method should improve the fidelity compared to the present wave forces in the 
manoeuvring model. 

• The method should be applicable in the framework of the present model. 

The model tests are expensive while the hull geometry is unknown. Presently, it is not possible to 

perform CFD analysis of ship manoeuvring in waves due to insufficient computational power. Therefore 

these methods do not meet the second criterion. It is concluded that the two time-scale approaches 

and the unified approach are applicable. In the two time-scale approaches, the two seakeeping and 

manoeuvring theory are artificially coupled in different models. The main advantage of this separation is 

that accurate models of both disciplines can be used without limitations. As a consequence, the 

selection of the methods seem to be based on availability and not suitability. The unified approaches 

strive to an amalgamation of the manoeuvring and seakeeping motions in a generic set of rigid body 

motion equations. Hence, the radiation forces are more consistently included in the unified approach. 

Thereof, it can be deducted that the decoupling in the two time-scale approaches is inherently a 

limitation. Therefore, is concluded that a unified approach should be established as the wave forces are 

taken into account more consistently.  

 Subsequently, a modular unified approach is established based on the Cummins equation. The 

steady manoeuvring forces from the Kijima model are taken into account as non-linear damping in the 

motion equation. The model is extended from three to six degrees of freedom. The first and second 

order wave excitation forces, the radiation forces, and the hydrodynamic stiffness are implemented. 

The convolution integrals of the radiation damping forces are circumvented with state space models 

with the identification method of Perez & Fossen (2009). The input of the forces are the force response 

amplitude operators, the quadratic transfer functions, and the added mass and damping coefficients in 

the frequency domain obtained from the diffraction analysis performed in Ansys Aqwa. Moreover, a 

wave generation model is capable of generating sea surface realizations for irregular waves from 

multiple wave spectra. In this study irregular long crested waves are generated from a JONSWAP 

spectrum. The JONSWAP spectrum is generated based on the growth curves of Young and Verhagen 

(1996a) for fetch limited conditions. Duration limited sea are converted to fetch limited sea based on 

the study of Dulov et al. (2020). Consequently, the significant wave height and the peak period of the 

spectrum are taken into account consistently. Thereof, it is concluded that the fidelity of the simulation 

of the sea conditions is improved.   
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The new model is validated against the measurements of the turning trail of the full scale benchmark 

tanker and compared to the original model of Sui (2021). The original model is slightly more accurate, 

but both results are acceptable. Unfortunately, it must be concluded that the shape of the turning cycle 

is correct, but that the velocity is slightly overpredicted in the new model. The reason might be the 

behaviour of the radiation forces when the turning cycle is engaged. The surge, sway and yaw radiation 

forces and moment opposes the steady hull reaction forces of the fluid. Thereof, the forward velocity is 

increased and yaw rate are reduced. Hence, the turning cycle is also slightly larger. Nevertheless, the 

results seem equally acceptable and therefore it is concluded that the models perform equally well.  

 The ultimate aim in this thesis is to improve the fidelity of the wave model of the simulation of 

the Castillo de Tebra. The wave forces of the original model are taken into account of a VLCC and in the 

new model for a barge with the same dimensions of the Castillo de Tebra. The irregular wave forces of 

the original model are the result of a of model test data in regular waves. The latter can be seen as 

measured force RAOs. These are used to obtain the steady wave-induced force and moment 

coefficients which can be seen as wave force spectra. Thereof, these are multiplied with the significant 

wave height and a peak period. Thereof, the wave conditions involved is an effective regular wave in the 

time domain. The forces in the new model are derived from the RAOs which are computed with a 3D 

panel method based on potential flow in the frequency domain. Hence these are also the result of 

regular waves. The main difference is that the wave forces in the time domain are computed for a large 

summation of different regular waves. Consequently, the results are for irregular waves. This leads to 

the conclusion that the fidelity of the measured hydrodynamic forces in regular waves is higher, but that  

behaviour of the wave forces in the new model is more consistent.  

 Thereof, the model is used to simulate the conditions in which low powered ships are in danger. 

Following the Pacha Bulker events, the simulations are compared of a ship that turns from beam waves 

to head waves at low velocity. The expected result was that in sea state 7 and 8 the ship would survive, 

but that the ship would fail in sea state 9 as was concluded in Sui (2021). With the new model is was 

seen that the ship could survive all conditions. The reason is that in the original simulation the ship has a 

high initial velocity leading to a significant added resistance in beam waves. This effect is not seen in the 

new model where the added resistance is small in head waves. Therefore, the ship can accelerate and 

reach the design speed. Consequently, it is concluded that the ship is not underpowered. In order to 

investigate the minimum power, the engine power is reduced. It was found that the ship became 

underpowered when half of the original engine power is installed. Consequently, it is questionable if the 

ship in normal conditions could even reach the design speed. 

 This result was found for the ship at the design draught. Thereof, the survivability of the ship is 

increased compared to the reported situations of accidents involving underpowered ships. The 

endangered ships are waiting to berth and are lightly ballasted. Moreover, the propeller breaks to the 

water surface and the engine revolutions is manually slowed down to prevent the engine for over 

speeding (NSW Maritime, 2007). Thereof, the simulation should be executed in ballast conditions with 

limited engine revolutions. This requires adaptations in the wind model and the Kijima model input, and 

different results from Ansys Aqwa. Due to the time constraints in finishing this thesis, this is not done. 

To find the actual minimum power for regulation purposes, it is recommended to do this in the near 

future. 

 The new model showed that the fluctuating behaviour of the wave forces have a small effect on 

the trajectory and the engine power. The fluctuating behaviour is seen in the velocity. Therefore, it 

could be argued that do not have a zero time average are required. The aim of implementing all the 

wave forces and to extent the degrees of freedom was to correct the steady manoeuvring forces of the 

Kijima model for the actual orientation of the ship, i.e. trim and heave. Due to the time frame of the 

study this goal is not met and it is recommended to do this in the future. Besides, similar forces as in the 

Kijima model might exist for the heave, roll, and pitch degree of freedom. 
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Moreover, limited time is spend on discovering the versatile options of Ansys Aqwa. Consequently, the 

diffraction analysis is performed for deep water at zero speed. Therefore, the simulation can be 

improved when the diffraction results are obtained for a range of velocities and water depths. Also, the 

quality of the results can improved when the frequency range is increased.  

 For the roll motion, the damping is vicious dominated and only the potential damping obtained 

from Ansys Aqwa is included in the model. Therefore, this damping is underpredicted. The natural 

period of roll is generally in the wave frequency range and therefore large motions and forces are 

introduced. Via the hydrodynamic coupling this also leads to large motions and forces in other degrees 

of freedom. Therefore, it is recommended to include viscous roll damping based on the Ikeda method as 

the roll motions are overpredicted. 

  Moreover, instabilities in the new model might appear as no attention is given to the 

navigation controls. The engine, propeller pitch and heading control acts on all variations in velocity and 

heading. In example, the rudder angle does not have to be controlled for all first order heading changes, 

although it might be used as motion reducing device in large waves. Nevertheless, all models are 

influenced by these fluctuations and this might affect the accuracy of some models. Therefore, the 

results might improve when the PID-controllers are tuned and a wave filter is implemented. 

 Lastly, a recommendation for a future study is to validate the simulation with another ship of 

which hull form is known, in example the KVLCC2. This is ship model developed for study purposes and 

extensive literature is available on this ship. The lines plan is available and the ship can be made 

underpowered by selecting the engine parameters accordingly. Thereof, all models in the simulation 

can be validated based on the results of the other studies.   

Appendix A 
This appendix contains plots of the convolution realizations from equation 4-15 and 4-17 and the 

reconstructed added mass and damping from equation 4-22 below. Due to the symmetry only the 

coefficients of the upper half of the added mass and damping matrix are provided, see equations 4-7 

and 4-8. 
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Appendix B 
This appendix shows wind velocity and significant wave height included in the wind and wave model of 

Sui (2021) and the North Atlantic Scatter.

 

Figure 60: The Beaufort wind scale as defined in section 3 of  the regulations of World Meteorological Organization (2017). 
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Figure 61: North Atlantic long term wave scatter (International Association of Classification Societies, 2001). 
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