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Chapter 1

Introduction

Since the dawn of time, communication has been an integral part of human
life and the need of better technology to support our communication has
never ceased to exist. Over the centuries, we have invented many different
ways of communication to bridge the barrier of both distance and time. With
people becoming increasingly nomadic these days, the need for communica-
tion with business partners all over the world and with loved ones while on
the move have never been more pronounced, which is something the world
wide success of mobile telephony has demonstrated. To this end, technol-
ogy has been developed to ease communication while being mobile. Migrant
workers overseas may easily, for a relatively small fee, have voice conversa-
tions with family back home on the other side of the planet. At the same
time, the mode of communication becomes more varied and richer. Looking
back not too long time ago, only primitive forms of communication could
bridge any significant distance, such as hand-written letters, smoke signals,
and Morse-coded telegraph messages. Today, nothing stops us from sending
video and audio messages to any place on earth.

1.1 Past, Present, and Future Telecommuni-

cation

Telecommunication technologies, both wired and wireless, are what makes
rich communication while on the move possible. Furthermore, the merger
of telecommunication and computing is the enabling factor for rich commu-
nication. However, this does not stop with human interaction. Technology
is being used and can be used to automate many tasks. For example, with
home automation, we can control every little electronic device in our homes.
With electronic agendas accessible from everywhere, we can better plan our
daily activities. By using sophisticated entertainment devices, we can listen
to music, watch movies, or play games while waiting at the bus stop or at
the airport. Whatever possibilities the future holds, one can only guess.

1
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The Internet started in 1969 as a research project and grew into a world
wide network in the second half of 1990s, connecting computers all over the
world. Popular services such as e-mail, World Wide Web and peer-to-peer file
sharing evolved and made the Internet attractive also for the common man.
The growth of Internet has been remarkable and has reached 60 % of the
population in the western world [93]. But, the growth does not stop there.
While the growth of Internet penetration is slowing down, the achievable
data rates continue to increase and this will enable new services to the users.
Soon, it will be possible to broadcast television and video on demand over
the Internet to everyone everywhere.

Mobile telephony is yet another example of a very successful technol-
ogy [51]. The first successful mass market deployment of mobile telephone
systems started in the 1980s. In less than twenty years, the mobile phone
has gone from being a rare and expensive device accessible only to business
men with an interest in high-tech gadgets to a pervasive low-cost personal
item for everybody. In many countries, mobile phones now outnumber land-
line telephones, with most adults and many children now owning mobile
phones. In 2005, there were 2.17 billion mobile subscribers worldwide but
only 1.26 billion landline subscribers [234]. While Global System for Mobile
Communication (GSM) is currently the leading mobile technology standard,
others, such as Universal Mobile Telecommunications System (UMTS) and
the UMTS extension High-Speed Downlink Packet Access (HSDPA), will
soon take over. These technologies offer better packet switching support as
well as higher data rates with similar support for mobility. Another recent
promising technology that can bring high data rates to the mobile user is
IEEE 802.16 [88][89], also known as WiMAX. With these technologies we
can soon watch movies while on the move. However, this is probably just
the start of the hunt for higher data rates for mobile devices. Better bat-
tery technology (or other miniaturized energy sources), more computational
power, and improved radio technology will undoubtedly offer better data
rates and more communication possibilities.

While Internet and mobile telephony have been developed side by side,
there are also attempts to integrate the two. Nowadays, there are plenty of
websites on the Internet where one can send Short Message Service (SMS)
or Multimedia Messaging Service (MMS) messages to mobile phones. Con-
versely, we have mobile phones that can send e-mails and while it is possible
to connect directly to the Internet from a mobile phone, this is still not very
wide spread. Beyond any doubts, this trend will definitely continue as nor-
mal users do not wish to have two separate networks; one when on the move
and another one when at home. Instead, users expect the two networks to
be the same and fully integrated.

The evolution of radio communication has also given birth to another
direction; short range wireless communication. One of the first successful
mass market product in this segment was the Wireless Local Area Network
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(WLAN) standard IEEE 802.11 [82] originally released in 1997. It was de-
signed to make the LAN wires redundant in an office and was much more
successful in this than any of its predecessors such as the Infrared Data As-
sociation (IrDA) [92]. When the enhanced version IEEE 802.11b came, the
deployment really took off. So called hotspots were installed where an IEEE
802.11b (and later IEEE 802.11g) access point could offer wireless Internet
connectivity with data rates of several Mbps to devices such as laptops and
Personal Digital Assistants (PDAs) within a range of up to about 100 me-
ters. Millions of hotspots have been installed world wide in strategic locations
where people congregate and/or need to communicate, such as airports, train
stations, caf́es, hotels, and convention centers. Nevertheless, this technology
will never be able to achieve the same coverage as GSM and UMTS.

To connect wearable and hand held devices around a person, a range of 10
meters is enough. This has led to the development of yet another branch of
technologies that have very high data transmission rates, low power consump-
tion, but limited range. They usually go under the term Wireless Personal
Area Networks (WPANs) by which IEEE 802.15.1 [84] (commonly known as
Bluetooth) is currently the most common WPAN technology. These tech-
nologies promise to connect mobile phones, laptops, PDAs, and other per-
sonal devices located within 10 meters in a seamless way with high data
rates and low enough power consumption for normal battery-powered de-
vices. Typical WPAN communication takes place between a person’s mobile
devices, such as a camera requesting time and location information from a
Global Positioning System (GPS) receiver to tag a picture or a mobile phone
sending voice to a wireless headphone. It can also be information sharing
between two persons meeting on the street. For instance, they can share
recently taken pictures or interesting locations (geographical data) that one
of them just has visited. Even in this segment, higher data rate versions are
to be expected in a near future, such as the IEEE 802.15.3 family [85][86].

The current research and development of wireless communication brings
us more specialized communication technologies that focus on a particular
communication problem and thereby can better address their particular niche
problem. Figure 1.1 shows the current landscape of wireless communication
technologies. It shows how each wireless communication technology targets a
specific area of need as there currently is no ultimate wireless communication
technology available that can offer high data rates, long range, and, at the
same, time low power consumption. It seems that we need to cope with
several quite different wireless technologies for many years to come. The down
side of this development is that we also get a multitude of various different
communication techniques and protocols and currently there is a clear lack of
integration between them. This, in turn, leads to problems for the end-user
that has to understand and master all the specialized technologies and accept
that they do not fully work together. Therefore, our focus should be on how
to make them best complement each other and work together seamlessly.
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Figure 1.1: Wireless Communication Landscape

Regrettably, very little effort has been made to integrate these different
technologies. It is possible to send e-mails from a mobile phone and SMS
from an Internet-connected Personal Computer (PC), but the possibilities
should go well beyond this. Instead, users are forced to learn each system
and manually configure it to inter-operate. In many cases, this is simply not
possible because of limitations in the software and this problem just becomes
worse as people tend to use more and more electronic devices.

In parallel to this, device technology has made rapid progress in the last
decades. Our mobile phones become smart mobile computers and still retain
their original form factor. Even the cheaper mobile phones of today can play
music, take and view photos and video clips, and even “surf the web”. Micro
electronic research has enabled smaller chips that are consuming less energy
and yet are more powerful and capable of things one could hardly imagine
before. This has lead to a large variety of different devices and terminals.
Everything from small and simple mobile phones and music players to PDAs,
tablet PCs, and advanced mobile multimedia or entertainment platforms. See
Figure 1.2 for some current examples. Hence, there is no reason why future
terminals should be a limiting factor for enhanced interoperability.

1.2 Personal Networks

As discussed in the previous section, the shortcomings of current wireless
communication technologies are hampering the adoption of sophisticated
communication systems by the mass market. The careful reader will notice
that all devices in Figure 1.2 have screens. That is because communication is
cumbersome and this forces us to interact directly with every single device,
using screens and other input and output means. Therefore, new technologies
should be centered around the user, improving the quality of life and adapt
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Figure 1.2: Examples of Electronic Devices

to the individual, without the need for the user to be aware of the technical
details. The devices and the environments need to become smarter, more
responsive, and more accommodating to the needs of the individual. Future
technologies must aim at integrating these technologies and develop unified
and seamless solutions that are easy to use. Further, personalization and
ubiquitous access to information and communication will be essential. Any
communication system must adapt according to the situation and allow its
users to use the most suitable means of communication and to access the most
relevant information. As a consequence, new research fields are emerging that
aim to provide users with the same service experience independent of user
interfaces, terminal capabilities, communication technologies, and network
and service providers. Examples are pervasive and ubiquitous computing as
well as ambient intelligence and networking.

Personal networks (PN) [163] is a concept related to pervasive computing
with a strong user-focused view. While a PAN connects a person’s devices
around him, a PN extends that PAN with other devices and services farther
away. This extension will physically be made via any kind of wired and
wireless networks. This can include devices and networks around him/her
in the car, office or else where. But, a PN needs to be more than just
connectivity. A person’s PN must also support the person’s applications and
take into account the person’s context, location and of course communication
possibilities. A PN must adapt to changes in the surroundings, be self-
configured and support many different types of networks and devices to be
as useful and easy to use as possible. Figure 1.3 shows what a PN could look
like for a user.

There are many different ways of integrating the various communication
technologies and achieving one unified system. The best and the most com-
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Figure 1.3: The Concept of Personal Networks

plete integration approach is to define a common network layer to be used by
all similar to the approach taken by the Internet with the Internet Protocol
(IP). Such a general and common network layer architecture that imposes
minimal changes to the underlying network types can bridge different commu-
nication technologies and offer a homogeneous and clear view to the end-user.
At the same time, the network architecture needs to be flexible enough to
support all kinds of applications. The key to a successful PN realization is a
PN that addresses all a person’s communication needs. The PN must include
not only the person’s wearable and wireless devices but also devices at home,
in the car, and in the office. This means that the network layer of the PN
must work as a home network at home, a car network in the car, a PAN
around a person and glue all these networks together in one PN and at the
same time cooperate with existing networks such as the Internet and other
fixed networks.

As will be shown later in this chapter, this thesis focuses on the network
layer mechanisms of a PN. The success of PN does not only require easier and
seamless integration at the network layer, but also new types of interesting
and useful applications. At the same time, a PN must be smart, responsive,
self-configured, respect device hardware constraints, work well on bad or
intermittent connections, and obviously also secure. To better introduce the
concept of PN, two user scenarios are given below that demonstrate the
possibilities of a PN and what types of applications can benefit from a PN.

1.2.1 Traveling Saleswoman Scenario

One major potential benefit of using PNs is seamless access to resources
anywhere. Personal files stored at home or in office can be obtained by
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Figure 1.4: Traveling Saleswoman Scenario

one’s devices as long as there is some kind of network access. Consider the
saleswoman in Figure 1.4, who needs to travel a lot. For such a person, it
might be important to always be able to access information and services in
the office and to communicate with customers, even when on the move. In
addition to this, the person might be equipped with a mobile phone, laptop,
headset, etc. and these should be forming a communicating cluster of co-
operating devices. The person’s PN should offer a framework that enables
these devices to seamlessly cooperate and to communicate with distant de-
vices, such as desktop computers, company servers, customer services, home
entertainment systems, etc.

With a PN, the saleswoman can access her agenda on any device wherever
she is and at the same time make sure her secretary has an up-to-date copy as
well. The same holds for personal and shared files. When at a customer, she
can share some of these files with the customer in order to be able to present
products, make offers, etc. These are very simple applications, yet very
important ones. They must work with whatever network access is available.
For instance, when at a customer, they should be able to use the customer’s
network to improve transmission speeds.

Further, there is also a need for non-business-related applications. To be
away from home and family for extensive times can sometimes be demanding.
Screens, cameras, speakers, and microphones at home can form a second
communicating cluster of cooperating devices in the PN. The PN will enable
these devices and the devices carried by the saleswoman to communicate and
cooperate and thereby offer her the ability to communicate with her family.
The devices at home provide her with a virtual home environment through
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which rich communication can take place. Through this environment, she
can virtually see her family, talk with them, and even play games.

Depending on the communication requirements, she could also continue
all this while traveling. She could listen to streamed music from the home
entertainment system while driving, or play a game while waiting for the
airplane, etc. If she meets a friend somewhere, a temporary communication
network can be established, to share files, services or just to play a multi-
player game for a while.

While several existing technologies can offer solutions to some parts of this
scenario, there is still very little work on combining these technologies into a
seamless integrated solution for a normal user. Today, employers have experts
that sets up servers and configures wireless devices to inter-operate with their
enterprise software on behalf of their employees. Even so, these solutions are
typically application-specific and will not work for new applications without
proper integration. For the end-user, they are far from seamless. Complex
settings cause frustrations and make people wonder whether it will work at
the next customer visit. PN tries to address this issue by aiming at being
easy to use, setup, configure, and maintain, as well as fast and secure.

1.2.2 Care for the Elderly

PNs can be a powerful tool for personal communication if they are designed
to interact with other PNs as well as existing networks and services. With
an aging population, this may prove to be a very important function of PNs.
An elderly person could be equipped with a PN consisting of various medical
sensors to continuously allow monitoring of the health of that person. Such
sensors could include blood pressure and heart beat sensors, activity sensors,
accelerometers, positioning devices, and more. When something happens, the
PN can alarm certain parties about the incident. This can involve care-takers,
trusted near relatives, friends, and neighbors. A care-taker or an emergency
responder can try to make contact with the elderly through a device he or
she is carrying to find out more details about the incident. Otherwise, the
location device may inform about the person’s location so that medical staff
can be sent there immediately. This may allow the elderly person to leave
the house, knowing that help is still available even if something goes wrong.

Another requirement for good care of the elderly is good communication,
not only in emergency situations. To be able to assist well in daily tasks of
an elderly person, care-takers, relatives, friends, neighbors, and of course the
elderly need to communicate. This can be about who should do the groceries,
assist in cleaning the house, going to and from the doctor and pharmacy.
The PN can help the involved parties in coordinating their efforts in a more
efficient way. Shared agendas can be established, where each individual’s
agenda can be used in the planning. Figure 1.5 illustrates this scenario.

Also for the elderly, a PN can be very useful. It could improve the elderly’s



1.3. RESEARCH MOTIVATIONS, TARGETS, AND SCOPE 9

Hospital

24h Monitoring
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capability to communicate with friends, who might also be elderly or it can
remind about various things, such as when to take certain medicines for those
whose memory is fading. However, designing a PN for the elderly is even more
challenging because of an even greater requirement for usability. Such a PN
must work for people that may not at all be accustomed to modern electronic
devices or have lost their ability to deal with complexities. Further, it must
also be usable for people who have reduced audiovisual capabilities and/or
movement disorders, such as tremors in arms and hands.

This area of application poses a significant challenge for PNs since it re-
quires ease of use for several very different groups of people, efficient and
reliable communication, and also security. The system must be dependable,
meaning that you can depend on the system also in emergency situations.
Privacy is another complex area that can not be neglected. While the el-
derly wants fast response in cases of emergency, he/she may not want to be
monitored in detail all the time by unscrupulous relatives, neighbors, etc.

The traveling saleswoman scenario and the care for the elderly scenario
highlights some of the potential application areas of PNs. More scenarios that
reflect the vision of PN have also been defined elsewhere. See, for instance
[163][96][132].

1.3 Research Motivations, Targets, and Scope

As can be seen from the endeavor set out in previous sections, a lot of re-
search, design, and development are required before we reach the goal. On
top of that, standardization work is required to guarantee the success of
seamless integration of the whole range of possible PN devices and networks.
In other words; with four years of hard doctoral research, we are only able
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to scratch the tip of the iceberg. As a consequence, this thesis work had to
focus on some very specific aspects.

The focus of this thesis lies in the network layer with only a few other
related topics being covered, mainly on service frameworks and cross-layer
issues. We will build on existing technologies for wireless communication
and perhaps future improved ones outlined earlier in this chapter. Then,
an architecture mostly based on network layer concepts is defined. Though
the architecture goes well beyond networking, this thesis will focus on the
network issues of this architecture. Such as, how can the PN network layer
configure and organize itself without requiring user intervention? How can
it find communication possibilities and route traffic to the destination? How
to protect the networking mechanisms from malicious attackers and how to
protect the user’s privacy?

In the end, not all networking aspects will be covered. We will not con-
sider the networking issues that may arise at the network providers. It is
clear that specialized support systems at the operators could be made for
PNs. However, instead we assume that network access remains unchanged
which will allow a faster deployment of PNs. Hence, we focus on a PN that
is as independent as possible from both the wireless technologies and the
network access technologies.

1.4 Research Methodology

The research approach we took started from formulating requirements, an-
alyzing the state of the art, and identifying the gaps. Then, we defined a
high level architecture for a potential solution. At this early stage, we did
our utmost to validate its usefulness and feasibility. Subsequently, we started
the work to make the architecture concrete by looking at solutions for the
various architectural components. For each major component, we proposed a
solution, studied it with simulations, measurements, and finally implemented
a full-fledged prototype. The various component prototypes were combined
into one more complete prototype of a PN. Basic functionality was tested and
thereby we verified the feasibility of our proposed solution. Future research
will further validate its true usefulness.

1.5 Thesis Overview

This thesis is organized as follows. In Chapter 2, we present the user re-
quirements we deem necessary for a PN followed by work related to PNs and
analysis thereof. Chapter 3 introduces an architecture for PNs capable of
fulfilling these user requirements. The architecture functions as a platform
where each of the subsequent chapters addresses a particular aspect of the
architecture.
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In Chapter 4 to 8, the details of the architecture are explained and further
worked out. Chapter 4 addresses the formation of what is called Clusters;
personal devices that can directly connect to each other with PAN technolo-
gies, i.e., how the personal devices can find each other and establish secure
communication among themselves. Chapter 5 addresses a particular network
aspect of Clusters, namely broadcasting. Several techniques are investigated
to efficiently flood messages through out the Cluster by means of relaying
devices. Chapter 6 introduces link quality assessment and routing using
cross-layer information. In Chapter 7, we focus on forming and maintaining
a PN by interconnecting the dispersed personal Clusters by inter-Cluster tun-
nels over the infrastructure. Chapter 8 looks at how PNs can communicate
with other PNs or non-PN devices.

This thesis is finally rounded up by conclusions and future perspectives
in Chapter 9.

1.6 Contributions of this Thesis

Most research in this thesis has been done in a collaborative way in various
research projects, including IST NEXWAY, IST MAGNET, IST MAGNET
Beyond, Freeband PNP2008, and IOP GenCom QoS for PN@Home. The
purpose of this section is to highlight the contributions of the author, list the
supporting publications, and acknowledge people that have contributed.

The related work of Chapter 2 has been compiled in its entirety by us.
The requirements are a re-work and improvement based on earlier work by
Weidong Lu, Ignas Niemegeers, and Sonia Heemstra de Groot. Supporting
publications include [97].

We were the first to propose an architecture for personal networks based
on device ownership, which is presented in Chapter 3. Collaborative work
within IST MAGNET certainly enhanced the architecture in several ways,
but the main idea still remains. The architectural discussions is our work, but
obviously based on discussions within the projects and elsewhere. Supporting
publications include [96], [133], and [181].

The Cluster formation of Chapter 4 is a direct consequence of the PN
architecture and hence was part of our initial PN architectural specification.
Further, the work on anonymity aspects, trust relationships on the link layer,
and the securing of broadcast traffic are all our work. The prototype was also
completely developed by us. Supporting publications include [135].

The flooding work of Chapter 5 is a contribution by us based on the MSc
thesis works of Cheng Guo and Ting Liu, whom we supervised. The protocol
design was done in close cooperation with Cheng Guo. The experiments were
done by us. Supporting publications include [99].

The work in Chapter 6 was done in collaboration with Jinglong Zhou.
While he developed the software and carried out the experiments, we both
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discussed and contributed to the directions taken in the task regarding the
link quality assessments. The work on packet size influence and end-to-end
quality is our contribution. Supporting publications include [241], [242], and
[243].

The basics of inter-Cluster communication of Chapter 7 was specified
by us as part of the initial PN architecture. Many of the details originate
from discussions in IST MAGNET and Freeband PNP2008, such as the in-
frastructure support. We must also acknowledge the work on the latter by
Venkatesha Prasad. The prototype was completely developed by us. Sup-
porting publications include [136], [186], [123], and [185].

The work on foreign communication in Chapter 8 was done by us with
the support of Venkatesha Prasad. Supporting publications include [100],
[139], and [75].



Chapter 2

Requirements and Related
Work

Before we start developing new solutions for personal networks, it is impor-
tant to understand what exactly needs to be solved and what has already
been solved. In Section 2.1, we will more clearly formulate what still need
to be solved as a small set of high level user requirements and argue why
they are important. In Section 2.2, we will look at some earlier and current
visions and approaches similar to personal networks. We briefly investigate
the related work in conjunction with the user requirements in Section 2.3.
From this, it is clear that more research and development is needed. We need
to build on existing technologies and then fill the remaining gaps. Section 2.4
summarizes this chapter.

2.1 Requirements for Personal Networks

It should be clear that in order to realize the concept of personal networks,
new network solutions are required that can accommodate personal services
and applications over a dynamic communication environment. To better
understand what needs to be achieved, we list a set of important user re-
quirements that need to be solved. The requirements listed here are evolved
versions of [163][181]. These requirements should be seen as additional re-
quirements to what has already been solved by previous work. At the same
time, together they capture the total vision of personal networks, which also
means that some requirements go beyond the scope of this thesis.

The idea is that later on, we can validate the solutions proposed to ma-
terialize the vision by verifying them against these requirements. If all re-
quirements have been addressed to a satisfactory level, we have reached the
target; otherwise, additional solutions or revised solutions are still required.
However, these requirements are described at a very high level and hence,
it is impossible to precisely define if a requirement has been fulfilled. It is

13
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nevertheless important to try to formulate requirements, at least to a degree
that they can direct the research towards relevant issues.

The following subsections contain the user requirements we consider im-
portant. They have been grouped into eight categories, each actually con-
taining several requirements. However, we do not aim at identifying every
single individual requirement as this is neither possible nor important at this
moment.

2.1.1 Ubiquitous networking

Since personal networks is all about communication, this requirement should
not come as a surprise. Devices surrounding a user should form a private per-
sonal area network (P-PAN) that enables communication using the available
wireless communication technologies. Both current and future WPAN tech-
nologies should be supported. Furthermore, the connectivity of the P-PAN
must be extendable to devices beyond the close vicinity of the user by means
of infrastructure-based wireless access networks, such as UMTS networks,
WLAN hotspots, WiMAX, etc. Personal networks must be able to use any
type of access technology and therefore be as independent as possible from
infrastructure. Regardless of what network or device type, communication
must be possible between any device belonging to the user whenever there
is connectivity at the link layer. Hence, personal networks should support a
heterogeneous network environment by integrating all present network types
into one ubiquitous network for the user.

From the two scenarios in Section 1.2, we learned that communication
with other person’s devices and non-personal devices is also crucial. Ubiq-
uitous communication over heterogeneous network environments with others
regardless of the geographical location of the devices must therefore be pos-
sible as well.

Since many of the devices will be wearable or otherwise mobile, it is ab-
solutely necessary to handle mobility. It can be devices that roam through
networks, links that breaks, or new links that become available. The per-
sonal network must be aware of these events and have mobility management
mechanisms that can adapt so that ongoing communication can be sustained.

All these networking issues need to be supported in a ubiquitous way,
meaning that only minimal user intervention is required. All networking
mechanisms must happen without the knowledge of the user. The personal
network needs to be able to establish and maintain itself on its own. In other
words; personal networks must be self-organized.

2.1.2 Respecting heterogeneous hardware constraints

A personal network will consist of a wide range of different mobile and sta-
tionary devices, wireless technologies and networks. The personal network
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must operate efficiently in such a heterogeneous environment by for instance
switching communication paths between different devices, links, and net-
works to achieve the best possible performance even when the number of
devices and the amount of traffic is becoming large. Mechanisms must make
sure that devices that rely on battery power do not have to carry the heavy
burden and that the utilized devices have the required computational power,
memory, bandwidth, and other required capabilities to carry out the tasks in
a satisfactory way.

It is true that future technologies will bring us yet faster computational
power with less energy consumption and smaller devices with a more robust
design at a cheaper prize. Further, battery technology is also improving and
new alternative energy sources for mobile devices are becoming available. The
smallest devices that are believed to become full participants of a personal
network are still not the simplest. Sensor devices or similar have so tight
hardware constraints that specially designed techniques are required. On the
other hand, there is no real need for such simple devices to fully become part
of a personal network. We can therefore require somewhat more capabilities
of devices that needs to fully participate in a personal network. However,
the personal network mechanisms must still run on battery-powered devices
and try to extend the life of the battery as much as possible.

The simplest devices that we would consider for personal networks are
wireless headsets, wrist watches, and other wearable devices. Currently, all
these devices run on batteries that need to be recharged or replaced after
some time. Using today’s technology, it is acceptable for a device in a per-
sonal network to be able to run for one or a few days before needing to be
recharged again. Hopefully, developments in low power consuming electronics
and improved battery technology will make this unnecessary in the future.

2.1.3 QoS and reliability

Several potential personal network applications have high demands for end-
to-end quality of service (QoS), such as interactive applications, voice and
video conferencing, etc. The entire system should meet the demands of these
and other applications with respect to QoS and reliability. Thus, parameters
such as bandwidth, bit error rate, and latency, should be considered in the
routing and the mobility management of a personal network. The personal
network must be able to select communication paths that meet these expec-
tations. In some cases, it is necessary to make different network technologies
cooperate and to properly impose the QoS demands in each of them to fulfill
the end-to-end demand of the applications.

The dynamic behavior of mobile wireless systems calls for very efficient
adaptability to meet the demands of the user. The mobility management
must be very fast to respond to events such as broken wireless links, changes
in bit error rates, or malfunctioning devices. If this is not the case, then
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the QoS requirements will be violated, making personal networks useless for
many important applications when devices are mobile.

Another important requirement for personal networks is reliability.
Health applications, such as the ones outlined in Section 1.2.2, need to de-
pend on the system and that it works when it is needed the most. Given the
unreliability of mobile and wireless systems, this is a major task. Personal
networks should therefore not depend on one single network, but use many
different networks and technologies at the same time to reduce the risk of
being completely without communication possibilities at any given time. The
level of reliability required by the applications should dictate how proactive
personal networks should be in finding and keeping backup links as this may
imply extra power consumption and perhaps cost.

Reliability can also be about instant data access and prevention of data
loss within a personal network. Important data should be backed up to enable
access to it at any time as well as protecting it from being lost. Otherwise,
this may cause permanent loss of important data when devices are lost or
break.

2.1.4 Naming and service management

The personal network provides a network architecture for applications and
services to build upon in order to provide a complete solution for the user.
However, applications and services still require additional software support
to be easy to build and better meet all user requirements. Technical aspects
of the network mechanisms should be hidden from both the user and the
applications. This will make the system more integrated and at the same
time it becomes easier to build applications and services.

Techniques to hide irrelevant aspects of the network layer include naming
solutions as well as service discovery and management. Naming is needed to
hide addresses and other irrelevant details of the network layer. Names can
have meanings to the users and gives a human-understandable handle to rel-
evant objects, such as devices, services, resources, and other objects. Naming
is therefore very crucial for user-friendly personal networks. The names can
be assigned by the user to give an extra level of personal touch and in order
to better organize the resources within the personal network. Furthermore,
network addresses may change, but names will remain unchanged until the
user changes them. It is therefore better to use names to identify various
objects.

To achieve as much self-configuration as possible, we make use of the ser-
vice abstraction. A service is an entity that offers client applications some-
thing useful for the client through a known interface. The type and the
capabilities of the service are described in a standardized way [193]. These
descriptions can be used by a service discovery mechanism to enable the ap-
plications to easily find available services and select the most appropriate
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one. Furthermore, a good management framework is also required that can
manage not only the services, but also the clients and their service sessions.
Management means controlling the service usage when the network situation
changes so that the clients and the services can operate optimally.

2.1.5 Context awareness

Context information is anything that can characterize the situation of an
object, such as a person, device, or network [6]. This information is valuable
since it can influence the behavior of the personal networks applications or
the personal networks themselves. The more information available to an
application, the better that application can respond to the user and the
situation. While this additional information is not absolutely crucial for a
personal network or its applications to operate, it may still be necessary in
order to reach the user’s high expectations.

Today’s users expect their devices and applications to be intelligent, prop-
erly predict the users’ intentions, and to automatically adapt to a changing
environment. It is therefore necessary to implement a context information
framework that can discover, process, and distribute relevant context infor-
mation. Furthermore, the personal network and its applications must be able
to properly use this information. That is, both the personal network and its
applications must be context aware.

2.1.6 Security and trust

The new characteristics and possibilities offered by systems like personal
networks lead to new security and trust problems that need to be addressed
properly [211]. Personal networks can only succeed if people trust it, but
unfortunately, personal networks are extra vulnerable because of their mobile
and wireless nature. In the world of mobile communication, IT security meets
traditional security and this opens up a completely new world of problems
in the security domain. The ad hoc nature of personal networks means that
a person’s personal network will encounter many unknown parties but must
remain properly protected from the unknown or untrusted parties.

The main challenge to security for personal networks lies not in the se-
curity algorithms or security protocols. There is a rich plethora of security
solutions on which personal networks can leverage. The problem is rather
to formulate a way for personal networks to model trust among persons, de-
vices, and networks that is both powerful enough to contain all the necessary
details and at the same time be comprehensible for a normal user. Trust
models and their security systems may become too complicated leading to
that the users are severely bothered by them or even fail to sufficiently un-
derstand them [19]. At the same time, they fail to protect the right things,
because it is no longer clear what to protect and against who in a world of
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mobile and ubiquitous communication [211].
Even so, a security system is needed and it must protect the personal

networks and their users from unauthorized usage. It is important to note
that the security system must be an integral part of the system design and
not a later add on. The security must also work when devices are stolen or
compromised. Tamper-proof is too costly and difficult for consumer products
such as personal network devices [210]. Hence, something else must maintain
the security of a personal network when devices are lost or stolen.

2.1.7 Privacy

As more and more information in our lives is being digitized, privacy is be-
coming an even bigger issue [62]. Privacy is about protecting the data kept
inside the personal network as well as preventing the possibility to track a
user’s activities through his/her personal network. First, traffic between a
user’s devices must always be encrypted. However, this is not enough. In the
world of mobile communication, there is an increased risk of theft of devices.
We already know from experience that a stolen or forgotten laptop or PDA
may lead to confidential information coming in the wrong hands. Unfortu-
nately, with personal networks, it becomes even more important because of
the extra capabilities a personal network device will have. Hence, we need
to build a system that minimizes the impact in case of lost or stolen devices.

Another privacy problem is that being recognizable by the devices you
carry can also be an intrusion to a person’s privacy, since this information can
be used to track a person’s movements and activities. This can be done since
many wireless devices expose their identities in forms of link layer addresses or
other unique and fixed identities. Anonymity is therefore needed in personal
networks. In terms of wireless networks, it means that a device must never
expose its identity or anything that can easily be linked to its identity to non-
trusted parties [200]. This is important since we are likely to carry the same
devices all the time and this can be used by unauthorized persons to track
the movements and activities of personal network users. However, preventing
all types of identity exposure is an almost impossible task. What we can do,
is avoiding the most obvious pitfalls, such as transmitting fixed link layer
addresses. If that is done, more sophisticated methods are required in order
to track someone.

2.1.8 Usability

With personal networks, each person may have several embedded and wear-
able computers in addition to the more normal devices such as laptops and
PCs. At the same time, we expect that personal networks should be for ev-
eryone and not only for experts and technology freaks. This is, in fact, the
main target of our research; that anyone, including children, pensioners, and
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the sick can use personal networks. Furthermore, personal networks must
support the user in his/her daily activities in an efficient and pleasant way.
This means that usability is in fact one of the most important requirement
for personal networks.

All personal network devices must be self-configured and able to com-
municate seamlessly with each other without requiring complicated user in-
tervention. It must not be necessary for the user to configure any network
settings, such as addresses or default routes. All networking solutions must
be self-organized. Further, they must also automatically adapt to new sit-
uations without user involvement. Also the personal network applications
should themselves detect their own settings and operate over any type of
network in order to carry out their tasks. That is, a personal network and
its applications must be able to operate without directions from the user. At
the same time, this must be done in a secure way and with the user still in
charge of all his/her devices. This is a deliberate problem and serious care
must be taken when designing these types of systems.

The best way to achieve usability is actually to design a simple and obvi-
ous system, but still capable of fulfilling its other requirements. The idea is
to be so easy, that the user easily can understand how it works and create an
accurate mental model of the system. Whenever the system does not work
according to the user’s wish, he/she knows why and what needs to be done
in order to make it operate correctly. In this way, the user will stay in charge
of the system and the system will never do something unexpected. On top
of this simple architecture, smart and complex components can be designed
for certain specific issues.

Especially from a security perspective, a simple and understandable de-
sign is crucial [230][52]. Users who do not understand the system will prob-
ably not understand that they are vulnerable to malicious attackers and no
user interface can perfectly hide such a flawed system design. In the worst
case, the security system is so complex that the user becomes annoyed and
tries to disable or circumvent the security system by, for instance, using sim-
ple or no passwords, allowing access to everything for everybody, or ignoring
security warnings. It is therefore important that careful consideration is given
to the issues related to usability and security; otherwise the risk is high that
the user becomes the “weakest link”.

2.1.9 Other requirements

These user requirements are by no means exhaustive. There are many more
requirements depending on the target group, applications, and environment.
In addition to user requirements, business-related requirements that various
commercial personal network stakeholders may have are also not included as
well as requirements related to legislations and regulations. We do not cover
them, since those requirements are out of scope of this thesis. An attempt
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to cover a more complete set of requirements using user scenarios, use cases,
and other approaches have been done by IST MAGNET [131].

2.2 Related Work

Many technologies have been proposed in the area of personal and wireless
communication, but there have been very few attempts to achieve a complete
and integrated solution for all personal communication issues. In this sec-
tion, we list some earlier and current work aimed at either analyzing future
personal communication requirements or building such integrated solutions.
Only more complete attempts are listed here. A lot of work exists that ad-
dresses only one or a few aspects. It is clear that personal networks will build
on many of those existing technologies. We will introduce those technologies
in the later chapters where they are more relevant.

We do not consider IST MAGNET, IST MAGNET Beyond [130], Free-
band PNP2008 [180], and IOP GenCom QoS for PN@Home [190] as related
work. The research of this thesis has been a part of these research projects
and hence their results are directly reflected in this thesis. The author of
this thesis has been directly involved in the shaping of these projects. Hence,
the work in this thesis is very similar to the work of those projects, but with
slight modifications. Some alternative solutions to some aspects have been
proposed in these projects. In later chapters, we will cover some of these
variants and discuss pros and cons.

2.2.1 Ad hoc networking

Ad hoc networking is not truly a new topic. Its main foundation started
decades ago under the term Packet Radio Network (PRNET) and was de-
veloped for military purposes [108]. Around 1996, the academic community
started to show bigger interest in the topic with non-military applications be-
coming more important, such as emergency relief networks, home networking,
community networks, and WPAN. From there, the research interest grew re-
markably for some years, which made ad hoc networking a serious research
area within wireless and mobile communication.

Ad hoc networking is all about quickly and automatically setting up an
unplanned wireless network. Without configuration, wireless devices should
be able to automatically find each other and establish a network for com-
munication. When devices and their networks become mobile, this is even
more important. Hence, the birth of the frequently used term Mobile Ad
Hoc Networks (MANETs) [143].

A MANET consists of mobile devices with wireless communication capa-
bilities that can move around freely and still communicate with each other
in a distributed fashion and without external support. Due to limitations in
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Figure 2.1: A Multi-hop MANET with a path

the utilized wireless communication technology, it may not be possible for
two MANET devices to directly communicate. Instead, devices in between
will assist by relaying the packets so that they can reach their final desti-
nations. This is called multi-hop communication since a single packet must
be retransmitted in several hops to reach its destination. Figure 2.1 shows a
MANET that has a multi-hop path between a source and a destination.

When an ad hoc network is not fully connected, we need multi-hop com-
munication. In order to find the hops that can connect the source and des-
tination, routing is required. Several routing protocols have been designed
specifically for multi-hop MANETs [177][143][26]. In fact, routing has been
one of the most covered aspect of ad hoc networking and is still an active
research area [32][40] because of the special characteristics of an ad hoc net-
work in comparison with traditional communication networks. Examples of
other frequently studied areas are network-wide broadcasting [231][215] and
security [236].

From military and emergency relief networks to spontaneous conferenc-
ing and home networking, the far-reaching applications of ad hoc networking
can transform the way in which network are deployed. It can offer network-
ing in situations where a traditional network setup is impossible. Further,
it is an ideal technology for personal networks as it offers self-configured,
self-maintained, and self-organized networking. As a consequence, ad hoc
networking will be an important building block for personal networks in
achieving ubiquitous networking.

2.2.2 WWRF Book of Visions

The Wireless World Research Forum (WWRF) is a global joint-venture be-
tween academia, research institutes, and industry in the area of wireless com-
munication. It includes manufacturers, network operators, service providers,
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Figure 2.2: The MultiSphere model of WWRF Book of Visions (from [233])

and other related companies. The forum was founded in 2001 and provides
a global platform for discussion of results, and exchange of views to initiate
global cooperation towards systems beyond 3G. One outcome of this joint
forum was The Book of Visions [233], that was first launched in 2000 [232]
under the Wireless Strategic Initiative (WSI), which was a research project
sponsored by the European Union. In the later years, The Book of Visions
has appeared in book form under the name Technologies for the Wireless
Future [217][218].

The idea behind The Book of Visions was to bring together the experts
in this field to gather ideas and outline grand visions and challenges for the
research and development of future wireless communication systems. Among
a lot of ideas, the so called MultiSphere model was proposed to support
further definitions and work on complex mobile communication concepts and
ideas. Based on evaluation of some usage scenarios, this model was defined
to reflect key characteristics of future communication scenarios. A graphical
representation of the model is shown in Figure 2.2. The model is used to
better understand the future of wireless communication and pinpoint areas
that need more research.

The MultiSphere model acknowledges the importance of usability by plac-
ing the user in the center surrounded by various wireless communication sys-
tems that work together on behalf of the user. These systems were divided
into spheres, where the PAN that connects a person’s hand held and wear-
able devices is the innermost sphere. The next sphere consists of elements in
the immediate environment with which the PAN devices can communicate.
The third sphere consists of other near persons and more complex networks.
The fourth sphere consists of the mobile networks (e.g., GSM and UMTS)
as we know them today as well as future wireless wide area mobile networks.
At this point, it is important to have interconnectivity among all the wire-
less technologies in the inner spheres and this is placed in the fifth sphere.
Efficient and seamless integration is seen as very important since it must be
possible for all wireless devices and persons to communicate with any other
wireless device. The outermost sphere is the so called CyberWorld. Here,
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the wireless world meets the rest of the digital world, such as the Internet.
In the CyberWorld, we may interact with smart agents, communities, and
digital services.

Personal networks partly fits the MultiSphere model. Just as the Multi-
Sphere model, it places the user in the center with wireless technologies
around to support the user in his/her daily activities. Around the user, there
is a PAN of personal devices which corresponds to the innermost sphere.
These devices can interact with the immediate environment (Sphere 2 and
3). Further, a personal network uses infrastructure networks (Sphere 4) to
extend the PAN to devices physically away from the user and his/her PAN
(Sphere 5 and 6). Hence, personal networks will address many of the re-
search issues identified by the WWRF in their Book of Visions, such as
self-organization and integration of various network types, wireless service
architectures, and more.

It must also be noted that the MultiSphere model does not cover all the
aspects of neither personal networks nor any future wireless communication
systems. E.g., it does not give much insight into human to human com-
munication using wireless communication systems. Neither does it give any
insights into security or privacy. Therefore, personal networks will not blindly
adhere to the model. In any case, the WWRF model was never intended to
cover all aspects.

2.2.3 Ubiquitous and pervasive computing and com-

munication

While the WWRF Book of Visions has been mainly defined by the Euro-
pean telecommunications industry, ubiquitous and pervasive computing is a
more American drive to future computing and communication and stems to
a larger degree from the computer industry. The term was coined by Mark
Weiser [229] of Xerox PARC in 1991. He noted that “people find a walk
among trees relaxing and computers frustrating” and suggested to aim at
making computing more ubiquitous, that is, intertwine computers in the ev-
eryday life and make them “vanish” into the background. Computing should
be embedded into everyday objects to interact with and to enable people to
move around. This would lead to enhanced user interactions since computers
will disappear from our focus and become non-obtrusive. Devices should be
tailored to suit particular tasks. Further, they should be enabled to sense
changes in the environment and automatically adapt and act based on these
changes as well as user needs and preferences. To be really usable, these
ubiquitous computers also need to be interconnected so that they can com-
municate with each other and thereby cooperate to meet the needs of the
users.

Ubiquitous computing is very different from personal networks in one ma-
jor aspect. In the view of ubiquitous computing, computing devices are seen
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as commodity items that serve any user. They are meant to be shared by
everybody. In fact, a personal laptop is even seen as a failure. No one should
need to bring a computer as there should be ubiquitous computing objects
available everywhere to be used by anyone. However, the current trend is
towards an increased amount of personal devices. The most successful one is
without doubt the mobile phone followed by laptops, personal digital assis-
tants (PDAs), navigation systems, portable storage devices, and many more.
Today, these devices are not only carried for their functionality, but also as
personal attributes and status symbols. We love to have them and we love
to personalize them by giving them their unique look and feel (and ring-
tones). The concept of personal networks acknowledges that some devices
are personal and mainly used by one person. At the same time, there are
ubiquitous computing devices in the surrounding that these personal devices
can interact with.

It must, however, be said that much of the research that has taken place
within the vision of ubiquitous computing and communication is very useful
also for personal networks. This includes, but is not limited to, ad hoc
networking, sensor systems and networks, and ubiquitous user-interaction.

Besides ubiquitous computing and communication, the terms pervasive
computing and communication are also frequently used. Another, almost
identical, vision is ambient intelligence. Ambient intelligence was first defined
by the European Commission’s Information Society Technologies Advisory
Group (ISTAG) in 2001 [94] as a way to stimulate European research in this
area. The Ambient Networks research project is an example of such research.

2.2.4 Ambient Networks

Ambient Networks (AN) [10] was a European research project that stemmed
from the Wireless World Initiative (WWI), a spin-off from WWRF. It was
an integrated project sponsored by the European Commission under the In-
formation Society Technology (IST) priority under the 6th Framework Pro-
gramme (similar to IST MAGNET and IST MAGNET Beyond). Its main
objective was to create network solutions for mobile and wireless systems
beyond 3G.

Most of the work carried out in this project concerns user devices and
networks and their connections to access networks. Already today there are
many different types of networks available to users and new network types
are constantly being deployed. The main idea behind this project was to
make each of these networks into ambient networks (ANs). AN offers a fun-
damentally new vision based on the dynamic composition of these ANs to
avoid adding to the growing patchwork of extensions to existing networks.
This will provide access to any network, through instant on-demand estab-
lishment of inter-network agreements. The Ambient Networks project was
about taking this network cooperation a bit closer to reality.
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A comprehensive prototype was developed within the project that gives
users or networks the choice of using the appropriate radio technology auto-
matically. They can switch between different flavors of 3G systems, WLAN,
Bluetooth, or forthcoming 4G systems depending on what is the best network
for a particular service or multimedia content. Systems for quality of service
(QoS) sensitive multimedia services have also been developed.

Ambient Networks is more about the linkage between users’ networks and
infrastructure networks and between the different infrastructure networks
than about the users’ networks themselves. However, these links are still
important for personal network communication and will support in reaching
ubiquitous networking with QoS-support and reliability. Ambient Networks
is therefore an important building block that can provide seamless infrastruc-
ture support to personal networks.

2.2.5 IST PACWOMAN and SHAMAN

Power Aware Communications for Wireless Optimised Personal Area Net-
work (PACWOMAN) [171] and Security for Heterogeneous Access in Mobile
Applications and Networks (SHAMAN) were two other IST projects that
started slightly ahead of IST MAGNET. PACWOMAN worked mainly on
WPANs and ad hoc networking. The networking environment was divided
into three distinctive spaces [124][172]. The first space was the Personal Area
Network (PAN), where personal devices can communicate with each other.
The second space was the Community Area Network (CAN), which consists
of nearby PANs belonging to different people that wish to interact with each
other. The last space was the Wide Area Network (WAN), which provides
each of the PANs with connectivity to remote devices. The main research
area of PACWOMAN was link layer and medium access control for the PAN
space. There, they identified the need of separating low and high data rate
communication. Low data rate technologies are needed for sensors and other
small devices with limited power. Such devices require simple and power-
aware networking. Something that is highly useful for any type of personal
networking.

IST SHAMAN [205] focused on providing a security architecture for
PANs. The basis for their architecture was a trust model [64] that describes
the basic security relations between different PAN devices (components in
the SHAMAN terminology). Each device is owned by one user and that
user determines, by means of security policies, who can use it. The security
framework covers both local communication within a PAN and global access
to the infrastructure. With respect to a particular device, other devices are
classified either as first party devices, trusted second party devices, or non-
trusted devices. A first party device has the same owner as the device itself
and therefore has the highest trust. This model is implemented with a per-
sonal certificate authority (CA) [63] that runs on one of the owner’s devices
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and hands out certificates in the form of public-private key pairs to all the
user’s PAN devices.

The work of both PACWOMAN and SHAMAN is highly relevant to per-
sonal networks and will undoubtedly provide an excellent foundation as they
developed many important concepts for personal networks. PACWOMAN
addresses part of the ubiquitous networking, device heterogeneity, and QoS
requirements, while SHAMAN addresses usable security and trust require-
ments. However, we would need to combine the two into one solution.

2.2.6 Personal Distributed Environment

This project is part of United Kingdom’s Mobile VCE [155] and has defined
a concept called Personal Distributed Environment (PDE) [56][57]. PDE is
a very similar vision to personal networks, but goes much further than just
defining a vision. PDE is an attempt to define a concrete architecture and
implement solutions that meets the vision. It is important to point out that
the work of PDE and the work of this thesis have been going on in parallel.
The proposed architecture and solutions sometimes overlap, but are very
different in other aspects.

A PDE consists of a user’s local and remote devices and services [204].
At the center of the PDE is the so called PDE server which has a Device
Management Entity (DME) server component. The PDE server is basically
a normal server somewhere in the Internet and the DME server component
is a database of all devices belonging to a particular user. Each device in a
PDE stays in contact with the PDE server to update its location, capabilities,
and services in the DME. This connection can either be direct using a secure
tunnel or by help from a proxy service on another device in the same PDE.
In this way, it is possible for a device in the PDE to use services on any other
device in the PDE through the PDE server.

While PDE focuses more on service delivery over heterogeneous networks,
it also covers some network aspects. Devices within the same PDE that
can communicate with each other using a local communication technology,
form a so called “sub network”. Examples of sub networks are PANs, Body
Area Networks (BANs), home networks, office LANs, etc. Sub networks are
then connected to each other through a core network using various access
technologies and through the so called Network Access Devices (NAD).

The PDE assumes that each sub network already implements the nec-
essary network and security solutions. These local mechanisms may differ
between different sub networks and networking environments, but are kept
unchanged. Instead, to make sure the PDE and its devices do not perform
unauthorized tasks, a trust management system based on a trust engine that
bridges the various trust and security systems in the various sub networks is
proposed. This system is part of the DME and is also responsible for trust
and security towards devices outside the PDE.
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Figure 2.3: A Personal Distributed Environment with several sub networks
(from [57])

PDE is, because of this, not a single homogeneous system, at least not
when it comes to security and the sub networks. The benefit of doing this is to
keep current solutions as they are and only provide integration when needed.
However, it also makes the sub networks quite different from each other.
The user may be burdened with several different technologies, configuration
possibilities, user interfaces, and the like. Further, the sub networks will most
likely not be compatible with each other and make it difficult for devices to
move from one sub network to another. However, PDE addresses most of our
requirements, except context awareness and privacy. From a usability and
networking perspective, we believe it is better to provide one common security
and network solution for all devices and networks in a personal network.

2.2.7 MyNet

The MyNet project [14] is a recently started project. It is a collaboration
between Nokia and MIT and aims to study and develop a network archi-
tecture, tools and applications for simple, secure, personal overlay networks.
The User Information Architecture (UIA) [107] and the Unmanaged Internet
Protocol (UIP) [59] are projects within Massachusetts Institute of Technol-
ogy (MIT), USA. MyNet is a collaboration project between Nokia research
and MIT based on these projects. While there are prototypes for UIA and
UIP, MyNet has just started.

UIP combines the self-management of ad hoc networks with the scala-
bility of IP by creating a kind of self-organized overlay network for personal
devices. UIA, on the other hand, is intended to allow global interaction and
sharing among information devices between persons. The UIA protocols are
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Figure 2.4: PUCC platform protocol stack

the foundation upon which the rest of the MyNet project work is layered.
The UIA is based on two principles: (a) security is decoupled from physical
connectivity; and (b) establishment of trust is based on social connectivity.
This is achieved by creating personal and private name spaces. Simple to
use mechanisms that leverage social relationships will allow a user to share
access to their devices and resources using these name spaces.

These projects stem from the peer-to-peer research community, but are
still highly relevant as they focus on many overlapping areas with personal
networks. Security, ease of use, and self-organization are goals also for these
projects. Hence, these projects do not fully support ubiquitous networking,
but do address security and trust as well as naming management.

2.2.8 P2P Universal Computing Consortium

The P2P Universal Computing Consortium (PUCC) [188] is an university
and inter-industry cooperation of some Japanese universities and companies
active in Japan, such as NEC, Toshiba, and NTT DoCoMo. The target for
PUCC is to realize a seamless peer-to-peer (P2P) communications technology
platform that enables the creation of ubiquitous services between networked
devices. The initiative has been going on since December 2004, but until
recently, very little has been published.

The goal of PUCC is very similar to that of personal networks. With
P2P overlays, they provide seamless communication between IP networks
and non-IP networks such as home networks and sensor networks. A ser-
vice platform provides seamless integration of services and other higher layer
functionalities. However, the network layer is kept as is without any extra
support. Figure 2.4 shows the proposed PUCC protocol stack.

Currently, protocol specifications have been proposed for most of the core
functionalities as well as for key applications. Developer kits for networked
devices are also being prepared. A demonstration of this was recently given
at the Consumer Electronics Show of Las Vegas in January 2008. Despite
the limited information published about PUCC, we believe it addresses many
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of our requirements, including service discovery and management as well as
security. However, similar to MyNet, we do not feel the requirement of
ubiquitous networking will be fully addressed by PUCC.

2.2.9 More related work

There are numerous other projects that touch on the aspects of personal net-
works. One early such attempt is Universal Personal Networking (UPN) [25].
UPN was a Siemens project in the early 1990s. At that time, WPANs were
virtually non-existent and WLAN was very new. However, the aim of UPN
was similar to the concept of personal networks, but the existing technologies
at that time were a limitation. Hence, UPN focused on infrastructure-support
for personal networking, device technology, and user interfaces. Taking place
prior to the big break-through of the Internet, they spent a lot of effort on
Internet-like techniques and security aspects were neglected. A more recent
initiative from Siemens is their LifeWorks [118], which is a visionary con-
cept of an unified communications experience for both business and private
users. Under the umbrella of LifeWorks, Siemens develops products that aim
at seamless convergence between fixed and mobile networks, new better ser-
vices for mobile users, and ease of use. It is not only Siemens that works
in this direction, but the whole telecommunication industry is showing an
increased interest in this area. However, the current focus is more towards
businesses and business services.

IBM defined and showcased a concept called Personal Mobile Hub (PMH)
[79], which acts as a hub between a PAN and the infrastructure network. It
can connect and control the PAN consisting of a person’s wireless devices and
also interconnect them to servers in the infrastructure. To demonstrate the
concept, they developed a health-related application that monitored heart
beats and blood pressure and alerted when certain thresholds were exceeded.
Further, it could monitor that a person took his/her medication and other-
wise alarm the person and/or caretakers.

In the academic world, it is also worth mentioning the work on personal
networking by Robin Kravets’ group at University of Illinois at Urbana-
Champaign. Among the solutions they worked on, there is one called Mobile
Grouped Device (MOPED) [114]. MOPED is a system that represents a per-
son’s set of personal devices as one entity towards the Internet using only one
single Internet address. That address is given to a proxy node that is always
available through the Internet. It is the task of the proxy to keep track of all
the other personal devices and how they are connected to the Internet and to
each other. Personal devices that can connect directly with each other form
what they call components. The components may then connect to the Inter-
net and the proxy. Hence, MOPED provides a technical solution to achieve
personal networking and their focus is clearly on addressing, routing, load
balancing, and mobility. While they solve many important aspects, there
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are many more still left open, such as security, support to higher layers, and
direct wireless communication between MOPEDs.

There are many more smaller projects or specific solutions that target
selected areas of personal networks. For instance, HP’s CoolTown [43] gives
people, places, and things a presence on the web. These dynamic web pres-
ences can then be related to each other to form new interesting applications
that connects the virtual world with the real world. Standford’s Mobile Peo-
ple [144] offers an application-level mobility solution for mobile persons, since
it is the persons that are the end points and not the devices. They introduce
a personal proxy that tracks the person and handles personal-level mobility
aspects, including accepting incoming communication on the person’s be-
half, directing it to the correct device, converting the communication stream
if necessary, and protecting the person’s privacy. Both CoolTown and Mobile
People are completely infrastructure-based and do not consider local commu-
nication and many other aspects of personal communication. However, they
are useful as parts of the personal networks solution we are aiming for.

It is also worth mentioning that the Third Generation Partnership Project
(3GPP) recently started to consider use-cases similar to personal networks
in their drive towards All-IP networks (AIPN) [2]. In fact, they use the term
“Personal Networks” for those use-cases, which involve a person with devices
in different locations that are interconnected using 3GPP-networks as well
as non-3GPP networks.

2.3 Related Work Requirement Analysis

In this section, we answer the question on how close the related work in the
previous section come in terms of the user requirements. However, ad hoc
networking, the work of WWRF, and ubiquitous computing and communi-
cation are more targeted towards steering research and development rather
than producing something concrete. While research done within any of these
areas certainly do contribute to personal networks, they do not propose con-
crete solutions. Hence, we leave them out of this related work analysis.

In Table 2.1, we list the more concrete approaches and how they address
the various user requirements we listed in Section 2.1. A “Y” in the table
indicates that a particular project do consider topics related to that partic-
ular requirement to a larger degree. However, it does not necessarily mean
that the project fully meet that requirement. To the contrary, none of the
projects meet all the requirements, which we already explained in the various
subsections of Section 2.2.

Many of the requirements are covered by several projects, but no one
covers all. The projects that have been running in parallel to this thesis
work, PDE, MyNet, and PUCC, are the ones that come closest. Further,
none of the projects cover context awareness. This is not to say that there
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Table 2.1: Summary of related projects and requirements
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are no context awareness projects. In fact, there are plenty, such as Freeband
Awareness [15]. However, the only personal network-related projects that
consider context awareness are MAGNET Beyond [130] and PNP2008 [180].

2.4 Summary

In this chapter, we formulated a small set of high-level user requirements
that needs to be fulfilled in addition to the current state of art. The re-
quirements include topics, such as ubiquitous networking, respecting hetero-
geneous hardware constraints, QoS, reliability, naming, service management,
context awareness, security, trust, privacy, and usability. We argued that
solutions that do not meet these requirements will not be able to meet the
expectations from the users for personal networks. However, this set of re-
quirements may still not be complete.

In the second half of this chapter, we listed technologies that have been
proposed in the area of personal and wireless communication, including work
aimed at either analyzing future personal communication requirements or
building such integrated architectures or solutions. We also introduced major
research areas, such as ad hoc networking and pervasive computing, from
where personal networks has its roots.

We showed that very few attempts have been made to addresses all as-
pects of personal networks, leaving the users with only fragmented and in-
compatible solutions. Hence, we acknowledge that both more research and
development are required; personal networks is a concept of great importance
to unleash the full potential of wireless communications.
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Chapter 3

The Personal Network
Architecture

In the previous chapters, we introduced the concept of personal networks
and what we expect from it. We also showed that there is no integrated
solution to all of the user requirements, we expect a personal network to
support. In this chapter, we propose an architecture for personal networks
that supports or can support all the requirements outlined in the previous
chapters. By architecture, we mean a high level description of the entire
system, its components, their relations, interfaces, and main functionalities.
The purpose is to bring structure, separate the various concerns, and make it
easier to describe the system. The personal networks architecture is described
at a high level with a focus on networking aspects. The main purpose is to
give the reader a complete picture in order to better understand the remaining
chapters and how the various solutions fit together.

It is important that the architecture does not violate any of the personal
network user requirements or limit the possibility to fulfill all requirements.
The complete personal networks architecture with its solutions must allow
seamless communication among heterogeneous networks, work on mobile de-
vices, offer reliable communication, be context-awareness, provide security
and privacy, and allow the complete system to be easy to use for the users.

This chapter is organized as follows. Section 3.1 divides the architecture
in three levels. Terminology for each of the levels is introduced and ex-
plained in Section 3.2, whereas Section 3.3 explains each of the levels. Then,
attention is given to the network level since this is the focus of the thesis.
Section 3.4 covers how new devices are introduced into a Personal Network.
Networking aspects at a local level, i.e., how personal devices can commu-
nicate directly with each other without external assistance, is discussed in
Section 3.5. Section 3.6 deals with ways to connect distant personal nodes
over infrastructure networks, while Section 3.7 covers communication with
nodes belonging to other persons. In Section 3.8, we discuss our proposed
architecture’s capability of meeting the requirements of personal networks.
Section 3.9 concludes this chapter with a summary.

33
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Figure 3.1: The Three Abstraction Level View of a Personal Network

3.1 The Three Level Architecture View

Our proposed architecture for personal networks is described using three
levels of abstraction in order to better understand, structure, and localize
the problems that need to be solved. It is a first step in developing the
protocol solutions. Figure 3.1 shows the three abstraction levels and how
they relate to each other.

Going from the bottom up, the first level is the connectivity abstraction
level. Here, the devices can communicate with each other over common ra-
dio interfaces and Medium Access Control (MAC) mechanisms. The network
abstraction level is placed above the connectivity abstraction level. In this
level, routing and other networking mechanisms reside, which enable com-
munication among all personal nodes. To reflect the provision and usage
of services in the personal networks concept, the application and service ab-
straction level is defined on top. It contains all the applications and services
offered by the Nodes in the network abstraction level. Only the applications
and services are in practice visible to the user. Also less obtrusive services
like name resolution and service discovery are part of this level.

The three abstraction levels view is a way to divide the architecture into
three main parts for better understanding and decomposition of the problem
to be solved. When it comes to implementation, a protocol stack has to be
chosen and adapted to fit the abstraction levels. All popular protocol stacks
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are layered, such as the OSI reference model’s seven layers [170] or TCP/IP’s
four layers [212]. In any case, the mapping of the layers onto the abstraction
levels will be a rather straight forward task once we understand the details
of each of the abstraction levels.

All these abstraction levels will be described in further detail in Sec-
tion 3.3, but first a terminology will be developed that explains the concepts
introduced at of each abstraction level.

3.2 Main Concepts and Terminology

In this section, we define the terminology used in the remaining of the thesis.
The terms and concepts are similar to the ones defined in the IST MAGNET
and MAGNET Beyond projects [133][153][98] and the PNP2008 project [181],
which all are evolutions of [96] and [97]. However, some simplifications have
been made since not all aspects of the architecture will be covered in this
thesis. Most of the terminology related to the connectivity abstraction level
and to non-IP devices have, for instance, been removed.

These concepts are the basis for the technical solutions for personal net-
works. As such, they are defined as precisely as possible. It is therefore
important to point out that the definition of a Personal Network in this sec-
tion is a technical concept that is of a very different nature than the way
personal networks have been used earlier in this thesis. Previously, we used
personal networks as a vision of what we are trying to achieve; from here on
it will be a technical concept that tries to achieve that vision. When we use
any of the terms defined in this section in the remaining of this thesis, we
will write them with a capital letter to clearly indicate that we refer to the
concepts defined here. Hence, Personal Network or PN refers to the term
defined here, while personal network refers to the vision of personal networks
as introduced in the previous two chapters.

Let us now introduce the concepts and their definition at the three levels
of abstraction.

3.2.1 Connectivity abstraction level

Radio Interface A module that can send and receive data packets accord-
ing to a particular radio technology and MAC mechanism. This term
actually refers to all sorts of network interfaces, not only radio-based
interfaces. The term was chosen because of the big interest in radio-
based wireless communication and in order to be compatible with the
terminology in MAGNET and PNP2008.

Radio Domain A collection of Radio Interfaces using a common commu-
nication technology that are controlled by a single MAC mechanism
(either centralized, distributed, or a combination of both).
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3.2.2 Network abstraction level

Node A communicating entity with one or more Radio Interfaces that im-
plements the Internet Protocol (IP). It is understood that a Node also
must implement the protocols and mechanisms required to form PNs
as outlined in this thesis or in a future PN standard.

Trust Relationship Trust Relationships are established between Nodes
that wish to communicate with each other. The Trust Relationship
statues a certain degree of trust between the two Nodes. When Nodes
come together and want to establish secure communication, they use
the Trust Relationship they share, which is instantiated through a cryp-
tographic mechanism. Trust Relationships can be permanent, which
means they are valid until further notice, or ephemeral, which means
they only exist for a limited time during which they are really used.

Personal Node A Node related to a given person (e.g., owned by a person)
through a pre-established trust attribute defined by that person. The
trust attribute determines to whom the Node is a Personal Node. Two
Nodes with the same trust attribute are associated to the same person
and are Personal Nodes to each other. All pairs of Personal Nodes have
a permanent Trust Relationship between them.

Personal Network (PN) A Personal Network consists of Nodes sharing
the same trust attribute with each other. That is, a PN is the collec-
tion of all a person’s Personal Nodes and there are permanent Trust
Relationships between all the Nodes in a PN.

Cluster A connected network of active Personal Nodes (usually located
within a limited geographical area, such as a house or a car). Two Per-
sonal Nodes are in the same Cluster if they can communicate with each
other using a path between them consisting of only Personal Nodes such
that each Personal Node shares a single Radio Domain with the next
Personal Node in the path. Hence, a Cluster consists of the Personal
Nodes and the Radio Domains that connect them. A single Personal
Node with no other Personal Nodes in its communication range is by
itself a Cluster (a single Node Cluster).

Foreign Node A Node that has a different trust attribute and therefore
is not part of the (same) PN. Foreign Nodes can either be trusted or
non-trusted. Whenever trusted, they will typically have an ephemeral
Trust Relationship with one or more Nodes in the PN.

Interconnecting Structures Public, private, or shared wired, wireless, or
hybrid networks such as a UMTS network, the Internet, an intranet,
or an ad hoc network that can be used to interconnect Clusters. We
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also assume that all Interconnecting Structures are connected to each
other.

Gateway Node An active Personal Node within a Cluster that enables con-
nectivity to Foreign Nodes and non-PN-enabled devices outside the
Cluster. Some Gateway Nodes have access to Interconnecting Struc-
tures and can then connect to other distant Personal Clusters via the
Gateway Nodes in those Clusters by means of inter-Cluster tunnels.

Personal Network Agent The Personal Network Agent or PN Agent is
an infrastructure-based entity accessible through the Interconnecting
Structures. Its task is to keep track of each Cluster and their attach-
ment points to the Interconnecting Structure so that it can assist in
establishing and maintaining inter-Cluster tunnels. It may also be an
entry point for Foreign Nodes that want to use Services offered by the
PN. Each PN has a PN Agent.

3.2.3 Application and service abstraction level

Service A logical component implemented by a software program running
on a Node and that offers something that an application can use through
a specified interface. Services have formalized descriptions that enable
applications to discover useful Services. The description must describe
what the Service offers, how to interface with it, and on which Node it
is offered.

Client An application that can use Services. A Service discovery framework
must be able to find the Services that Clients require. Clients can run
on both Personal Nodes and Foreign Nodes.

Personal Service A Service offered by a Personal Node. The Service is
therefore under the administrative control of the user.

Foreign Service A Service offered by a Foreign Node. The Service is not
under the administrative control of the user, since it resides on a Foreign
Node.

Private Service Private Services are Services accessible only within its PN.
That is, the Node of a Client must have a permanent Trust Relationship
with the Node of the Service. Furthermore, Private Services are never
advertised outside its PN.

Public Service Public Services can be used by both Personal and Foreign
Nodes. A Public Service may still require some sort of authentication
or Trust Relationship between the Node of the Service and the Node of
the Client. Public Services can be offered by both service providers as
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well as other person’s Nodes. Public Services on Personal Nodes may
be advertised outside the PN.

Service Management Node (SMN) A Service Management Node is a
Personal Node in a Cluster that manages the Services and the Service
discovery process for that Cluster. Every Cluster must have exactly
one SMN. SMNs in different Clusters communicate with each other to
provide Service discovery and management for the whole PN.

Service Proxy An application, running on a Gateway Node, which provides
one or more Services available outside the PN to Clients inside the PN
or the other way around by offering the exact Service itself. When calls
come to the Service offered by the Service Proxy itself, it acts as a
Client towards the real Service and just relays the Service interactions
back and forth between the real Client and the real Service. Thereby,
it can connect Clients and Services across the PN boundaries without
requiring end-to-end network connections. It constitutes one way of
doing foreign communication.

3.2.4 Other concepts

Private Personal Area Network (P-PAN) A Private Personal Area
Network is the Cluster around the person. This term is primarily used
to describe user scenarios and requirements. In earlier texts, such as
[163], the term Core-PAN was used. Nevertheless, these terms have the
same meaning.

3.3 The Three Abstraction Levels

3.3.1 Connectivity abstraction level

As mentioned earlier, we do not consider the connectivity abstraction level in
this thesis. Nevertheless, an accurate abstraction of this level is still needed
in order to correctly design the higher abstraction levels and to understand
the connections and interactions with the lower levels. This level is composed
of devices with Radio Interfaces connected to each other via different Radio
Domains corresponding to given radio technologies. Figure 3.2 shows an
example of devices with Radio Interfaces participating in several separate
Radio Domains.

Problems addressed at this level concern link layers, medium access con-
trol (MAC), the physical link, and their interrelationships. Solutions for this
abstraction level can rely on existing technologies, such as WLAN [82] and
Bluetooth [84], but also future technologies, such as IEEE 802.15.3 [85] and
the new air-interfaces developed in IST MAGNET and MAGNET Beyond
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Figure 3.2: Nodes with Radio Interfaces communicating through Radio Do-
mains

[201][202]. Since, it is virtually impossible to adopt one single radio technol-
ogy for PNs, we believe that many different kinds of radio technologies will
be utilized. Some are suitable for short range high speed communication,
while others are more suitable for access to the Interconnecting Structures.
Furthermore, radio technologies will continue to evolve. Since older Nodes
may use older technologies, it is important to enable gradual shifting from
older technologies to newer ones.

At the same time, these different radio technologies may be so different
that they will not be able to interoperate with each other at the connec-
tivity abstraction level in any meaningful way (e.g., IEEE 802.15.1 [84] and
802.15.3 [85]). Therefore, we need devices with multiple radios and a net-
work abstraction level that can glue all these technologically different radio
technologies, both current and future, together.

3.3.2 Network abstraction level

Concepts, such as Clusters and PNs are defined at the network abstraction
level. Given a single user, there are two types of Nodes at the network level:
Personal Nodes and Foreign Nodes. Personal Nodes are Nodes that belong to
the user, while all other Nodes are Foreign Nodes. The PN is the collection
of all that user’s Personal Nodes, both remote Nodes and the Nodes, which
are in the close vicinity of the user. Active Personal Nodes are grouped
into Clusters depending on their possibility to communicate with each other
without external assistance. A user is likely to have several active Clusters,
such as for instance: a home Cluster, an office Cluster, a car Cluster, etc. The
Cluster directly around the user is also called the P-PAN and can consist of
carried and wearable Personal Nodes. In other words, the PN is an extension
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Figure 3.3: PN Network Level View

of the P-PAN and may contain several active Clusters, both remote and in
the vicinity of the user. See, for instance, Figure 3.3.

The network level architecture separates the communication among Per-
sonal Nodes of the same PN from the communication to, from, and among
other Nodes and devices. To make this happen, each Node must know which
PN it belongs to and must be able to tell if another neighboring Node is
a Personal Node or not (i.e., belongs to the same PN). The process of in-
troducing a Node into a PN is called personalization and is a prerequisite
to any Cluster and PN formation mechanisms. Personalization should only
take place once when a new Node is acquired for the first time by the user.
A Node then “permanently” remains a Personal Node until the user decides
otherwise. Which Nodes the user chooses to personalize is obviously up to
the user, but it could include Nodes he/she owns or otherwise possesses for
an extended period of time.

All personalized Nodes become Personal Nodes to that user and each
Personal Node establishes mutual Trust Relationships with all the other Per-
sonal Nodes. The personalization mechanism is responsible of establishing
all the necessary Trust Relationships among all the Personal Nodes. Auto-
matic mechanisms are needed to efficiently implement the personalization of
new Nodes. The Trust Relationships must be maintained in an accurate,
secure, easy to use, and efficient way so that two Personal Nodes always will
be able to communicate securely. Before a Node changes owner, is discarded,
or when a personalized Node is compromised, the personalization should be
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invalidated by the user. All Trust Relationships with a compromised or ex-
cluded Node must be removed immediately. Section 3.4 further discusses the
personalization procedures.

The next step is to enable the Nodes to distinguish Personal Nodes from
Foreign Nodes among its neighbors. This is the first step of the Cluster for-
mation and should be fast and light-weight as well as secure against currently
known attacks (such as replay and man-in-the-middle attacks) and denial-of-
service (DoS) attacks. When some Personal Nodes find each other, they can
start to exchange routing information and other kinds of information and
thereby form a Cluster consisting of only Personal Nodes. Foreign Nodes
are kept out of these mechanisms to protect the organization of the Cluster.
Section 3.5 discusses Cluster organization further.

Not all the Personal Nodes will be able to communicate with each other
in this way due to the characteristics and limitations of the radio technologies
available to Cluster Nodes. Instead, a PN will consist of several Clusters at
various remote locations. The only way to connect the different Clusters is to
use Interconnecting Structures (such as the Internet). To this end, tunnels
between the Clusters will be established and maintained. In Section 3.6,
we cover more about these inter-Cluster tunnels and other PN organization
aspects.

Though a lot of communication will take place within the PN among a
user’s Personal Nodes, it is also important that communication can take place
between PNs and with non-PN devices. This we call foreign communication ;
this topic is covered in Section 3.7.

3.3.3 Application and service abstraction level

On top of the network abstraction level, we find the application and service
abstraction level. This level consists of applications running on the Nodes
that offer Services to each other as well as using these Services. Whether the
Node where a Service is running is a Personal Node or not also influences
this abstraction level since it sits on top of the network level. We make
a distinction between Personal Services and Foreign Services depending on
whether the Service is offered by a Personal Node or a Foreign Node.

Further, a Service can be Public or Private. Private Services are offered
and used only by Personal Nodes in the PN sense. This implies that these
Services can only be used by the person him/herself within the PN. It is
important to realize that the protection offered by the fact that a Node is a
Personal Node is not always satisfactory as the actual user of that Personal
Node still is unknown to the Service. Some very sensitive Private Services
may therefore require extra security such as authentication of the real end-
user, for instance, by using passwords or biometrics.

On the other hand, Public Services are offered by the service owner to
anyone that the owner wants to share the Services with. Public Service can
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Figure 3.4: Service Discovery in a PN

be offered by someone’s PN as well as by commercial providers. Many Public
Services do not require any Trust Relationship, while others may still require
establishment of an ephemeral Trust Relationship between the Service Node
and the Client Node. In some cases, service usage may be charged.

To further improve the usability of a PN, a service discovery and man-
agement framework is defined that can support the applications and enable
auto-configuration and adaptation. Figure 3.4 shows how this PN service
framework works. Each Cluster has a Service Management Node (SMN),
which is elected among the Cluster Nodes and works as a repository where
all Services are registered. Clients in the Cluster that wish to use a partic-
ular Service can query this repository. To also facilitate usage of Services
across Clusters, the SMNs in the different Clusters communicate with each
other and share Service information. The SMNs can also advertise the Public
Services of the PN to surrounding Foreign Nodes as well as register Foreign
Public Services in case a Client on a Personal Node wishes to use a Foreign
Service. In addition to service discovery, the SMNs may also control the
ongoing service sessions to better manage the service provisioning. However,
service discovery and management are beyond the scope of this thesis. For
further information, see [134][65][66][139].

Another important functionality at this level is naming and name reso-
lution. The use of names is crucial in order to build a user-friendly PN; a
requirement identified in Section 2.1.4. Basically anything that needs to be
seen by the user should have its own name, such as Nodes, PNs, Services, and
perhaps even Clusters. The naming scheme must provide a flexible naming
resolution to the PN and at the same time be compatible with the naming
schemes used in the current infrastructure, e.g., the Domain Name System
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(DNS) [148]. However, naming solutions for PNs are beyond the scope of
this thesis, but have been proposed by others [154]. For inter-PN naming
solutions, the MyNet project may provide an excellent solutions [107].

3.3.4 Interaction between the levels

Mechanisms in the various levels need to interact with each other in many
different ways. The more information that can flow between the different
levels, the better each of them can operate. This is usually known as cross-
layer information and includes information from the physical layer and all the
way up to the application layer. However, not only cross-layer information
within the Node itself is useful, but also context information coming from
neighboring Nodes and the environment can sometimes substantially improve
certain decisions.

To better manage this information, a cross-layer and context information
management framework should be deployed. The details of such a framework
are out of scope of this thesis, but ongoing work is currently trying to design
and evaluate such frameworks for PNs. See, for instance [113][20][139].

3.4 Personalization of Nodes

A core concept of a PN is the distinction between Personal and Foreign
Nodes. The obvious next question is how to make a Node into a Personal
Node, i.e., how is the personalization of Nodes done?

There are many different ways this could be done. It could for instance
be based on Subscriber Identity Module (SIM) cards, similar to the ones
used in mobile phones today [3]. Each user has a couple of SIM-cards that
share some common secrets. By inserting a SIM-card into a Node, it becomes
Personal. However, this would require the user to get these SIM-cards from
somewhere and all PN Nodes to be equipped with SIM readers. Instead,
a more realistic personalization process is based on the pairing of Personal
Nodes. Let us describe this pairing process.

The first Node a user buys must be manually configured by the user. The
PN is given a name and perhaps a unique PN identifier to distinguish it from
other PNs. Other settings can be configured at this time, such as the address
of the PN Agent (which will be described in Section 3.6). The next step is
to pair other Nodes that the user possesses with this initial Node or other
already personalized Personal Nodes.

In the pairing process, the Node to be personalized establishes a secure
connection using a shared Radio Domain to an already personalized Node.
Using this connection, they exchange pair-wise keys, i.e., they establish the
required permanent Trust Relationship. These keys are later on used to se-
curely detect each other and to establish secure connections also in the future.



44 CHAPTER 3. THE PERSONAL NETWORK ARCHITECTURE

Manual 
Pairing

Manual 
Pairing

Implicit 
Pairing

Min
e

Figure 3.5: Pairing of Personal Nodes

At the same time, important configuration settings can be given to the newly
personalized Node. The next step is to ensure that Trust Relationships (i.e.,
pair-wise keys) are also established with all the other Personal Nodes in the
PN. To avoid the need for the user to manually pair the new Node with all
other Personal Nodes, an implicit pairing procedure is defined that automat-
ically pairs the new Node with all the other Personal Nodes. This procedure
takes place without requiring the user to do anything extra. Figure 3.5 shows
these steps.

The end result of the personalization of a Node is that it is fully included
in the PN. It becomes a Personal Node. As explained before, it establishes a
Trust Relationship with all the other already personalized Nodes in the PN.
This means that the new Node gets access to the other Nodes in the PN
as well as gives access to the other Nodes in the PN. To be precise, it gets
and gives access to the PN networking mechanisms. Hence, the new Node
can generate and trust routing messages, hello messages, data packets, etc.
Since only Personal Nodes can participate in this, only Nodes that are under
the user’s control are included in these mechanisms. Therefore, all Nodes
in the PN can be assumed to be cooperative. In this way, many security-
related problems with respect to networking are solved as we protect the
entire network from unauthorized devices.

It is of utmost importance that the pairing process is secure. At the
same time, it must not require too much hardware and software support
from the Nodes and must be easy to use. Proximity authenticated channels
(PAC), which requires the two Nodes to physically be close to each other,
cables, or removable media (e.g., flash memory cards, USB pocket memories,
and compact discs) can provide increased security during the personalization
and the exchange of the pair-wise keys compared to using the normal Radio
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Interfaces. Several schemes have been worked out to improve the security of
this procedure [138].

It is also important to prevent unauthorized pairing. Just physical access
to a Personal Node for a short while must never be enough for someone to
perform unauthorized pairing. In that case, it would be too easy for some-
one to include an unauthorized Node into the PN without the consent of
the PN owner. Hence, the personalization must be protected by passwords,
biometrics, or other secure means. Furthermore, if a Node is already person-
alized and belongs to a PN, it must not be trivial to remove or alter that
personalization. However, this thesis is not going to cover this topic any
further, instead we assume the Trust Relationships are in place. The cryp-
tographic details of the pairing process and other aspects of personalization
have further been described in [138].

3.5 Cluster Organization

At the connectivity abstraction level, Personal Nodes that have direct ra-
dio connectivity (a common Radio Domain) and that share a permanent
Trust Relationship can establish secure communication. When more Personal
Nodes are discovered, with which secure communication can be established, a
Cluster is formed. A Cluster consists of only Personal Nodes and the secured
communication links between them. Once secure connectivity has been real-
ized, communication at the network level can take place between all Personal
Nodes in the Cluster, without using Foreign Nodes.

Each step of the mechanisms to form and maintain a Cluster should be
fully distributed. The proposed method is pro-active and opportunistic in
its way to form Clusters. It uses all opportunities to find all neighboring
Personal Nodes and thereby making the Cluster as large as possible. This
means that the Cluster can handle its internal communication by itself with-
out any outside support. We refer to this as intra-Cluster communication.
To solely rely on intra-Cluster mechanisms as much as possible is likely to
be more efficient than using inter-Cluster mechanisms. Inter-Cluster mech-
anisms involve an Interconnecting Structure, which is not always available
and is, in many cases, expected to be poorer (in terms of performance, cost,
etc.) than intra-Cluster communication. This is due to the longer distances
that a infrastructure-based network needs to cover in order to be available
everywhere. See Figure 1.1 in Chapter 1.

Clusters are dynamic in nature. Nodes are switched off or become avail-
able as well as roam and show up in different Clusters. Clusters can split
when a person brings some Nodes and leaves the rest behind. Likewise, Clus-
ters can merge when a person arrives home with his/her wearable Personal
Nodes and they merge with the home Cluster. Potentially, there is no limit
to how large a Cluster can grow, both in terms of number of Nodes and
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geographical span. However, typically we expect Clusters to have a small
number of Nodes and a limited geographical span, because of the way they
will be deployed. Typical radio technologies used for intra-Cluster commu-
nication will have limited range (e.g., IEEE 802.15.3 has a typical range of
10 m), which means that normal Clusters will be limited.

Not all Nodes in a Cluster will have direct links to all other Nodes, be-
cause of different link layer technologies or radio range limitations. This
implies that a Cluster might be a multi-hop network. Therefore, it must
provide addressing and routing functionality in order to enable efficient and
secure communication. This functionality should be able to deal with the
specific characteristics and dynamics of Clusters: Nodes can roam, join, and
leave the Cluster. In order to handle these characteristics and dynamics,
a distributed, totally self-organized, and efficient multi-hop mobile ad hoc
routing mechanism should be used.

The Cluster around the user is the P-PAN. The P-PAN operates with
similar mechanisms as the Clusters. Due to the dynamic behavior of the
Clusters, Personal Nodes in the P-PAN or any of the Clusters may roam and
join other Clusters or the P-PAN. It is therefore natural that all Clusters of a
PN, including the P-PAN, use the same Cluster organization mechanisms for
better integration when nodes roam or Clusters merge and split. There is,
therefore, no need to handle the P-PAN differently from the other Clusters
at this level. Because of this, we will use the Cluster to denote any Cluster
or the P-PAN in this thesis. Only at the application and service abstraction
level it may make sense to distinguish the P-PAN from the other Clusters,
because the P-PAN is the Cluster closest to the user.

The use of the Internet Protocol (IP) as a common language makes it
possible to have a network layer architecture that is independent from the
heterogeneity of the underlying link layers. In this thesis, we will mostly
focus on IPv6 [48], which is slowly being adopted [240]. The prototyping in
the later chapters are based on IPv6, except the inter-Cluster tunnels that
use IPv4, since they have to go across the Internet as it is deployed today.
Nevertheless, most of the mechanisms of this thesis will also work over IPv4
[184].

Clusters can also consist of very limited devices that have no IP capa-
bilities whatsoever. Examples of such devices can be networked sensors and
simple actuators. As these devices still can offer important services to other
Nodes in the Cluster and the rest of the PN, they should still be connected.
Therefore, a Personal Node that can act as a bridge between the IP-incapable
device(s) and the Cluster should enable this. The bridge can make the ser-
vices offered by the IP-incapable device(s) accessible to the rest of the Cluster
and the PN.

Finally, a Cluster will not only operate as a stand-alone network, but it
will also interact with its immediate environment, such as nearby Foreign
Nodes or the Interconnecting Structures. Nodes in the Cluster that can
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provide connectivity to Nodes outside the Cluster are called Gateway Nodes.
Gateway Nodes will have some special functions such as address translation,
filtering of incoming traffic, set up and maintenance of inter-Cluster tunnels,
etc. These tasks might be quite heavy for some Personal Nodes, so it is
useful to select powerful Personal Nodes as Gateway Nodes when possible.
The process of finding capable Gateway Nodes with links to Foreign Nodes or
the Interconnecting Structures is another network function that is provided
by the Clusters.

Chapter 4, 5 and 6 will further discuss these and other issues related to
Cluster organization.

3.6 PN Organization

A PN can have multiple Clusters that are geographically dispersed. As stated
earlier, each of these Clusters uses the same mechanisms, but they organize
themselves in a completely standalone fashion. The PN concept realizes com-
munication between these remote Clusters using the Trust Relationships that
are already deployed. With remote, we mean that communication between
the Clusters can only be realized through the use of IP routing and forwarding
over Foreign Nodes, such as through an Interconnecting Structure. Another
implication is that once the Clusters have access to an Interconnecting Struc-
ture, they need to be able to locate each other, a fundamental property that
forms the basis of PN organization.

In order to form the PN, three requirements need to be fulfilled by the
PN organization mechanism:

1. When access to the Interconnecting Structure is available, the Clusters
need to be capable of locating each other.

2. Once they have located each other, they must establish secure tunnels
between them.

3. Last but not least, once the PN has been formed, it should be able to
maintain itself in view of the dynamic nature of the networks. That is,
the tunnels must be updated when one or more Clusters roam.

As mentioned before, Gateway Nodes are Personal Nodes in the Clusters
that have connectivity with Foreign Nodes or the Interconnecting Structure.
It is the responsibility of these Nodes to construct the interconnecting com-
munication needed to build a connected PN and thus have to look for op-
portunities to establish such communication. In order for each Cluster to
locate the other Clusters in the PN, an agent is of a big advantage. This
agent is referred to as a PN Agent and each PN should have one. Its role
is to coordinate the Clusters and keep their locations in a database. In this
way, Clusters within one PN can easily find each other. Figure 3.6 shows a
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Figure 3.6: PN Organization

PN with a PN Agent assisting the Clusters to connect with each other using
inter-Cluster tunnels between Gateway Nodes in the different Clusters. The
PN Agent should be considered as a functional concept and not as a PN en-
tity, as there may exist many different solutions to implement the PN Agent
concept, including distributed solutions.

The purpose of the tunnels is twofold:

1. They provide secure means for inter-Cluster communication by shield-
ing the intra-PN communication from the outside world.

2. These tunnels will be established and maintained dynamically to ef-
ficiently deal with Cluster mobility. Optionally, they can also help
connecting Clusters that resides behind network address translators
(NATs) or firewalls.

Once the PN has been formed, intra-PN communication can take place.
However, in order to establish connectivity among the Personal Nodes, ad-
dressing and routing are indispensable. One possible approach is to see the
PN as a single large multi-hop ad hoc network in which most of the links are
wireless, some are wired, and some are tunnels between the Clusters. Within
this ad hoc network, we can adopt a flat addressing scheme and run an ad hoc
routing protocol that has been optimized for this environment. For instance,
a PN internal IP prefix could be reserved and all Nodes within the PN will
select a PN-unique IP address with this prefix. This IP address will be inde-
pendent of the location of the Node in the PN. This approach has the great
benefit that, in combination with the dynamic tunneling mechanisms, mo-
bility will become completely transparent for the higher layer protocols. The
ad hoc routing protocols will hide intra-Cluster mobility and the dynamic
tunneling will hide Cluster mobility and Gateway Node changes.

In Chapter 7, we discuss the PN organization further, including various
PN Agent solutions as well as some other alternative solutions for PN orga-
nization.



3.7. FOREIGN COMMUNICATION 49

3.7 Foreign Communication

So far, only communication between Personal Nodes has been covered. How-
ever, a PN cannot exist in isolation, but needs to interact with other PNs
as well as PN-unaware Foreign Nodes and other non-IP devices. Foreign
communication involves both using Services from Foreign Nodes as well as
offering Services to these Nodes.

At the connectivity abstraction level, at least one Personal Node must
obviously share a common Radio Domain with the Foreign Node to be able
to establish any communication. If this is the case, then the network level
must provide the PN with a way to also communicate with Foreign Nodes
without compromising its own security and adversely influence the intra-PN
mechanisms.

As stated earlier, Personal Nodes that connect to a Foreign Node are
called Gateway Nodes. Gateway Nodes need to treat foreign traffic in a
different way from intra-PN traffic. They must, for instance, block all non-
approved traffic from entering the PN. Furthermore, Gateway Nodes must
bridge the mechanisms used inside the PN with the ones used to communicate
with the Foreign Nodes as these mechanisms will be different. If a Personal
Node instead wishes to communicate with a remote Foreign Node through an
Interconnecting Structure, then the Gateway Node that links the Cluster up
to the Interconnecting Structure needs to bridge the PN-internal mechanisms
with the mechanisms used on that Interconnecting Structure.

When a Foreign Node wishes to establish communication with the PN
also when no direct local connection is available, it can turn to the PN
Agent of that PN via the Interconnecting Structure. Foreign Nodes need
only to remember the address of the PN Agent of a PN to be able to initiate
connections with that PN. To simplify even further, the address of the PN
Agent can be given a name that can be resolved through, for instance, DNS.
The PN Agent will know the location of all the Clusters in its PN and can
tunnel the packets to the appropriate Cluster and Personal Node. At the
same time, the PN Agent will bridge between the Interconnecting Structure
mechanisms and the intra-PN mechanisms.

Chapter 8 contains more details about foreign communication.

3.8 PN Architecture Discussion

Now that we have introduced our architecture for PNs, we should ask our-
selves two questions:

1. Can this architecture be implemented in reality, and

2. Does it then fulfill the requirements outlined in Chapter 2?
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The first question will be answered in the following chapters where each
part of the architecture will be further discussed and developed to a level
where the architecture becomes concrete. However, answering the second
question is actually more important, since if the architecture does not meet
the requirements, then all the development is for nothing.

It is hard to know in advance whether the requirements can be met by the
architecture since it depends on the detailed solutions chosen for each part
of the architecture. For instance, QoS and reliability depend heavily on the
used routing protocols and mobility mechanisms, which are not dictated by
the architecture. Therefore, we can not say whether the requirements have
been met. However, it is important that the architecture does not prohibit us
from meeting the requirements. In the remainder of this chapter, we will try
to answer the question by discussing some known issues and their potential
solutions.

3.8.1 Why a network layer overlay?

The first question one must ask about the architecture is: Why define the
PN at the network level and in effect creating a network overlay? An option
would indeed be to define the PN at the service level, by perhaps building a
service overlay on top of existing network solutions. While this certainly is
possible, it would leave many important issues unsolved at the network level.
The users would still need to configure many things; assign network ad-
dresses, routing protocols and other network settings for all kinds of different
networks. Current auto-configuration solutions are either targeted towards
only one network type (such as a home network) or are non-sufficient (e.g.,
cannot handle mobility). It is also likely that different types of devices use
different types of incompatible network solutions that would make integration
unnecessarily hard.

In the PN architecture we defined, a unified network solution is proposed
that enables automatic configuration and adaptation. It provides connectiv-
ity between Personal Nodes and is protected from non-cooperative Nodes.
Also foreign communication is possible.

3.8.2 How protected is a PN?

The main concept of this architecture is the strong focus around the long-
term trust concept, which is used to make the distinction between Personal
and Foreign Nodes. Only Nodes that have established long-term Trust Re-
lationships (i.e., Personal Nodes) can be part of the user’s PN. In this way,
the intra-PN network mechanisms within a PN can be protected from non-
trusted Foreign Nodes.

As we explained before, when a Node is being personalized, it establishes
a long term Trust Relationship with all the other already personalized Nodes
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in the PN. This actually means:

1. The new Node gets access credentials from the other Nodes in the PN.

2. The new Node gives access credentials to the other Nodes in the PN.

The next question to be answered is of course: what exactly does this
access include?

One essential capability it gets and gives access to is the intra-PN net-
working mechanisms. The Node can generate routing messages, hello mes-
sages, data packets, and so forth that are trusted by its neighboring Personal
Nodes as well as verify the authenticity of such messages it receives. Since
only Personal Nodes can participate in this, only Nodes under control of the
user are included in these mechanisms. Hence, the Nodes can be assumed
to be cooperative and in this way, many security-related problems with re-
spect to networking can be avoided. Personal Nodes can send packets among
themselves and be sure that packets they receive originated from a Personal
Node. Packets from Foreign Nodes are either filtered or are treated in a way
so that an end Node can distinguish them from packets coming from Personal
Nodes.

Another capability a Personal Node gets and gives access to is Services.
That is, a Personal Node allows access to its Services from any other Personal
Node. The benefit of this is obvious. This access control policy is very trivial
which hopefully means that most users can easily understand it. On the
other hand, it has serious security drawbacks. If this policy is always used,
then anyone can use a Personal Node to access any Service in the whole PN
and this can happen since long term Trust Relationships only authenticate
Nodes but not the user of a Node.

The problem includes lost or stolen Personal Nodes as well as Nodes
temporarily in the hands of someone else. If such a Node is capable enough,
it can be used by anyone to access any Service within its PN, including
sensitive Services such as private photo albums, banking services, etc. The
owner can of course exclude lost or stolen Nodes from the PN, but to only
depend on this is not necessarily enough since it may already be too late.
However, for many Personal Services, this weak level of security may still be
acceptable, but since Personal Nodes certainly will be lost or stolen, there is
also a need for more security for more sensitive Services.

A potential solution is to make sure that each Personal Node authenticates
its direct physical user before the Node can be used to access Services on other
Personal Nodes. However, then the security data used to implement the
long-term Trust Relationships and stored on each Personal Node needs to be
properly protected. This requires good user authentication and good tamper-
resistance on all Personal Nodes. Unfortunately, good tamper-resistance for
every Personal Node is a very difficult problem and currently not feasible
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[211]. It is expensive and makes devices bigger, clumsier, and may still not
yield good enough security.

As a consequence, to allow a Personal Node access without the Service
itself authenticating the user is not secure enough for sensitive Services. For
these Services, additional authentication and access control on the Service
Node itself is required. Hence, it must be possible for the user to add security
measures when he/she feels the need for it.

3.8.3 How usable is the PN Security?

One of the big concerns with the architecture is its security system and
whether the users can handle it properly. Many other security systems, such
as Pretty Good Privacy (PGP) [230], have failed just because users do not
understand them. As before, it is impossible to answer this question without
first implementing the system and conduct a usability study. Nevertheless,
we can make sure that the architecture follows design principles known to
work well, such as the ones outlined in [237].

The design principles regarding usable security identified by Yee can be
summarized as follows: explicit authorization, visibility, revocability, path
of least resistance, expected ability, appropriate boundaries, expressiveness,
clarity, identifiability, and trusted path. Some of these principles, such as
path of least resistance, identifiability, and trusted path, have more to do
with the user interface than the system architecture itself.

We believe that the other principles either are supported or can be sup-
ported by the final implementation. Personal Nodes are manually included
into the PN by the user (explicit authorization) and can again be excluded
(revocability). Since each Node needs a Trust Relationship with all other
Personal Nodes, it would not be difficult to create a tool that displays this
information and tells the user exactly which Nodes are currently part of
the PN (Visibility). The remaining principles (expected ability, appropriate
boundaries, expressiveness, and clarity) have to do with what the security
system is capable of and how this is communicated to the user.

The distinction between Personal Nodes and Foreign Nodes can be based
on, for instance, ownership, which is a concept people understand. The
system is, at the same time, visible. Hence, the user can easily understand
how it works and therefore create an accurate mental model of the system
more easily [166]. With the help of the mental model, abilities and boundaries
become clear and the user will be able to take the right decisions.

3.8.4 Do we need to manage our PNs?

Today, private persons have problems to update and secure their own home
PC. To install, update, and maintain sophisticated devices that are heavily
software based, e.g., digital home theater systems, hard disk recorders, dig-
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ital cable or satellite tuners, etc. cause considerable dissatisfaction. What
will happen when they have tens or maybe hundreds of wireless devices to
maintain? The idea is that PNs are self-configured and hence minimizes the
need for manual management. For many of the management task required
by today, it is clear that further technical solutions are required. As many
of these tasks as possible must be automated by the PN to minimize the
demand on the user to manually perform these tasks.

Automatic software updates and frequent backups of Personal Nodes are
examples of tasks that a PN management tool must provide. This should
not be a problem with the current architecture. These types of tools need
to communicate with all Personal Nodes and perhaps a few Public Services
through the Interconnecting Structures, something that is already supported.
With these connection possibilities, automatic solutions can be built as well
as remote management solutions if necessary. Further, the system should
inform the user when manual actions are required, such as switching on a
deactivated Node when there is a need for a software update. However, there
is a need for a streamlined and common framework for this, considering that
a PN may consist of several very different types of Nodes from different
manufacturers with very different types of software.

3.8.5 What about the social dimension?

The real challenge with personal networking is actually to understand the so-
cial aspects and here it must be agreed that the PN architecture is not fully
sufficient. For instance its focus on the person and his/her Personal Nodes
makes it difficult to share Nodes. Most people have affiliations with a lot of
different communities where Nodes actually are shared. A person might be-
long to a family, a company, a sports organization, as well as informal groups
of friends and acquaintances. The architecture must take these facts into
account and properly support individuals in their social life. For instance,
borrowing and sharing of Personal Nodes must be supported, maybe only for
a limited time in some cases, but also indefinitely. An example of the latter
is a family sharing home equipment and appliances.

Occasional and exclusive borrowing of a Node can be done by removing
all sensitive information on the Node and give the borrower full control of the
device. That is, all stored data should be moved to another Personal Node
and the Trust Relationships temporarily be deleted during the time someone
borrows it. The Node can be excluded from the owner’s PN and temporarily
included in the borrower’s PN. Renting is special form of occasional time-
limited borrowing where this scheme also could be used. As long as there is
only one concurrent user and the user does not change too often, this will
work.

However, another solution is required when it comes to sharing a single
Node among several persons at the same time. Relying on foreign commu-
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nication is of course possible, but not always efficient. A shared Node that
is frequently used by two persons will never be part of both PNs and this
may lead to sub-optimal networking for at least one of the persons. An
alternative is to allow a Node to be personalized by two or more persons
simultaneously, but still keep the various PNs separate. A Node with sev-
eral personalizations need to be able to distinguish among the PNs and then
maintain several concurrent but separate intra-PN networking mechanisms.
This may be a bit heavy for mobile Nodes, but is not a problem for stationary
and mains-powered Nodes that are more likely to be shared like this anyway.

Sharing networks can also be beneficial. Consider, for instance, a home
network belonging to a family. Such a network consists of several Nodes and
network links that should be shared by all the family members. It is not
efficient if each of the family members have their own totally separate home
Cluster. It would be more efficient if their Clusters integrate into one family
home Cluster. After all, Nodes belonging to family members can also be
believed to be cooperative. It may therefore be beneficial if some PNs can
be fully integrated at the networking level. Two PN users can, for instance,
declare each others PNs as totally trusted. Whenever a Personal Node meets
a Foreign Node belonging to a fully trusted PN, it considers that Node to
be a Personal Node, at least at the network level. At the service abstraction
level, the Node can still be considered as a Foreign Node to make sure that
Services only available to Personal Nodes are not accidentally opened up.

Group communication is another area where the current architecture is
somewhat limited. Considering that group communication is both common
and important for people, it can be worthwhile exploring alternatives. One
particular promising solution is federation of networks (Fednets) [164] and in
particular federation of PNs [75]. The idea is to extend the PN framework
with special functionality for group communication. This includes establish-
ing and maintaining federations of PNs in an efficient and ad hoc way to
support collaborative tasks of PN users. A group of users that needs to com-
municate establishes a PN federation among their PNs and makes relevant
Services available within that federation. The details of how a PN federation
could work have, for instance, been specified within IST MAGNET Beyond
[130] and Freeband PNP2008 [81].

One more important social aspect is the conflict of interests between a
person’s professional and private life. On the one hand, companies set up
security regulations on how an employee can use the company devices and
how to handle sensitive company data and on the other hand, that person
has a private life where he wants to use the same devices. This may include
having a combined agenda for both professional and private activities. It may
be desirable to be able to take care of some private matters when at office or
using privately owned equipment when working from home, etc. However,
this will undoubtedly go against most company’s security regulations if PNs
can not prove to be secure enough. Companies need to trust both the PN



3.9. SUMMARY 55

architecture and their employees’ ability to use the system in a secure way
before they allow their employees to have one PN containing both private
and business devices at the same time.

3.8.6 More issues?

As has been demonstrated here, the base architecture outlined earlier in this
chapter is far from perfect. It tries to single out the trustable Nodes from
non-trustable Nodes, but sometimes fails to do so. Personal Nodes can be
lost and can therefore not always be fully trusted, while at the same time,
many Foreign Nodes actually are trustable and can be fully trusted. The
architecture is very simple and easy to understand, but not yet sufficient.
With this, we hope to have highlighted that these issues can indeed be solved.
The current strength of this architecture is its simplicity. However, extensions
are not only possible, but also required even if they make the PN more
complicated. It is important to carefully consider which extensions are useful
so that we can avoid creating an unnecessary complicated system. However,
in the rest of this thesis, we will focus on the feasibility of building a PN
based on the base architecture and leave this for future research.

3.9 Summary

In this chapter, we proposed an architecture for personal networks in which
there are two types of nodes: Personal Nodes and Foreign Nodes. Personal
Nodes are nodes that belong to the user, while all other nodes are Foreign
Nodes. The Personal Network (PN) of a user is the collection of all that
user’s Personal Nodes. When active Personal Nodes come together and can
communicate with each other, they form Clusters. Personal Clusters com-
municate with each other over Interconnecting Structures and thereby form
a connected PN. The architecture separates the communication among Per-
sonal Nodes of the same PN from the communication to, from, and among
other Nodes and devices. Hence, each Node must know which PN it belongs
to and must be able to tell if another neighboring Node is a Personal Node
or not. This is achieved by a manual personalization step in which the user
admits a newly acquired Node into the PN.

To better introduce the various concepts of the architecture, we divided
it into three abstraction levels: the connectivity abstraction level, network
abstraction level, and the application and service abstraction level. Terms
and concepts were then introduced at each of these levels.

In the last part of this chapter, we discussed the suitability of this ar-
chitecture. We focused on the requirements introduced in Chapter 2 and
verified whether the architecture could fulfill all requirements. Certain areas,
such as security, usability, and social aspects, were studied in more detail. It
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was concluded that most requirements were fulfilled or could be fulfilled by
our architecture. However, due to its simplicity, the architecture is not fully
sufficient; some extensions are required. However, the rest of this thesis will
focus on the feasibility of building a PN based on the base architecture and
leave this for future work.



Chapter 4

Cluster Formation and
Maintenance

Now that the overall architecture for PNs has been determined, it is time
to look at the various parts of the architecture. In this chapter, we start by
looking at the Clusters in more detail and their formation and maintenance
in particular.

In Chapter 2, we argued that personal networks need ubiquitous network
connectivity that is reliable. To achieve this, it is best if the Personal Nodes
can manage their own communication among themselves without the need for
infrastructure support, at least at the network level. However, if there is no
need for special communication equipment, such as access points and network
switches; this will maximize the ability of ubiquitous network connectivity.

Each Personal Node should contain the necessary functionality to form
and maintain the networks needed for its operation. Hence, when Personal
Nodes come together, they should form a local ad hoc network that enables
them to communicate with each other independently of external support.
They should form a self-organized Cluster.

This chapter is structured as follows. Section 4.1 precisely defines what
a Cluster exactly is and introduces important requirements for the Cluster
formation. Section 4.2 discusses related work, with a focus on the technolo-
gies we propose to use to implement Clusters. Section 4.3 introduces the
Cluster formation mechanism and its neighbor discovery mechanism. The
security-related topics of Cluster formation and maintenance are covered in
Section 4.4 and 4.5. Section 4.4 covers Personal Node authentication while
Section 4.5 covers the establishment of secure communication with neighbor-
ing Personal Nodes. In Section 4.6, we outline the Cluster formation pro-
totype that we developed to demonstrate the concepts of Cluster formation
and maintenance. Section 4.7 summarizes this chapter.

57
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4.1 Definition, Scope, and Requirements

A Cluster is a connected network consisting exclusively of Personal Nodes
located within a limited geographical area, such as a house or a car. The
Nodes share Trust Relationships with each other and are connected by one
or more link layer technologies [135]. All Personal Nodes should implement
the same mechanisms at the network level so that they can easily find each
other and communicate directly when there is connectivity between them at
the connectivity level. In this way, the migration of a Personal Nodes from
one Personal Clusters to another becomes easier.

A Cluster facilitates secure network communication among Personal
Nodes on a local scale and sets a boundary for the intra-Cluster network
level formation and maintenance mechanisms. A precise definition of a Clus-
ter is needed in order to clearly set a boundary between local and global
network mechanisms. We therefore define a Cluster as follows:

Definition: A Cluster is a connected network consisting of active Personal
Nodes exclusively.

Two Personal Nodes are in the same Cluster if they can communicate
with each other using a path between them consisting of only Personal
Nodes such that each Personal Node shares a Radio Domain with the
next Personal Node in the path. Hence, a Cluster consists of Personal
Nodes and the Radio Domains that connects them. A single Personal
Node with no other Personal Nodes in its communication range is by
itself a Cluster, a single Node Cluster.

It is important to note that neighboring Nodes within a Cluster share
Trust Relationships. Each Node must validate whether a neighbor is a Per-
sonal Node or not. This is done by cryptographic means based on the pre-
established Trust Relationships between the Personal Nodes. Personal Nodes
within a Cluster are usually located within a limited geographical area, such
as a house or a car. This is due to the limitation of typical link layer tech-
nologies that we envisage will be used in a Cluster, such as LAN, WPAN, and
WLAN technologies. Long range infrastructure technologies, such as UMTS,
can not be used within a Cluster. Such technologies rely on several Nodes
not under the control of the Cluster owner and can never be characterized
as a single Radio Domain with one common MAC mechanism. Instead, they
can be used when a person’s Clusters need to communicate with each other.

There are of course alternative ways to define a Cluster, such as using
geographical distance. A Cluster can be defined as Personal Nodes within a
distance of 10 meters. This definition requires positioning capabilities and
may not be suitable for network layer mechanisms even if approximating
techniques are used (e.g., based on distance measuring using received radio
signal strength). However, geographical proximity among Nodes within a
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Cluster can be a good indication for security. Two nodes in the same Cluster
will most likely reside in the same situation, such as inside a house, a car, or on
the body of the PN owner. Indeed, security based on this kind of information
may be useful, but should instead use mechanisms at higher layers, such as
a context information distribution functionality. Another possible Cluster
definition is a limit on the number of hops from an elected master node or a
special device (e.g., [216]).

Cluster formation and maintenance at the network level will take place
in the same way in every Cluster, including the P-PAN, and should therefore
comply with the same set of requirements. We see the following requirements
as crucial:

1. The network layer and the Cluster formation and maintenance proce-
dures must be as independent as possible from the lower layers, includ-
ing MAC and link layers. At least current link layer technologies must
be supported, including Ethernet (IEEE 802.3 and 802.11), Bluetooth
(version 1.2 and 2.0), and future link layer technologies as far as can be
anticipated. While wireless is more convenient for the user, we should
not completely forget wired solutions either.

2. A Cluster can be connected using various link layer technologies. The
Cluster formation and maintenance functions must support multiple
different link layer technologies in a single Cluster at the same time.

3. The Cluster formation and maintenance must be self-organized. It must
be able to form and maintain itself without support from the user or
external infrastructure-based equipment or services.

4. Personal Node discovery and departure detection should be provided
by the link layer. However, when no such functionality is available
or not adequate, the network level has to provide this functionality.
For improved quality of Cluster networking, it is important that links
between Personal Nodes are constantly monitored so that link breaks
and Node departures can be detected in an accurate and timely manner.

Scalability is not a very important requirement for Cluster formation and
maintenance. We believe that, in the future, mobile Clusters typically will
not consist of very large numbers of Personal Nodes. Non-mobile Cluster,
such as a home Cluster, may contain more Nodes; perhaps up to around 50
Nodes. There are plenty of electronic devices in a house that can benefit from
being connected in a permanent way. We expect that very large numbers of
devices, such as sensors, will need special solutions and therefore be“hidden”
behind single Personal Nodes acting as gateways between the PN and the
sensor networks. Therefore, we design the Cluster formation and mainte-
nance procedures to support up to at least 100 Nodes, but with a typical size
of less than 10. Scalability is mainly an issue in intra-Cluster routing.
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4.2 Related Work

A Cluster is basically a special type of ad hoc network [177]. Ad hoc networks
and their mobile variant, MANETs, were described earlier in Section 2.2.1.
As mentioned there, MANETs are unplanned networks of mobile devices that
can form quickly and automatically when the opportunity arises. As such,
Clusters will build on ad hoc and MANET technology.

In addition to routing, the IETF MANET working group [143] has re-
cently started to focus on other subjects. New topics include a common
packet format for signaling traffic in MANETs [38] and a neighbor discov-
ery protocol called MANET Neighborhood Discovery Protocol (NHDP) [39].
The new common packet format is extensible and has been extended for car-
rying the signaling of future ad hoc routing protocols, such as OLSRv2 [40]
and DYMO [32]. In the same way, it is possible to extend the packet format
to also carry Cluster-related information, such as Trust Relationship infor-
mation. However, one aspect not covered by the packet format is privacy.
While it is possible to encrypt some signaling traffic, such as routing traffic,
it is not possible for every signaling packet. Routing traffic is exchanged
between Personal Nodes only after discovery and when a secure link has al-
ready been established. Hence, these packets can be completely encrypted
by the link layer and there is no problem with using the common packet
format in combination with any ad hoc routing protocol. On the other hand,
Node discovery packets and Personal Node authentication packets can not
be encrypted in the same way, since they are transmitted before a link has
been secured. Therefore, they require special mechanisms to both securely
authenticate the Nodes and at the same time protect the privacy and the
identity of the Nodes. Therefore, we will use a dedicated packet format for
these packets in this thesis.

The neighborhood discovery protocol (NHDP) from IETF MANET,
which of course is based on the common packet format, uses periodic
hello messages. Each Node periodically transmits hello messages on all its
MANET-enabled interfaces. The hello messages contain the Node’s address,
a list of its neighbors, and some other basic information. The purpose of
the hello messages is two-fold: first, they are used to discover new neighbors.
Whenever a hello message is received on an interface from a previously un-
known neighbor, a new link can be established. The second purpose is to
monitor existing links and detect when they disappear. However, as will be
explained in Chapter 6, this raises several issues not addressed by NHDP.
For instance, using hello messages provides a very inaccurate view of a link’s
quality and is a slow way to detect changes. In Chapter 6, we will provide
a better view of the link qualities. Further, we will propose solutions to the
privacy problems that NHDP will have.

The Ananas approach [33] tackled the MANET problem by introducing
an adaptation layer between the link layer and the network layer to emulate
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a normal switched Ethernet for the network and higher layers. This “layer
2.5” actually uses ad hoc networking techniques to implement unicast and
broadcast packet forwarding on top of a multi-hop network. The benefit of
such an adaptation layer is that higher layers can continue to operate as if
they were running on a normal fixed network. The drawback, on the other
hand, is that too much information is hidden, which leads to inefficient and
non-optimal operation. Protocols designed for switched Ethernet environ-
ments do not work particularly well in ad hoc networks as they are not able
to cope with the special requirements that an ad hoc network poses, such as
varying link quality and lower available bandwidth. However, the main prob-
lem is actually the dependency on broadcasting. Broadcasting in a switched
Ethernet is both a reliable and relatively inexpensive operation. In an ad
hoc network, that is not the case. Therefore, Ananas’ model is not robust
and efficient enough for Clusters.

The idea to introduce a new layer for ad hoc networking between the
link and network layers has been proposed by many others for other reasons
as well. One popular reason is to provide a single abstraction of a link.
Generic Link Layer (GLL) [197][198] and Universal Convergence Layer (UCL)
[137][199] are both variants of that approach. The idea is to avoid that the
network layer needs to be developed to work with a particular type of link
layer or to accommodate all the details of all the different types of link layer
technologies. The reasons are on the one hand, a network layer needs to be
independent from the link layer to allow it the flexibility to use any type of
link layer, and, on the other hand, ad hoc networking requires a good amount
of cross-layer interaction [241][242][243]. A generic or universal abstraction
of an ad hoc link layer by an adaptation layer can offer a good compromise
between the two. The Cluster formation mechanism will therefore use the
same kind of approach in order to be able to work with several different types
of link layer technologies.

4.3 Cluster Formation

The method we propose for Cluster network formation is opportunistic in
the way it forms a Cluster. It seizes all opportunities and makes the Clus-
ter as large as possible using available ad hoc link layer technologies. These
technologies do not have the same range as mobile networks that may cover
a whole country or more. On the other hand, they have much higher band-
width for the same energy consumption. This makes them preferable for use
in Clusters when compared to infrastructure-based mobile networks. The
Cluster formation can be thought of as a network sub-layer function that
makes use of available link layer technologies to form a Cluster whenever
possible. It is also proactive, meaning that it constantly looks for Personal
Nodes in the neighborhood and possible links to extend the Cluster. The



62 CHAPTER 4. CLUSTER FORMATION AND MAINTENANCE

Figure 4.1: Example of two Personal Clusters

purpose is to be able to use intra-Cluster mechanism to provide communica-
tion between as many Personal Nodes as possible, since local communication
is likely to be more efficient than using global Interconnecting Structures.
Interconnecting Structures cannot be assumed to always be available and, in
many cases, provide lower data rates and at higher cost than direct multi-hop
intra-Cluster communication.

After a Cluster has been formed, each Personal Node will have a list
of direct neighbor Nodes that are Personal Nodes. Associated with each
neighboring Personal Node in this list is also a security key, which is used to
protect the data messages on the link between the two Personal Nodes. The
security key is of course derived from the pair-wise keys that were deployed
during the personalization step. Traffic from neighboring Foreign Nodes must
be ignored unless the Node is acting as a Gateway Node. Gateway Nodes
treat traffic from Foreign Nodes differently with firewall rules and the like.
Properly encrypted traffic from neighboring Personal Nodes, on the other
hand, is always trusted and, in this way, a secure Cluster is formed. A
Cluster carries traffic among its Personal Nodes in a secure way and detects
and filters traffic from Foreign Nodes. On top of these secured links and
filtered neighbor lists, we introduce an intra-Cluster networking layer with
addressing and routing. Note that also these functions will be protected in
the same way as any traffic between neighboring Personal Nodes. Figure 4.1
shows an example where several Personal and Foreign Nodes are scattered
in a small area. The Personal Nodes will find each other, establish secure
links, and form Clusters. Due to radio range limitations, it is impossible to
form one Cluster containing all Personal Nodes. Hence, in this scenario, two
Clusters are formed and to connect the two, we depend on an Interconnecting
Structure.
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4.3.1 Multi-hop Clusters

Each of the steps to form and maintain a Cluster is distributed. This is
because we do not allow the Cluster formation to depend on special Nodes
being present. Any two Personal Nodes that implement a common wire-
less technology must be able to find each other and form a secure Cluster.
Furthermore, distributed solutions are more robust, especially in multi-hop
networks and Clusters may be multi-hop. That is, a Cluster may not al-
ways be fully connected with direct links between all of its Nodes. Even
though Clusters will be fully connected in many cases, we cannot exclude the
possibility that a Cluster is multi-hop and hence the Cluster formation and
maintenance procedures need to support multi-hop Clusters. In particular,
there are three reasons that may make a Cluster multi-hop:

1. Some link layer technologies have limitations on the number of devices
in one PAN. The best example is Bluetooth [84], which can only ac-
commodate eight active devices. If more active devices are present, a
multi-hop scatternet [147] is needed in order to accommodate additional
devices.

2. The radio range may not be enough to cover all devices in one hop.
Imagine a house where a person’s devices are spread all over that house,
including home appliances. In principle, a wired WLAN infrastructure
with several access points could be deployed in such a situation, but
there is actually no need for that. It is also possible to connect the de-
vices in a multi-hop ad hoc network. If necessary, one can place mains-
powered relay devices just to make sure that the multi-hop Cluster is
connected and covers the whole house.

3. It is necessary to accommodate several link layer technologies at the
same time, e.g., the different variants of IEEE 802.15 together with
802.11. If two nodes want to communicate but do not share a common
radio technology, then a third device that implements both can act as a
bridge; this is in fact a kind of multi-hop network. Obviously, it would
be easier for the user to have only one single link layer technology, but in
times of technology shift this will make a gradual change of technology
possible. Another reason for multiple radio technologies in one PN is
their diverse characteristics. Some technologies offer high data rate
while others offer low power consumption and unfortunately, no single
link layer technology satisfies all application and device requirements.

This means that we need to cater for multi-hop Clusters and hence need
multi-hop routing. However, the routing protocol should be optimized for
small Clusters that are fully or almost fully connected.
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4.3.2 Link layer device discovery

The first step towards forming a Cluster is to detect neighboring Nodes and
their hardware and IP addresses. There are three different ways this could
be achieved:

1. Use the device discovery mechanism provided by the lower link lay-
ers. Several link layer technologies implement device discovery mecha-
nisms. IEEE 802.11 uses beacons carrying the MAC-address to detect
neighboring nodes and access points. Bluetooth transmits inquiries to
detect neighbors and form piconets. These messages can also be used
by the Cluster formation to detect new neighbors or the disappear-
ance of neighbors. The advantage is that no new signaling is needed.
However, different link layer technologies use different device discovery
mechanisms and it is therefore necessary to define how new devices
are detected for each possible link layer technology. Furthermore, it
is possible that some link layer technologies do not have any device
discovery mechanism that can be used by the Cluster formation mech-
anism. Wired Ethernet is an example of that. In that case, other device
discovery mechanisms are needed.

2. Use the neighbor discovery [158] of IPv6 [48]. Unsolicited neighbor
advertisement messages may be used to advertise a Node’s presence.
This mechanism is mainly used to map IPv6 addresses to hardware
addresses, but may also be used for detecting new neighbors. However,
every Node needs to transmit a neighbor advertisement periodically
and thus adds signaling traffic. IPv4 does not have such a mechanism.

3. Implement a higher layer device detection mechanism. Hello messages
based on the user datagram protocol (UDP) [183] sent to an IPv6 link
local multicast address would be a good option. By defining a new
multicast address for IPv6 Nodes that understands PN mechanisms, it
is possible to filter out non-PN-capable Nodes. These messages could
also make the mapping between the IPv6 address and the hardware
address just like the IPv6 neighbor discovery messages above. A similar
approach is possible for IPv4 as well.

The best solution would be to use the link layer device discovery when
possible and otherwise use a higher layer mechanism. The link layer discovery
option does not usually offer the mapping between hardware addresses and
the IP addresses. However, this is not necessarily a problem since the Trust
Relationship detection will take place immediately afterwards and the map-
ping can be part of that procedure instead. Figure 4.2 shows how a Personal
Node that has different link layer technologies with different amount of sup-
port could work. The leftmost Radio Interface uses a link layer technology
that has a discovery mechanism that can be used almost completely, only a
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Figure 4.2: Link layer adaptation possibilities

small interface-specific link layer adaptation layer (LLAL) is required. The
interface in the middle, however, may not provide such a discovery mech-
anism and hence its interface-specific adaptation layer needs to implement
that. In the rightmost interface, absolutely everything is provided and no
adaptation layer is required.

4.3.3 Discovery of Node arrivals and departures

When a Cluster Node detects a new Node, it will try to determine whether
there is a Trust Relationship with this new Node. If the new Node shares a
Trust Relationship, it is a Personal Node and will immediately be integrated
into the Cluster. The Cluster Node will add the information of the new Node
to its list of known neighboring Personal Nodes and perform the necessary
security mechanisms to establish a secure connection with the new Node. All
this is covered in Section 4.4 and Section 4.5.

If the new Personal Node was not already part of the Cluster, more net-
work layer actions must take place before the Node can start to communicate
with the rest of the Cluster:

1. Addressing issues might need to be resolved.

2. The routing protocol needs to update its topology.

3. Other auto-configuration mechanisms might need to be performed, such
as Gateway Node-detection.

Some of the actions that will take place after the Cluster formation and
within the Cluster will be covered in later chapters, in particular:
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• Cluster-wide broadcasting (Chapter 5),

• Routing (Chapter 6), and

• Addressing, which also applies to the Cluster organization (Chapter 7).

If the new Node does not share a Trust Relationship, it is a Foreign
Node and will never be included in the Cluster. If the Cluster Node is not
capable of being a Gateway Node, no connection with the new Node will be
established. Otherwise, the Node is capable of becoming a Gateway Node
and it adds the Foreign Node to its list of neighboring Foreign Nodes. The
Gateway-capable Node can decide to establish a link with the new Foreign
Node and thereby become a Gateway Node. However, the Foreign Node will
never be able to be included in the Cluster. Instead, the Gateway Node filters
out non-authorized traffic from the Foreign Node

It is also important to detect when neighbors disappear. The link layer
may report that a Node is no longer connected or otherwise a network layer
mechanism based on hello messages can be used to detect Nodes disappear-
ing. When a Node loses the connectivity to a neighboring Personal Node, it
will remove that Node from its list of neighboring Personal Nodes. However,
this does not necessarily mean that the Node is no longer a member of the
Cluster; the Node may still be connected to the Cluster through a different
path. It is then up to the intra-Cluster routing protocol to identify a new
route. A Gateway Node will also remove a no longer connected Foreign Node
from its Foreign Node neighbor list.

4.3.4 Merging and splitting of Clusters

The inclusion of a single Personal Node into a Cluster is a special case of
two Clusters merging, since a single isolated Personal Node forms its own
one-Node Cluster. When two Clusters with more than one Node merge, the
same procedure will take place. The only difference is that the addressing,
routing, and auto-configuration protocols may need to do more work, since
more than one new Personal Node is being added to the Cluster. The same
goes when a Cluster splits up into two Clusters. Only the addressing, routing
and auto-configuration protocols may need to do more work.

4.3.5 Cluster member list

In our approach, so far, there is no mechanism that keeps track of the member
Nodes of a Cluster. However, other mechanisms, such as the inter-Cluster
routing protocol, may need this information. In that case, a table-driven
intra-Cluster protocol can be used. If a Node has a route in the routing table
to another Node, then that Node belongs to the same Cluster. The routing
table will list all Nodes in the Cluster and this information can be used
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by the Gateway Nodes to construct the right inter-Cluster tunnels and the
correct routing over these tunnels. Another option might be to use similar
information from the addressing scheme, if available.

4.4 Personal Node Authentication

After a new Node is discovered with one of the techniques mentioned in the
previous section, the next question is whether this new Node is a Personal
Node or not. This is where the pair-wise keys established during the im-
printing procedure come in. Every pair of Personal Nodes shares a Trust
Relationship, which means that they have a common pair-wise key, which
both Nodes store in their local memory. A cryptographic procedure using
the pair-wise keys can determine whether a newly discovered neighbor Node
is a Personal Node or not. Figure 4.3 shows a schematic view of the decision
process each Node must follow. There are three possible outcomes for each
newly discovered neighbor Node:

Personal Node The new Node can successfully authenticate as a Personal
Node with the pair-wise key. The new Node is then added to the list
of neighboring Personal Nodes and a secure connection using the pair-
wise key is established as described earlier. Note that this should be
mutual.

Imprinting Node The new Node is being imprinted or wants to be im-
printed, i.e., the Node is in the process of being personalized. Exactly
which steps will take place here is further defined in Section 3 in [138].
The Node is considered Foreign until the personalization is completed.

Foreign Node This means that the new Node is not a Personal Node or
failed to authenticate as a Personal Node.

4.4.1 Neighbor Node authentication

When a new Node is discovered, it can send a message in the clear that
claims its association with a certain PN using any unique identifier associ-
ated with that PN. A Node that receives such a claim can use that identifier
in combination with a unique Personal Node identifier or address to select
the correct pair-wise key if it has one. The receiving Node challenges the
new neighbor by sending a message with a random number encrypted us-
ing the matching pair-wise key. If the new Node can decipher it and send
back a different message that includes the same random number and again
encrypted using the same pair-wise key, then the neighbor is assumed to be
authenticated as a Personal Node. Note that this is a very brief explanation
of how a simple neighbor node authentication protocol could work. An actual
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Figure 4.3: The decision procedure for Personal Node detection

implementation needs to include more features in order to fully protect the
system against all known attacks.

For this or any other similar schemes to work, it is necessary for the Nodes
to transmit their identifiers. This includes both a PN identifier and a Node
identifier so that a receiving Node knows exactly which pair-wise key to use.
The identifier can be a MAC address, the PN-local IP address or anything
else that is fixed. One solution is for each Personal Node to have a mapping
between MAC addresses and the pair-wise key for every other Personal Node.

4.4.2 Anonymity

For privacy reasons, it is not always wise to expose fixed and unique identities.
Frequently transmitted identities, such as PN and Node identifiers, can be
linked to the user of that device and this makes the device and its user
no longer anonymous. This also includes fixed network addresses. A mobile
device is said to be anonymous if it does not reveal anything that can be used
to link it to a person or to a previously encountered device. The latter means
that it is impossible for someone to know whether he/she has communicated
with or overheard communication from the same device before or not.

When packets with fixed addresses are sent back and forth, it is possible
for any third party to know who communicates with whom and at what
time. Further, protocol analysis can quite accurately guess what type of
data is being sent (e.g., voice, email, or web) even if the traffic is encrypted.
For mobile devices, the addresses may also tell something about the location
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of that device at the time of communication. When all this is put together
from many sources, a lot of information can be deduced that may reveal
a person’s location, who he is communicating with, and at what time—
potentially information the person does not want to reveal. Furthermore,
anyone can lay their hands on this information, not just network providers.

All this is actually no longer just theoretical threats; a system to track
Bluetooth devices was installed in September 2007 in Apeldoorn in the Neth-
erlands [23]. Currently, the system consists of 5 stations at different locations
recording anyone passing by with a device with Bluetooth switched on. If
you know someone’s Bluetooth MAC address, you can detect when and if
that device has been seen on any of the locations through a website [23].

Hence, it is necessary to hide such identities to remain anonymous. Un-
fortunately, that also makes it harder for the Nodes to select the correct
pair-wise key when encountering new neighbors. In the worst case, all stored
pair-wise keys must be tested one by one before the authentication fails and
the Node is declared Foreign. This is, of course, a waste of communication
and computational resources and better solutions are needed.

One very simple idea, we propose in lack of better options, is to have one
PN-wide key that is shared by all Nodes in a PN. The key can be exchanged
during the personalization so that every Node in the PN can store it in its
local memory. The key should only be used to encrypt PN and Node identities
and nothing else. Then, breaking of this key only leads to lost anonymity,
but not to access to the PN network. The latter still requires breaking the
pair-wise key.

While it is possible to encrypt all fixed addresses and identifiers in the
network layers and higher, it is also necessary to protect fixed addresses
used by the lower layers. Most wireless technologies use unique identifiers
that can be read and used in clear and it is simply not possible to encrypt
them, since they are used to determine the sender and the receiver. WLAN
(IEEE 802.11) is one example. Each WLAN card has a hardware address of
six bytes that is used when communicating with another WLAN-equipped
device or access point. To make sure that addresses never clash, each WLAN
card is equipped with a globally unique address. This address can, of course,
be used to map to the owner of the laptop it belongs to. Furthermore,
the WLAN card is constantly transmitting its hardware address in clear,
even when encryption is used. This is still the case when using the latest
WLAN encryption standards, such as Wireless Protect Access (WPA) and
WPA2 [83]. Also Bluetooth suffers from the same problem since it uses the
same type of hardware addresses. However, Bluetooth is slightly better as
it does not transmit its unique hardware address with every message. It is
only sent as part of the piconet formation procedure after discovering a new
neighboring device.

The best answer to this problem is to get rid of the uniqueness and fre-
quently change link layer addresses, since global uniqueness is not really
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needed anyway. The address only needs to be unique among the devices in
the close vicinity, where its transmissions can be received. Even if there are
address conflicts, they can be solved by inspecting the (encrypted) network
layer address or by the failure to decrypt the packets. A conflict only de-
grade the performance somewhat. The addresses can easily be manipulated
anyway and hence cannot offer any additional security.

We should also note that just as there is no perfect security, perfect
anonymity is impossible. There will always be information leakage that may
be used to guess who the user of a device is. However, this must not stop us
from developing techniques that make this more difficult. Instead, the most
obvious vulnerabilities must be avoided which will make it much harder for
an adversary to discover this kind of information. The first step is to avoid
fixed addresses that are sent unencrypted and can be overheard by non-
authorized peers. When that is taken care of, an attacker needs to turn
to the physical layer to look for clues. One example is using a technique
called radio frequency fingerprinting (RFF) [70]. However, techniques like
this one are also much more difficult than just listening for unencrypted
fixed identifiers.

4.5 Establishment of Secure Communication

When a neighbor Node has successfully been authenticated as a Personal
Node, it is necessary to establish a secure communication link for both uni-
cast and broadcast traffic. Also the link layer mechanisms, such as piconet
formation, etc., should be protected if possible.

4.5.1 Secure unicast communication

The pair-wise key can be used to derive or securely exchange a link layer
session key for data encryption and integrity protection. How the link layer
session key is established depends on the link layer technology. If there is no
data encryption and integrity protection provided by the link layer, this has
to be implemented at the network layer instead.

The pair-wise key should not itself be used to encrypt all the data traffic.
It is a key that should not need to be changed too often, which means that its
use should be minimized. Hence, the pair-wise key is only used to establish
session keys and for Personal Node authentication. The session keys are used
to encrypted the data traffic between two neighboring Personal Nodes.

The various link layer technologies should use the session keys to encrypt
and decrypt the packets at the link layer whenever the link layer provides
adequate security mechanisms. Hardware-based encryption provided by the
network interface cards can then be used and this improves both performance
and power consumption. For an end-to-end path between two Personal Nodes
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Figure 4.4: Link layer aware or non-aware of Trust Relationships

within the same Cluster, this encryption is performed on every hop and this
is the way intra-Cluster unicast traffic is protected. This method is fully ad
hoc and fully distributed as well as secure if adequate encryption is used on
each hop. This has been developed further by IST MAGNET and is reported
in [138].

4.5.2 Trust Relationship-awareness at the connectivity
level

Personal Networks and Cluster formation must work on link layer technolo-
gies that are Trust Relationship agnostic. At the same time, many link layer
technologies form piconets or other types of logical structures. They do that
to better mitigate collisions and contention on a shared wireless channel or
to enable power saving mode. However, this may lead to some unwanted
situations. Consider the two scenarios shown in Figure 4.4. The figure shows
the Clusters of two different persons, which means that they must never
merge. The first scenario is what may happen if Bluetooth is used as one of
the link layer technologies (other link layer technologies may produce a sim-
ilar result). The Bluetooth link layer is unaware of the Trust Relationships
between Nodes and may easily form one single piconet consisting of Nodes
from both Personal Networks. A piconet controller may control the medium
access of Nodes of another Cluster.
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Future link layer technologies may of course be specifically designed for
Personal Networks and hence understand Trust Relationships and Cluster
formation requirements. In the second scenario, the piconet formation pro-
tocol is aware and is forced to include only Personal Nodes. The second
scenario provides better security, which may tempt us to suggest such a so-
lution despite that it requires changes to the link layer. However, the first
scenario provides better medium access management possibilities, since it
works across the Cluster boundaries.

The choice whether the link layer should be Trust Relationship-aware is
all but clear. In many cases, it is desirable to be protected against radio
jamming and other types of denial-of-service (DoS) attacks. However, when
the contention increases due to many devices sharing the same wireless chan-
nel, then contention and collision mitigation schemes operating between the
involved Clusters would be valuable. The situation can be quite bad when
lots of people gather in large crowds, such as sports events, large expositions,
and the like. The ultimate system should coordinate medium access and at
the same time protect the system against DoS attacks.

4.5.3 Secure broadcast communication

Not only secure unicast communication is important, secure Cluster-wide
broadcasting is also required. Several mechanisms require it, such as service
discovery and dissemination of context information. To implement a secure
Cluster-wide broadcasting mechanism, we need secure broadcasting at the
link layer. Link layer broadcasting is typically only one hop, but will be an
important building block for Cluster-wide broadcasting. In this section, we
discuss how the link layer can provide this building block in a secure way.
Chapter 5 covers the topic of Cluster-wide broadcasting using flooding at the
network level.

Clusters consist of several different link layer technologies and each of
them implements its own way to secure link layer broadcasting, if they im-
plement a secure broadcasting at all. Even if a current link layer technology
is capable of secure link layer broadcasting, it is anyhow unaware of Trust Re-
lationships. Based on this, we see three possible solutions to the Cluster-wide
broadcasting security problem:

1. We could use a unicast-only flooding protocol (e.g., [121]) for Cluster-
wide broadcasting and completely avoid everything about broadcast
keys and link layer broadcasting. This adds reliability to the broad-
casting since we can use ACKs, RTS/CTS, etc. However, it is less
efficient in terms of number of transmitted messages, especially since
Clusters are compact and a broadcast medium is used.

2. Distribute a Cluster-wide broadcast key in the whole Cluster and use
that key for all broadcast traffic. Unfortunately, distributing that key is
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a Cluster-wide broadcasting problem by itself. The only option would
be to distribute the key using a unicast-only flooding technique as
above. Furthermore, when two Clusters with different broadcast keys
merge, they have to converge, which makes this proposal extra complex.
Since we depend on the security features of the link layer technologies,
there are almost no benefits of this solution.

3. Each Personal Node has its own link layer broadcast key to broadcast
to the immediate Personal Node neighbors. If the link layer does not
provide secure link layer broadcasting, it can be implemented in higher
layers. The broadcast keys can be exchanged with the unicast session
keys (with a unicast message) right after two Personal Nodes find each
other in such a way that only Personal Nodes have access to the keys.

The third option offers the best solution since it keeps the broadcast
communication to a minimum and at the same time it keeps the amount
computation low. Each message needs to be decrypted at each hop in the first
place and decryption/encryption can take place in the hardware using the
link layer solution. Node mobility within a Cluster is also less of a problem
in this solution. The broadcast key is exchanged as part of the standard
neighbor discovery process and Nodes may keep the broadcast key even after
they lost contact with a neighbor. In the case that a broadcast message is
received from a disappeared neighbor, it will still be able to decrypt it unless
the broadcast key has been updated, which does not need to happen often.

4.6 The Prototype

To better understand Cluster formation and fill eventual gaps in the protocol
specification, we implemented a Cluster formation prototype. The prototype
is based on the Linux operating system and partly builds on available soft-
ware. This section introduces the prototype implementation and our findings.

4.6.1 Hardware platform

The prototyping was done on six standard laptops. This allowed us to use
the standard Linux operating system without any non-standard tailoring,
which is typical when using smaller devices. The six laptops were equipped
with Ethernet and WLAN based on IEEE 802.11 [82]. Two laptops had an
Intel Core 2 Duo 1.66 GHz processor, two had an Intel Celeron M 1.6 GHz
processor, and two had an Intel Mobile Pentium 4 at 3 GHz processor. All
laptops had 512 MB RAM. For the wireless, we mainly relied on 3Com Office-
Connect Wireless 108Mbps 11g XJACK PCCard [1], but also on the built-in
Intel PRO/Wireless 2200BG WLAN card available in some of the laptops.
The support under Linux of these wireless interfaces was good.
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Figure 4.5: Ethertap architecture

4.6.2 Linux

Linux [120] is a free open-source operating system. Linux runs on many
different hardware platforms, including PCs, Laptops, PDAs, etc. It provides
everything that can be expected from a state-of-the-art operating system.
Since the source code is available, it is possible to adapt the system in the way
we need to build a Cluster Node prototype. We need to make modifications to
the network layer subsystems, including the routing implementations, which
is not possible in most commercial operating systems. Linux is therefore the
natural candidate operating system for a prototype.

Linux provides a virtual network interface in software called Ethertap [58].
To the rest of the system, Ethertap (called tap0 if not given another name)
looks like a normal Ethernet interface except that it does not physically exist
as shown in Figure 4.5. Instead, everything that is sent out through the
interface is passed on to a specially connected program that manages the
virtual Ethertap interface. Through a special device file (/dev/net/tun),
this program can access packets sent onto the Ethertap interface, process
the packets, and possibly reply to the system by passing packets back to
the Ethertap interface via the same device file. Such packets are passed to
the interface as if they were received on a physical interface. In this way,
Ethertap can emulate real network traffic.

An Ethertap interface can be used to implement a virtual interface for
intra-Cluster communication. A user application that wishes to send intra-
Cluster data has to send it through this virtual interface; this is done by
configuring the kernel routing table. The connected program receives the
traffic via the virtual interface and takes the appropriate actions, such as
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encrypting the packet, and forwarding it to one of the real interfaces for actual
transmission to a neighboring Personal Node. In this way, no modifications
are needed to the kernel or the user applications.

4.6.3 OLSRd

To fully prototype a working Cluster, we also need addressing and routing.
The addressing was done manually, but could be done automatically as part
of the personalization functionality. A special prefix (temporarily 3000::/16)
was assigned for all intra-PN addresses. For the routing, we use OLSRd [169],
which is a Linux implementation of the optimized link state routing protocol
(OLSR). The idea is to use OLSR as the intra-Cluster routing protocol.
Since Ethertap emulates a real network interface, OLSRd can operate on
top of the virtual interface with no modifications. If the Ethertap interface,
through the specially connected program, filters out Foreign Nodes, OLSRd
will only know the Personal Nodes and only route between them, i.e., OLSRd
will be doing intra-Cluster routing without any modifications. While there is
no absolute need to modify OLSRd, some modifications are advisable. Most
notable is the way OLSRd detects one-hop neighbors. OLSR implements its
own hello protocol, which of course is not necessary. A better way would be
if the Cluster formation functionality feeds this information to the routing
daemon instead. This requires some modifications to the daemon and for
OLSRd, those modifications are significant. In fact, the routing protocol
itself needs to change due to OLSR’s way of integrating the routing with the
hello protocol.

4.6.4 Implementation architecture

With the implementation prototype that we developed, no changes are re-
quired to the applications; they use the normal way of sending and receiving
traffic. The intra-Cluster network layer is based on IPv6 [48] and currently
supported network interface types are fixed Ethernet and WLAN according
to the IEEE802.11 family. Node discovery is implemented at the network
layer and is based on UDP packets and link local multicasting typical for
IPv6. The various packet formats are shown in Figure 4.6.

The link layer security features of the supported network types are dis-
abled. Instead, we show the feasibility of implementing the intra-Cluster
communication mechanisms entirely at the network level for both fixed Eth-
ernet and WLAN. Data packets are encapsulated in UDP and sent with IPv6
packets using link local addresses as shown in Figure 4.6. Obviously, it is un-
necessary to encapsulate data packets like this, it would be better to introduce
a new network protocol that only has a short header and whose purpose is to
encrypt the entire intra-Cluster communication packet. However, we made
this choice since it makes it easier to implement. The intra-Cluster formation
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Figure 4.6: The intra-Cluster prototype packet formats

and communication program can then receive and send packets in the normal
way.

Figure 4.7 shows a schematic view of the prototype implementation of a
Node without Gateway Node functionality. Thick arrows denote data traffic
and thin arrows denote control, routing, and device discovery traffic. The vir-
tual interface implemented by Ethertap is called ppan1. It is the interface al-
ways used for intra-Cluster communication. The program connected to ppan1
is called ppand. It is also ppand that implements the Personal Node discov-
ery and authentication process. It maintains the Personal Node neighbor
table (PNNT) and makes sure packets on the virtual intra-Cluster interface
(ppan1) are encrypted before being sent to a neighbor. Security functions are
not yet implemented in the prototype due to lack of time. Proper Personal
Node authentication and hop-by-hop encryption require some extra message
exchanges and headers, but otherwise, the implementation will be similar.

OLSRd is configured to send and receive its routing packets only over the
virtual intra-Cluster interface. OLSRd directly updates the kernel routing
table. Each destination within the Cluster is pointing to the virtual intra-
Cluster interface, but with different next hop addresses. The discovery or
disappearing of neighbor Nodes will add or remove visible Nodes from the
virtual intra-Cluster interface. As soon as this happens, the routing dae-
mon can send and receive hello messages to and from these neighbors and
detect topology changes. Also broadcast or multicast packets sent to the vir-
tual intra-Cluster interface are only received by neighboring Personal Nodes.
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Figure 4.7: The Cluster prototype implementation architecture

However, since ppand implements a Personal Node discovery protocol, it is
unnecessary for OLSRd to have its own. It is better if ppand informs the
routing daemon directly when a Node is discovered or disappears. Therefore,
a special IPC mechanism was designed to connect ppand and the routing
daemon.

It is also worth pointing out that data traffic actually passes through the
kernel routing module twice. First, all intra-Cluster traffic is passed to the
virtual intra-Cluster interface and then, ppand adds a second IPv6 header
with a link local address of a directly neighboring Personal Node. Before the
packet is sent to the next hop, it passes the routing table once more.

4.6.5 Sending intra-Cluster traffic

Let us go step by step through the process of sending a packet. Consider
an application on Node 3000::1 in Figure 4.8 sending a packet to 3000::3.
Following the steps in Figure 4.7, this is what takes place:

1. The application sends the packet to an intra-Cluster address (3000::3).
The packet will be delivered to the kernel through a send() call and
the routing layer in the IP stack will be called.

2. The routing layer will find the next hop IP address, which is also an
intra-Cluster IP address. The next hop IP address is bound to the
virtual intra-Cluster interface (ppan1), but before the routing layer can
send it, it needs the link local address of 3000::2 on ppan1.
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Figure 4.8: An example scenario

Table 4.1: Personal Neighbor Node Table of 3000::1
Personal Node Current Link Interface Pair-wise key
Address Local Address
3000::2 FE80::4567 wlan0 90ab74bf582b3e28c
3000::4 FE80::CDEF eth0 a8493eb57e7f43cc8

3. The kernel will then try to find the link layer address (Ethernet address
when using Ethertap) for 3000::2 on ppan1. A Neighbor discovery
packet (ICMPv6) is first sent to ppan1. Here, ppand answers this
request with a unique address. Any address will do as long as it is
unique on ppan1 and always the same for 3000::2. The kernel will then
send the packet using that link layer address as link layer destination
and 3000::3 as the IPv6 destination. When ppand receives this packet,
it knows both the next hop (from the link layer address) and the final
destination (from the IPv6 address). This process taking place between
the routing layer and ppand can be seen as a pure internal mechanism
and can be optimized in a real implementation.

4. The ppand has a Personal Node neighbor table (PNNT), which is shown
in Table 4.1. PNNT should contain the next hop Node. Ppand will use
the pair-wise key of the next hop (3000::2) to encrypt the packet. It
also extracts the link local address (FE80::4567) and interface (wlan0)
of the next hop Node and sends it to the kernel using sendto().

5. The kernel believes the packet is for the next hop, so it forwards it to
the correct real interface for transmission as usual.

Table 4.1 shows the PNNT of Node 3000::1 in this scenario. This table
contains only Personal Neighbor Nodes and maps PN-internal addresses to
external addresses. In this prototype, we use the IPv6 link local address of
the Node. In a real implementation, the MAC address is a better option.
We also need to keep the pair-wise key for encrypting/decrypting the data
traffic to and from the neighbor node.
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4.6.6 Interface output queue

It is necessary to give control packets, such as hello packets and routing pack-
ets, higher priority when queue arises on the intra-Cluster interfaces. This
is done on the output queue of each of the interfaces using the Linux traffic
control feature [9]. The traffic control decides which packet to send first,
whether to delay a packet transmission, which packets should be dropped,
etc. The default output queue on Linux is a first in first out (FIFO) queue
with tail drop. This is changed by a configuration tool called tc, available in
the iproute2 package. With tc, advanced queuing structures can be set up
for each outgoing interface.

To make sure hello packets and routing packets are never delayed or
dropped due to full buffers, we introduced a priority queue on each interface
used for intra-Cluster communication. The priority queue had only two pri-
orities; a high one, which is always processed first, and a low one. Filters
were installed that made sure hello packets and routing packets got the higher
priority. Since both routing and data packets are encrypted, we simply gave
all broadcast packets higher priority since all routing traffic uses broadcast.
While the high priority queue had a length of 10 packets, the low priority
queue had a length of only 2 packets. This was done to avoid stale data
packets being queued everywhere in our experiments.

4.6.7 Receiving intra-Cluster traffic

Ppand binds to the UDP port used for intra-Cluster traffic and receives
all intra-Cluster packets for processing. It looks at the source address and
identifies the neighboring Personal Node and its pair-wise key in the PNNT.
Ppand then tries to decrypt the content and if successful, sends the decrypted
packet to ppan1 for further processing. The kernel routing table decides
whether the packet is to be sent to one of its applications or whether to
forward it to another Node. In the latter case, the packet is forwarded back
to ppan1 and ppand for encryption and transmission to the next hop.

4.6.8 Lessons learned

No major problems were encountered during the implementation. The pro-
totype worked smoothly on the laptops we used. The code size is small with
only 6500 lines of code (LoC) in the C programming language which also in-
cludes the code of the functionality used in Chapter 5 and Chapter 6. Only
the security implementation is missing. Hence, we see no major problem on
running this on embedded devices. If a device can support IP, then it can
support Cluster formation and communication.

We used Ethertap to be able to develop the code in user space instead
of kernel space. This was done for simplicity. It made it easier to imple-
ment, but more importantly, much easier to test and debug. Because of this,
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data packets are passed between user and kernel space several times and one
extra time through the kernel routing table. Despite all this, no real perfor-
mance degradation could be noticed compared to if the two laptops would
communicate without the PN prototype with Ethertap and all.

All applications we tried worked without modifications as long as they
support IPv6. This included SSH (secure remote shell), SCP (secure file
transfer), Firefox (web browser), and a VoIP Application. Furthermore, we
found that a Cluster could become multi-hop without problems when we
enabled OLSRd.

A problem discovered during the prototyping was the handling of the
maximum transmission unit (MTU). We had to assign a MTU for the virtual
Ethertap interface as well. Normally, the MTU specifies the maximum pay-
load allowed by a link layer. However, the virtual interface can dynamically
select the outgoing interface and the different interfaces can have different
MTUs. Hence, it is not clear what the MTU of the virtual interface should
be. The best option is probably to assign the MTU to the interface with the
largest MTU minus the Cluster-specific headers. However, this may trick the
kernel to generate too big packets when another link is chosen and this creates
extra signaling in the form of ICMPv6 Packet Too Big messages. However,
this is actually quite normal and the kernel or the source Node reduces the
packet size when such a signaling message is received.

4.7 Summary

In this chapter, we studied Cluster formation and maintenance. Clusters are
nothing more than active Personal Nodes that can communicate with each
other using their own communication features and without external support.
Clusters are basically ad hoc networks and may therefore consist of multiple
heterogeneous wireless technologies and hence be multi-hop networks.

We defined a Cluster as connected network consisting of active Personal
Nodes exclusively and argued that this is the best one. It makes intra-PN
communication rely on local communication to the largest possible degree.
Since we believe local communication will outperform long distance commu-
nication most of the time, this should lead to the most optimal solution.

Then we walked through all the necessary mechanisms for Cluster forma-
tion and maintenance, such as neighbor discovery, Personal Node authenti-
cation, anonymity, and establishment of secure intra-Cluster communication.
In the last section, we presented how we implemented a Cluster formation
prototype on laptops running Linux. Details were given on how it worked
and how it performed. Measurements indicate that only encryption may
add any significant overhead to the intra-Cluster communication. Hence, we
believe that we demonstrated the feasibility of our Cluster formation and
maintenance approach.



Chapter 5

Cluster-Wide Broadcasting

PNs need Cluster-wide broadcasting. For many applications, it is necessary
to transmit a packet from one Node to all the others inside a Cluster. How-
ever, in a multi-hop Cluster, the range of the source Node does not cover
the whole Cluster and therefore needs help from other Nodes to relay the
packet to reach all Nodes. This process, we refer to as flooding, which is an
important feature for any wireless multi-hop network.

Flooding is used by several unicast routing protocols [179][104] for multi-
hop networks to disseminate route requests or link states. Other applications
include service discovery, sharing of context information, address autoconfig-
uration [30], and network self-organization. In mobile networks, flooding
is often a better choice than multicasting due to the frequent topology up-
dates [167]. Understanding flooding will help us understand other aspects of
multi-hop networks as well.

The simplest flooding mechanism for multi-hop networks is Blind Flood-
ing, in which a node always retransmits a received flooding packet after a
small random delay (jitter). Each node needs to keep a list of recently re-
ceived flooding packets to detect duplicates and avoid retransmitting the
same packet twice. However, this is the only mechanism in Blind Flooding
that reduces the number of retransmissions.

Several studies of flooding protocols have revealed that it is possible to
reduce the number of retransmissions much more [225][231]. This has the
benefit of reducing contention, collisions, saving energy, and it may even
increase the flooding speed. Such optimized flooding protocols can make use
of location information, neighbor information, or observations of the ongoing
flooding. Protocols using location information require solutions like global
positioning system (GPS) in every node, which is too strong a requirement for
most PN devices. Besides, the improvements brought by location information
have not proven to be very significant [231], especially if there is mobility. We
therefore assume in our research that the nodes do not have such information.

This chapter is structured as follows. Section 5.1 introduces the most
important requirements for Cluster-wide broadcasting. Section 5.2 lists re-
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lated work, including existing flooding protocols suitable for Clusters and
previous experiments with flooding. In Section 5.3, we propose a new flood-
ing protocol, called Prioritized Flooding with Self-Pruning (PFS) [99], which
is an optimization and combination of two existing flooding protocols. We
then verify PFS’s performance by a series of measurements in a real wireless
multi-hop network, which is introduced in Section 5.4. The experimental
network is intended to give us a better understanding of how the flooding
protocol behaves. Typical Clusters will look quite different, but the results
we obtain using our experimental networks are also directly applicable to any
type of Clusters. In Section 5.5, we present and discuss the results of the
measurements. We attempt to simulate PFS’ performance in Section 5.6, but
conclude that the simple network model used in ns-2 [159] is insufficient for
our purposes. In Section 5.7, we introduce how we enhanced our prototype
from Chapter 4 to also do optimized flooding within a Cluster. Section 5.8
summarizes this chapter.

5.1 Cluster-Wide Broadcasting Requirements

To achieve satisfactory Cluster-wide broadcasting, we need a flooding solu-
tion that fulfills the following requirements:

1. Support for heterogeneous link layer technologies. This is an important
requirement, since Clusters can be connected using various link layer
technologies simultaneously.

2. The solution must be able to deliver a Cluster-wide broadcasting packet
to all Nodes in the Cluster with a very high probability. A Cluster is
per definition connected and that means that a flooding protocol must
be able to reach all Nodes. Applications should be able to depend on
the flooding reaching all Nodes in the Cluster.

3. The amount of resources used, such as the number of transmissions,
packet overhead, and computation, should be minimized. Most impor-
tantly, unnecessary transmissions should be avoided. This minimizes
collisions, contention, and the impact on other traffic.

4. No unnecessary delays should be introduced. Many applications require
Cluster-wide broadcasting to be timely.

5. Node mobility within the Cluster must be supported. Since Cluster
Nodes are mobile, mobility must be handled without jeopardizing the
other requirements.

6. Robustness against errors and security attacks. External as well as
internal disturbances, intentionally or unintentionally ones, should be
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dealt with in an appropriate way while still satisfying the other require-
ments.

To meet all requirements is very difficult. Many of them are even contra-
dictory. This means that a balance must be achieved. Unfortunately, what
is sufficient and what the balance should be is extremely difficult to quantify.
In this chapter, we will mainly focus on requirements 2 to 5.

5.2 Related Work

Any flooding protocol for general ad hoc networks is, in principle, applicable
also to Clusters, as long as it supports the requirements above. Many different
flooding protocols have been proposed in the past. In this section, we only
introduce the most common protocols and protocols similar to PFS. For a
more extensive survey of flooding protocols, see [231][215]. At the end of this
section, we comment on previous experiments with flooding in real networks.

5.2.1 Counter-Based Broadcasting

The first flooding protocol we discuss is Counter-Based Broadcasting (CBB).
The authors of [225] found that as the number of times a node hears its
neighbors retransmitting the same flooding message, the chance that one
of its direct neighbors has not yet received that message quickly becomes
very low. This can be explained by looking at the area that a transmission
covers. The expected additional coverage of a node dramatically decreases
each time it hears the same message. The authors of [225] observed that after
4 times, the expected additional coverage is below 5 % of the node’s entire
coverage area if we assume perfect circular coverage areas. This means that
the probability of covering an extra node is very low.

CBB works as follows. When receiving a previously unheard flooding
message, a node waits for a random assessment delay (RAD), which is uni-
formly chosen between 0 and Tmax seconds. During the RAD, the node keeps
a counter that counts the number of times it receives the same message.
When the RAD expires, the node retransmits the message unless the counter
has reached a threshold k. The theoretical results in [225] suggest that k
should be 4 or less.

However, CBB does not ensure reachability even under perfect channel
conditions, since the nodes are not necessarily evenly distributed and there is
always a chance that a node that must retransmit refrains from retransmis-
sion because it exceeds the threshold. Increasing k gives a better reachability,
but also reduces the benefit of CBB. In practice, CBB achieves very good
reachability in many situations as we will demonstrate later in this chapter.
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5.2.2 Flooding with Self-Pruning

Flooding with Self-Pruning (FSP) [119] is a simple protocol that belongs
to the class of neighbor knowledge-based protocols. Protocols in this class
gather information about their neighbors by exchanging hello messages on
a regular basis. FSP is based on self-pruning (or neighbor elimination) and
uses one-hop hello messages (each node knows its one-hop neighbors using
hello messages). Every node encloses its neighbor list in the flooding mes-
sage header and by this mechanism, a node that receives a flooding message
knows which other nodes are “covered” by that transmission. A node checks
whether all its neighbors are covered by the sender by comparing the sender’s
neighbor list and its own neighbor list. If it still has “uncovered” neighbors,
it retransmits the message; otherwise, it does nothing.

Although there are no simulation or measurement results in the literature
for FSP so far, we can imagine that FSP does not reduce retransmissions
a lot compared to Blind Flooding. Only nodes that are very close to the
sender may have all their neighbors covered by the sender and refrain from
retransmitting.

5.2.3 Scalable Broadcasting Algorithm

Scalable Broadcasting Algorithm (SBA) [173] is also a protocol based on self-
pruning, but requires two-hop hello messages. Each hello message contains
the neighbor list of the sending node. Hence, each node knows their neighbors
as well as their neighbors’ neighbors. Upon receiving a new flooding message,
the node compares the sender’s neighbors with its own neighbors. If not all
of its neighbors are covered and it hence can cover extra nodes, it schedules a
retransmission of the message after an RAD. The main difference with FSP
is that if, during the RAD, duplicate messages are received which together
cover all neighbors, the retransmission is canceled. In this way, SBA expects
to achieve good performance.

To achieve even better performance, the Tmax of the RAD depends on how
many neighbors the node has in comparison with the number of neighbors its
own neighbors have. Each node calculates its Tmax by dividing the highest
number of neighbors among its neighbors by its own number of neighbors
including themselves and then multiply with a scaling constant. For node A,
that is:

Tmax = C ·
1 + maxb∈N(A) |N (b)|

1 + |N (A)|

where N (x) is the neighbor set of a node x and C is the scaling constant. The
effect of this is that nodes with more neighbors are more likely to retransmit
faster and this should make the self-pruning more efficient. Unfortunately,
the improvement is limited, which we showed by simulations in [99].
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5.2.4 Ad Hoc Broadcasting Protocol

Ad Hoc Broadcast Protocol (AHBP) [174] also requires two-hop hello mes-
sages. Unlike FSP and SBA, it is the sender that decides which of its neigh-
bors should retransmit the flooding message. This decision is based on the
two-hop neighbor information that the node has. The selected neighbors are
called Broadcast Relay Gateways (BRGs) and are listed in the header of the
flooding message.

The BRGs are selected in such a way that if they retransmit the flooding
message, they will together cover all two-hop neighbors of the sender. The
receiving nodes repeat this procedure and this guarantees that all connected
nodes in the network will receive the flooding message as long as the two-hop
neighbor information is accurate. To decide which neighbors are BRGs, the
following greedy algorithm is used:

1. Set the BRG list to empty and find all two-hop neighbors that have
not yet received the flooding message.

2. Identify uncovered two-hop neighbors that can only be covered by one
single one-hop neighbor. Include all these one-hop neighbors in the
BRG list. Remove all two-hop neighbors that are covered by these
one-hop neighbors.

3. Find the one-hop neighbor that covers most uncovered two-hop neigh-
bors. Add this node to the BRG list and remove the two-hop neighbors
it covers.

4. Repeat step 3 until all two-hop neighbors are covered.

Previous research [174] [231] has shown by simulation that AHBP per-
forms very well in static networks. However, when the mobility increases
in the network, the two-hop neighbor information becomes inaccurate and
the reachability decreases. Increasing the frequency of hello messages im-
proves the performance but also adds a lot of overhead. To better cope with
outdated neighbor information, the authors propose an extension to AHBP.
This extension tells a node that receives a flooding message from an unknown
neighbor (it has not yet received a hello message from this neighbor) to assign
itself as a BRG and retransmit this message. This extension increases the
reachability of AHBP in case of mobility and is an important extension to
AHBP. However, this extension only reduces the effect of outdated neighbor
information, it does not make it disappear.

5.2.5 Other flooding protocols

Many other flooding protocols have been proposed throughout the literature;
too many to mention them all here. Examples include Multipoint Relays
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(MPR) [7], Essential Connecting Dominating Set (E-CDS) [168], and many
more (e.g., [42]). MPR is an important one, since it is used in the OLSR
routing protocol [37]. MPR is a similar to AHBP, but the BRGs (called
MPRs in [37]) are communicated with the neighbors in the hello messages
instead of the flooding messages.

The IETF MANET working group [143] has also started standardization
effort targeted for flooding in multi-hop networks [128]. This work is just a
framework for flooding, leaving the choice of flooding protocol open. That is,
the framework only specifies mechanisms related to packet formats, neigh-
borhood information collection, and how nodes should detect that a received
packet is a duplicate. Several example flooding protocols are given in the
document and how they could be implemented using the framework.

Also in the area of wireless sensor networks (WSN), flooding has been
considered. The main application in WSNs for flooding is to disseminate
code updates and instructions from a single sink to all the sensor motes in
the network. Hence, the assumptions and requirements are different. Most
WSN flooding protocols assume a static network with only one single flood-
ing source. Further, concurrent traffic is assumed to be insignificant and
reachability is the most important criteria. Since code updates is the most
important application, they also assume a series of associated flooding mes-
sages with which lost packets at a mote can be detected by missing packets.
Examples of WSN flooding protocols are Deluge [78], Pump Slowly and Fetch
Quickly (PSFQ) [228], Sprinkle [156], and Trajectory- and Energy-Based
Data Dissemination (TEDD) [127].

5.2.6 Real networks experiments

Not many studies of flooding in real networks have been performed. So far,
only a few experiments are known and most of them studied Blind Flooding
or a variant thereof.

The authors of [61] used 150 Rene motes in a 12 x 13 grid network to
study the behavior of Blind Flooding. The authors observed that instead
of a step by step rippling outward, a flooding sometimes extends backwards
and towards the source. Furthermore, some close neighbors can not receive
the flooding message, while some distant nodes can hear the same retrans-
mission through a longer link than expected. All these effects showed that
the behavior of a simple flooding protocol is surprisingly complex in realistic
experiments.

In [220], the author evaluated Blind Flooding on 10 HP iPAQ 5500 PDAs
with integrated IEEE 802.11b radios. In the first experiment, 7 PDAs were
placed in a parking area of about 165m x 90m. They found that the reception
rate was quite low (under 50 %), which was explained by poor connectivity.
In a second experiment, 10 nodes were placed in a denser network with a
size of 108m x 86m. Due to the denser network, the reception rate was much
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higher (more than 90 %). The author also experienced links with great packet
loss asymmetry and changes over time.

In [224], the authors deployed a dense network of 88 nodes in an office
environment to test the performance of the Drip protocol. Drip is a modi-
fication of Blind Flooding for disseminating commands in a wireless sensor
network running TinyOS. To deliver a flooding message reliably, Drip contin-
uously retransmits a sent message after waiting double the amount of time
than last retransmission. Drip was compared with Blind Flooding. Both
protocols achieved 100 % reachability in the experiments.

Also for WSNs, flooding experiments have been done. In [78], Deluge was
tested in a WSN of 75 motes in an office environment and proven to work
in practice. Further, the authors of [156] used the ExScal test bed [13] to
test the performance of their flooding protocol Sprinkle and to compare it
to Deluge. In ExScal, 203 nodes equipped with IEEE 802.11b radios and
GPS-receivers were used. The conclusion of the ExScal experiment was that
Sprinkle significantly reduces retransmissions and delay compared to Deluge.
However, Sprinkle requires node locations and a static network.

5.3 Prioritized Flooding with Self-Pruning

In this section, we introduce Prioritized Flooding with Self-Pruning (PFS).
The original protocol was introduced in [99], but when tested in real wire-
less multi-hop networks, we experienced some issues. In general, the original
protocol works in real networks. However, under some circumstances, due to
effects not found in the perfect world of simulations, the number of retrans-
missions could significantly increase. We therefore adapted the protocol with
some changes to make it more fit for real networks. This section will explain
PFS in its entirety, including the changes we made, such as the limit to the
number of slots and the early retransmission function.

5.3.1 Self-Pruning Aspects

PFS is similar to SBA. It uses self-pruning and RAD for scheduling of re-
transmissions. However, PFS only uses one-hop hello messages and instead
includes the neighbor list of the sender in the flooding message, which is
similar to FSP.

One-hop hello messages are much smaller than two-hop hello messages.
Hence, the overhead brought by hello messages can be reduced. Furthermore,
one-hop hello messages are often already required by other mechanisms in
the network layer (e.g., by routing protocols) or already provided by the link
layer protocol (e.g., device discovery).

Each node transmits its neighbor list in each flooding message. When
there is a lot of flooding traffic in the network, this may lead to increased
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overhead. If at the same time the mobility is low, the same neighbor list
is enclosed in several consecutive flooding packets, which is unnecessary. A
possible extension is to let a node only send its neighbor list when some-
thing has changed. This was investigated in [99] and shown to provide some
improvements.

For a nodeB
On receiving a flooding message m from A

If message m received for first time
C(m) = (N (B) ∪ B) \ (N (A) ∪ A)
d(m) = RADPFS(|N (A)|, |C(m)|, |m|)
Delay m for d(m) seconds

Else
C(m) = C(m) \ (N (A) ∪ A)

When the delay d(m) expires
If |C(m)| > 0

retransmit message m
Else

drop message m
Listing 1: Pseudo code for PFS

In Listing 1, the pseudo code is given for the node implementation of
PFS. In this algorithm, node A is the sender of a flooding message m, while
node B is a receiver. N (x) denotes the set of neighbors of node x. C(m) is
the uncovered neighbor set of message m on node B, i.e., the list of neighbors
of node B not yet covered by a transmission of the message m. d(m) is the
amount of time the node needs to wait before eventually retransmitting the
packet, which is calculated by the RADPFS function based on the neighbor
number of the sender, the number of uncovered neighbors, and the flooding
packet length. If the received message is not a new message, the node removes
the covered neighbors from its uncovered neighbor set for message m. When
the delay expires, the node checks if the set is empty. If so, it drops the
message. Otherwise, it retransmits the message.

5.3.2 The design of RAD

So far, PFS is nothing more than a combination of FSP and SBA. The main
novelty of PFS is in the design of the RAD and how the nodes schedule their
retransmissions. To achieve good performance, it is important that nodes,
which have many uncovered neighbors (neighbors that have not yet received
the flooding message), retransmit first. One good option is to let nodes
count how many uncovered neighbors they have (i.e., |C(m)|) after receiving
a message for the first time and schedule their retransmissions ordered by
that result. The one with most uncovered neighbors retransmits first. In
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this way, PFS tries to let nodes with more uncovered neighbors retransmit
first, which is different from SBA. In SBA, a node with many neighbors is
only more likely to retransmit first and does not take into account whether
its neighbors already are covered or not.

PFS assigns a fixed time interval, which is equal for all receiving nodes.
The interval is divided into slots of equal lengths, where receiving nodes with
many uncovered neighbors schedule their retransmissions in the earlier slots
and nodes with few uncovered neighbors schedule their retransmissions in the
later slots. To properly determine the RAD and the slot assignment process,
we need to answer a few questions.

The first question is how long the total time interval should be. From
[225], it can be concluded that the number of retransmissions generated by
one transmission is rarely more than 5 if the self-pruning works as it should1.
This means that there is no reason for the RAD to be longer than 5 times
the transmission time of the flooding message plus some extra time to ac-
commodate for other concurrent transmissions. In sparse networks, when the
estimation is very low, even 5 transmissions are too much. In those cases, we
make the RAD shorter.

The next question is how the nodes decide how many slots there should
be and in which slot to retransmit. Due to the use of one-hop hello messages,
the nodes have very limited knowledge about their neighbors. For instance,
no node knows the other nodes’ number of uncovered neighbors and can not
know if it has the most. Therefore, a good estimation is needed. This esti-
mation, which we call estimated maximum number of uncovered neighbors or
EMNUN, could for instance be the number of neighbors of the sender, which
is given in the flooding message. However, the largest additional coverage of
a retransmission is at most 61 % of the whole transmission coverage [225] if
we assume a circular coverage area. Hence, a better estimation is 60 % of the
sender’s number of neighbors. For example, if the sender has 23 neighbors,
the estimation will be ⌈0.6 · 23⌉ = 14 uncovered neighbors.

To verify the suitability of this estimation, we simulated PFS in ns-2
[159]. More details about the simulation is given in [99]. Figure 5.1 shows
the simulation result for the number of uncovered neighbors that a node
has, after receiving a flooding message for the first time in a random network
with two different densities. The x-axis is the number of uncovered neighbors
divided by the sender’s neighbor number expressed in percent. The y-axis
is the distribution of receiving nodes. From this figure, we can see that less
than 13% of the nodes have more uncovered nodes than 60% of the sender’s
neighbor number in both cases. This indicates that the 60% estimation is a
reasonable estimation. By this calculation, each receiving node can estimate
the maximum number of uncovered neighbors of all receiving nodes. Since
they all use the same data, they will arrive at the same estimation. Nodes

1At least in 2-dimensional networks
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Figure 5.1: Number of Uncovered Neighbors Distribution

with this amount of uncovered neighbors or more transmit in the first slot,
nodes with one less uncovered neighbor transmit in the second slot and so
on. Nodes with only one uncovered neighbor transmit in the last slot (unless
they self-prune).

Figure 5.2 shows an example network where a source node (S) initiates a
flooding message. The EMNUN is estimated to be 6 due to the 9 neighbors of
S. Upon reception, two nodes (G and I) are able to self-prune immediately.
The remaining 7 nodes have uncovered neighbors and may assign their re-
transmissions as shown in the lower part of the figure. Note how nodes with
more uncovered neighbors schedule themselves earlier in the RAD. When
nodes schedule to retransmit early (e.g., A) start to retransmit, later nodes
will be able to self-prune (indicated by black in Figure 5.2). As a consequence,
enough room is created in the RAD for all retransmissions. In the end, the
retransmissions of A, D, and H are enough to cover the whole network.

However, it is important to notice that too many slots results in extremely
small slots and this can sometimes be a problem. Many nodes may then
schedule their retransmissions in the same slot. Transmissions may not collide
(if the MAC does it job), but one transmission may not cancel the other
retransmissions due to the short time between transmissions. This is mainly
due to the MAC protocol deferring transmission due to a busy channel or
the time needed between the reception of a message and the processing of
it. In the mean time, the decision to retransmit is already taken. Therefore,
we introduce an upper limit to the number of slots, which we denote as
MAX SLOTS. Later, we will show that increasing MAX SLOTS beyond a
certain point does not make the self-pruning any more efficient.

If EMNUN is less than or equal to MAX SLOTS, a node with the same or
higher number of uncovered neighbors will retransmit in the first slot, nodes
with one less in the second slot, and so on. On the other hand, if EMNUN
is more than MAX SLOTS, the slot that best matches the node’s number of
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Figure 5.2: Example RAD with slots and slot assignments

uncovered neighbors is selected. The retransmission is scheduled uniformly
inside the slot. The details are given in the pseudo code of the RADPFS

function in Listing 2.

In the pseudo code, num slots is the number of slots, slot is the slot
number (0 to num slots−1) selected by the node, and slot len is the slot
length in seconds. Both num slots and slot len are the same among all nodes
receiving from the same sender. Uniform(0, 1) returns a random value uni-
formly distributed between 0 and 1. tx delay(|m|) denotes the transmission
time of message m and D is the extra delay introduced to handle concurrent
traffic. The first part of the code determines the number of slots and which
slot to select. The second part calculates the length of the time interval and
thereby the length of the slots themselves. Here we also use 60 % of the
sender’s number of neighbors to guess whether we can anticipate less than
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5 retransmissions. If so, we shorten the time interval by not enlarging the
slot len beyond tx delay(|m|) + D.

If |N (A)| = 0
num slots = 1
slot = 0

Else If 0.6 · |N (A)| < MAX SLOTS
num slots = ⌈0.6 · |N (A)|⌉
slot = num slots−|C(m)|

Else
num slots = MAX SLOTS

slot = MAX SLOTS−

⌈

MAX SLOTS ·|C(m)|
0.6 · |N (A)|

⌉

If slot < 0
slot = 0

If ⌈0.6 · |N (A)|⌉ > 5

slot len =
5 · (tx delay(|m|) + D)

⌈0.6 · |N (A)|⌉
Else

slot len = tx delay(|m|) + D
Return (slot +Uniform(0, 1)) · slot len
Listing 2: Pseudo code of the RADPFS function

The implementation of the PFS algorithm in Listing 1 and Listing 2 was
quite simple and straight forward. The resulting code is not computationally
heavy. All code was written in fixed point arithmetics and could easily run on
our experimental platform, which only has a 8 MHz 16-bit microcontroller.
Hence, we believe that the PFS implementation can be implemented and run
on all relevant hardware.

5.3.3 Early retransmissions

A limit of MAX SLOTS number of slots does not always work as one would
wish. There are cases when many nodes will select the same slot and this
would require the slot length to be very big. Examples are networks with
inhomogeneous density or a lot of border effect (nodes on the border of
the network have fewer neighbors than nodes in the center of the network).
Another example is when only the initiator of a flooding message failed to
detect a neighbor (e.g., hello message was lost) in a fully connected network
causing everybody else in the network to believe that the sender covered all
but that node. Since all other nodes in the network can cover that last node,
everyone schedules a retransmission in the last slot.

This problem cannot be fully solved by MAX SLOTS or extending the
slot length by increasing D since this will adversely affect the normal op-
eration of PFS. A better approach is to randomly select one or a few of
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the nodes to retransmit earlier than their number of uncovered neighbors
indicate. This will frequently allow all the remaining nodes to self-prune.
However, the nodes need to independently decide to retransmit early with-
out conferring with the other nodes. This can be done by letting nodes
scheduled for transmission in one of the last slots to transmit early with a
probability p.

The selection of p is all but trivial. Too low a p may cause none of the
nodes to retransmit early and too high a p will cause too many to retransmit
unnecessarily. The parameter p also depends on the situation, such as the
number of nodes that schedule a retransmission in the same slot.

To find the optimal p, we assume n contesting nodes. Without any early
retransmissions and assuming that one retransmission makes the others self-
prune, the expected number of retransmissions is:

E[#Retransmissions(nomodification)] = 1 +
n − 1

slot len/STT (m)

where STT(m) is the expected single trip transmission time for message m.
During that time, there may be other retransmissions. Those retransmissions
will take place since the nodes are not able to self-prune in time. Only
scheduled retransmissions later than STT(m) are able to self-prune. Hence,
we may see many unnecessary retransmissions if n is large.

If we implement an early retransmission function, the expected number
of retransmissions becomes different. Assuming that an early retransmission
cancels all the non-early retransmitters but early retransmissions never cancel
each other, we get:

E[#Retransmissions(with early retransmission)] =
P (≥1Early) · (1 +E[#Early(n − 1)])+
P (=0Early) · E[#Retransmissions(no modif ication)]

(5.1)

where:

P (=0 Early) = (1 − p)n

P (≥1 Early) = 1 − P (=0 Early) = 1 − (1 − p)n

E[#Early(n − 1)] = p · (n − 1)

With this formula, we can calculate the expected number of retransmis-
sions for different scenarios and with different parameter p. Figure 5.3 shows
the results for some different p when assuming a slot len/STT(m) ratio of
5. None of these curves gives an optimal result at all times. Each n has its
own most optimal p. While the optimal p clearly depends on n, we found
that the impact of the slot len to STT(m) ratio is less pronounced. Hence,
we should at least make p dependent on n.
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Figure 5.3: Expected retransmissions and p

To go from here to a solution that can find the optimal p, we first need to
estimate the number of contesting nodes (n) and then identify an easy way
to calculate p using that estimate. For the n estimate, we propose to use
the EMNUN again, which probably is the best we can do with the limited
information each node has. To define the function that finds the optimal
p based on formula (5.1) does not lead to a simple enough function. Since
accuracy of this function is not of utmost importance, we instead propose
to use a simple approximation function. This was achieved by numerically
calculating the optimal p for every n > 10. When n is small (n < 10), there
is very little use of this mechanism anyway.

We propose p = EARLY P /(n +90), which is extremely simple and only
requires two arithmetic operations. EARLY P is a constant that can be
tuned. 5.5 seems to be a very good fit according to our analysis as shown in
Figure 5.4(a), but we will also simulate and measure what is best in more re-
alistic situations, since some of the assumptions are too simple. For instance,
a single early retransmission may not cancel all scheduled retransmissions
and the expected number of retransmitting neighbors is likely to be different
than the number of contesting nodes n.

As shown in Figure 5.4(a), the proposed function does not accurately
estimate the optimal value of p when n is small. However, this has very little
impact on the retransmissions and that is what really matters. Figure 5.4(b)
shows how the expected number of retransmissions will look like according
to formula (5.1) for the proposed function and when using the most optimal
values. It is clear that the estimation is very good. Similar results are
achieved also when the slot len /STT(m) ratio is varied around 5.

To implement this enhancement in PFS, the code snippet in Listing 3
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Figure 5.4: PFS hello protocol measurement results

should be inserted right before d(m) is calculated by the RADPFS function
in Listing 2.

It only works when there may be more than 10 contesting nodes and the
node itself has scheduled a retransmission in the second half of the RAD. If
it decides to retransmit early, the slot will be changed to the corresponding
slot in the first half of the RAD. That is, given 5 slots, a node changes from
slot 5 to 2 or from 4 to 1, if it retransmits early.

If |N (A) > 10 and slot > ⌊num slots /2⌋

If Uniform(0, 1) < EARLY P
|N (A)| + 90

slot = slot−⌈num slots /2⌉

Listing 3: Pseudo code of the early retransmission function

To better understand how the early retransmission functionality works, we
simulated it in ns-2 [159] using 50 nodes. Each node was placed randomly in
a rectangular (ratio 4:9) flat area. In each experiment, 200 flooding messages
were generated from random nodes. Each simulation was repeated 20 times
with the 99 % confidence interval shown. More details about the simulation
environment is given in Section 5.6.

Figure 5.5 shows the results of several hundreds of simulations using dif-
ferent network densities and different values of EARLY P. Each curve rep-
resents a certain network density measured by the average node degree. It is
clear that a EARLY P around 12.5 can improve the performance when the
network is dense. As the network becomes sparser, the benefit diminishes
and may even degrade the performance. However, the degradation in sparser
networks is much less than the improvement in denser networks.
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5.4 The Test Bed Environment

Most of the optimized flooding research has been based on simulations. How-
ever, it is also important to verify the performance in real networks due to
the complex characteristics of wireless networks that cannot be captured in
a simulator. In fact, the inaccuracy of wireless networks simulations has
been known for some time now [29]. Multi-path fading, noise, interference,
and hidden terminals are examples of factors that are hard to accurately
reproduce in a simulator. Consequently, most simulations use a perfect cir-
cular transmission area. However, links are frequently somewhere in between
good and bad or experience strong asymmetric behavior [45]. Unfortunately,
many flooding protocols are designed without considering these characteris-
tics. They perform very well in the simulator environment, but the question
remains; how do they perform under realistic circumstances?

These are all reasons to evaluate PFS in more realistic circumstances, such
as in a real wireless multi-hop network. To properly test the performance
of PFS, we compared it to Blind Flooding and CBB. In Section 5.6, we
also compare these test bed measurements with the results obtained in a
simulator. However, first we introduce the test bed that we used to compare
these protocols.

5.4.1 The hardware and software platform

For our validation, we used t-mote Sky (based on Telos Revision B) [152] from
Moteiv Corporation, which is a sensor mote platform for extremely low power,
high data-rate, wireless sensor network applications. The reasons to use
sensor motes were cost efficiency and ease of large scale deployment compared
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Figure 5.6: The t-mote Sky sensor mote

to if we would have used laptops or PDAs equipped with WLAN. The wireless
technology used by t-mote Sky is 2.4 GHz IEEE 802.15.4 [87], which is a wide-
band technology not very different from most wireless technologies of today,
including IEEE 802.11. 2.4 GHz IEEE 802.15.4 uses direct sequence spread
spectrum (DSSS) RF modulation with a data rate of 250 kbps.

A photo of the t-mote sky sensor mote is shown in Figure 5.6 while its
specification is given in detail in [152]. In short, it uses a CC2420 Chipcon
Wireless Transceiver [221], which is connected to an integrated onboard an-
tenna. The microcontroller is an 8 MHz Texas Instruments MSP430 that
can run TinyOS [222] and is equipped with 10 kB RAM and 48 kB flash
memory. Further, the t-mote has a USB interface that can be used to up-
load program code, experiment configuration parameters, and to download
collected experiment data.

The IEEE 802.15.4 frame format begins with a 5 bytes synchronization
header (SHR), followed by 7 bits (one bit is reserved) defining the number
of bytes in the MAC Protocol Data Unit (MPDU). In our experiments, the
MPDU consisted of a 9 bytes header that contained frame type, packet se-
quence number, addressing information, etc. At the end of the packet, there
is a 2 bytes CRC field. All in all, this means that a packet consisted of a
payload plus 17 bytes of headers.

We used the default MAC protocol provided by Boomerang 2.0.4. Boo-
merang is a software package developed by Moteiv that is based on TinyOS
and tailored for the t-mote platform. The default MAC in Boomerang in-
structs the radio to continuously listen for transmissions. When transmitting,
a mote uses the clear channel assessment (CCA) function defined in [182] to
determine whether the channel is idle or not. If there is an ongoing trans-
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Figure 5.7: Photo from the experiment setup

mission, the mote waits a random time (uniform between 8 and 1024 µs) and
tries again. After 8 unsuccessful attempts, it gives up and drops the packet.

5.4.2 Experiment setup

To avoid interference of external systems, we monitored the spectrum and
chose a non-occupied channel. Then, we placed 50 motes in a matrix topol-
ogy with 10 motes lined up in 5 rows. The distance between neighboring
motes were the same, but varied between 0.3 m and 2.0 m for the different
experiments. Each node was elevated about 20 cm above the floor using
blocks of polystyrene foam in order to avoid the worst kind of multi-path
interference. To avoid the need of a very large hall, we reduced the transmis-
sion power to almost minimum (−24 dBm). A photo of an example scenario
is shown in Figure 5.7. One of the motes in the center was connected to a
laptop with a USB cable. The laptop was used to control the experiment
by instructing the USB-connected mote to transmit instructions to the other
motes using full power. With full power from a centrally located mote, all
motes could be reached in one hop. The same technique was also used to
collect the measurement data.

Since a larger distance between neighboring motes meant a sparser net-
work, we defined a measure for the network density. It is basically the average
node degree (number of direct neighbors), but also considers the packet de-
livery ratio of the links. If a particular link experienced a packet delivery
ratio of 40 %, we counted that as 0.4 links. We did this because a flooding
protocol should be able to exploit the fact that packets can be sent on this
link with a probability of 40 %. For unicast protocols, such links would prob-
ably be useless and should be avoided, but for flooding, they are still useful.
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Therefore, we used the following definition as a measurement of the network
density:

Avg. NodeDegree =
1

N

N
∑

x=1

N
∑

y=1

Rx,y (5.2)

where N is the number motes, Rx,y is the packet delivery ratio from mote x to
mote y and Rx,x = 0. A higher value means a denser network with 49 as the
maximum in our 50 motes networks. For each network scenario, we measured
the average node degree by letting each mote transmit 500 packets. At the
same time, each mote listened for packets from other nodes so that the packet
delivery ratio for all node pairs could be estimated. The CCA functionality
in combination with a sufficiently long packet generation interval was enough
to practically eliminate collisions.

Each measurement started with the laptop instructing the USB-connected
mote to send a configuration and start of experiment packet with full power to
all the nodes in the network. Upon receiving this message, every node lowered
their transmission power to the configured level and started to exchange some
few hello messages. Depending on the configuration, each node generated one
or three hello messages with a hello interval uniformly distributed between
0.9 s and 1.0 s. These hello messages only contained the mote’s address
and were used to detect one-hop neighbors. For PFS, the hello protocol is
a crucial part that may affect its performance. Therefore, we tested three
different approaches to determine a mote’s neighbors:

1. A lenient method, where it is sufficient to receive one out of the last
three hello messages to accept a mote as a neighbor. Hence, some
included neighbors are difficult to reach.

2. A standard method, where the reception (or non-reception) of the last
hello message is used to determine if a mote is considered a neighbor.

3. A strict method, where all the last three hellomessages must be received
to accept a neighbor. This method creates the smallest neighbor set.

After the hello messages, a small waiting time of 0.5 s followed in order to
avoid collisions between hello and flooding messages. Then, one mote, ran-
domly selected, initiated a flooding. Every node in the network responded to
this according to the chosen flooding protocol and configuration. Whenever
a mote received the flooding message for the first time or retransmitted the
flooding message, the time was stored in the mote’s memory.

When the flooding finished, we collected the data. On behalf of the lap-
top, the USB-connected mote queried each mote for their measurement data,
such as when and if it received the flooding message and when and if it re-
transmitted it. All this data was compiled at the laptop to calculate the
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Table 5.1: Network scenario connectivities
Network scenario Avg. node degree

Fully connected 48.1

Very Dense (0.3 m) 44.4

Dense (0.6 m) 32.3 - 37.52

1.0 m 19.3

1.5 m 11.0

Sparse (2.0 m) 6.0

reachability, retransmissions, and delay of this single flooding. The mea-
surement was then repeated until a sufficient number of floodings had been
conducted to make statistically significant conclusions.

5.5 Experimental Results

To properly compare PFS with CBB and Blind Flooding, the experiment
was conducted in two phases. The target of the first phase was to determine
the optimal parameters for each of the tested flooding protocols, whereas
in the second phase, we compared the three flooding protocols using those
parameters in six network scenarios with different density.

Each measurement was repeated 50 times. In all the resulting graphs,
we show both the average value and the 90 % confidence interval. For the
network scenarios that we used in our experiments, the average node degrees
according to formula (5.2) are shown in Table 5.1. The experiments were
conducted at different times and that meant that the connectivity some-
times varied a bit even though we tried hard to maintain the same environ-
ment. The fully connected scenario was done with full transmission power,
since it was impossible to achieve full connectivity otherwise. However, all
graphs and comparisons between configurations and protocols were done at
the same time using the same network scenario and hence with minimal
scenario-induced differences.

To compare the flooding protocols, we use the following three measure-
ments in the remaining of this chapter:

Reachability This measurement evaluates a protocol’s reliability. It is rep-
resented by the delivery ratio of a flooding message. For example, if
there are 50 nodes in a network and a node floods a message using a
certain flooding protocol resulting in 42 nodes receiving this message,
then we say that the reachability is 42/49 = 85.71%.

237.5 was measured in phase one in a large meeting room, while 32.3 was in phase two
in a sports hall
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Figure 5.8: Blind Flooding

Retransmissions This is a measurement that measures the number of re-
transmitting nodes for flooding a message. Other messages, such as
hello messages are ignored in this measurement. It measures the effi-
ciency of the protocol.

Delay The delay counts the time interval from the moment that the source
node sends a flooding message until the moment that the last node in
the network receives this message. Because not all messages reach all
nodes, the last node means the last one which received the message.

5.5.1 Optimizing the protocol parameters (phase one)

In this section, we present the results of phase one, where we tried to deter-
mine the most optimal parameters for each of the protocols. We present the
results protocol by protocol, staring with Blind Flooding.

Blind Flooding

We started with determining the jitter parameter of Blind Flooding. This
was done in the dense network scenario. We varied the jitter parameter from
200 ms down to 5 ms, while measuring reachability, retransmissions, and
delay. Reachability and retransmissions were always 100 %, while the delay
decreased down to its lowest point at a jitter of 25 ms after which it slightly
increased as shown in Figure 5.8. Therefore, we opted for a maximum jitter
of 25 ms.
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Figure 5.9: CBB measurement results

CBB

Next, we continued with CBB. Two parameters needed to be determined; the
maximum RAD length (Tmax) and the threshold. To find the optimum Tmax ,
we used a threshold of 3, which is a value known to work well from simula-
tions. We tried different values of RAD in a dense scenario and measured the
number of retransmissions and delay. The reachability was always extremely
good in this dense scenario. As Tmax became smaller, the retransmissions
increased as demonstrated in Figure 5.9(a). This is due to the delay between
the retransmission decision and the actual retransmission. This delay is quite
large in the t-motes and hence causes the retransmissions to increase rapidly
when Tmax becomes too small and, in dense networks, this issue becomes
more severe. On the other hand, with a larger RAD, the delay also becomes
larger. From Figure 5.9(a), we can see that when the RAD is 200 ms, there
is very little improvement in the retransmissions if further increased, while
the delay continues to grow. Hence, we select Tmax = 200 ms.

Then we studied the CBB threshold in the sparse network scenario. The
sparse scenario was chosen, because it is the least connected and the most
difficult to reach all nodes. We measured the reachability and the retrans-
missions, which are shown in Figure 5.9(b). As can be seen, a threshold of 2
causes the reachability to suffer, while a value of more than 3 does not im-
prove much. Instead, it only increases the number of retransmissions. Hence,
we chose 3 as the best CBB threshold.

PFS

We needed to determine MAX SLOTS, tx delay(|m|) + D, EARLY P, and
what is the best hello protocol for PFS. First, we tested PFS with different
MAX SLOTS in both the dense and the sparse network scenarios. In the
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Figure 5.10: PFS measurement results

sparse network scenario, we used a tx delay(|m|) + D of 60 ms which was
known to be a good trade off between delay and performance from prelimi-
nary experiments (this is further verified in Figure 5.10(b)). However, in the
dense scenario we used a very large tx delay(|m|) + D (almost 200 ms) to
avoid the effect of too crowded slots, which can happen in denser networks.
Furthermore, we used the standard hello protocol and switched off the early
retransmission feature. The results are shown in Figure 5.10(a).

When MAX SLOTS = 1, the priorities among the retransmitting nodes
are in practice not used. That is, the order is completely random. However,
already after using two slots, we can see an immediate improvement. The
improvement continues until around 6, where it levels off or even degrades
in the sparse case. The reachability (not shown) remained unaffected and
constantly over 99.59 %. Hence, 6 seems like the best option since we also
do not want to make the slots too small as explained earlier.

Then we continued with tx delay(|m|) + D. Since, all flooding messages
were the same, the transmission time tx delay(|m|) was constant. Therefore,
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Figure 5.11: PFS hello protocol measurement results

we could just as well determine the entire sum of tx delay(|m|) + D. This
was done in the dense scenario because of the same reasons as for CBB
earlier. We measured retransmissions and delay and the results are shown in
Figure 5.10(b). We used the same parameters as in the previous experiment,
but with MAX SLOTS = 6. We can see that the reduction of retransmissions
starts to level off after a tx delay(|m|) + D of about 60 ms, while the delay
continues to increase. The reachability (not shown) was as near to perfect as
one can come. Because of this, we chose 60 ms.

The next parameter to be studied was EARLY P and the improvements
brought by the early retransmission feature. We conducted experiments with
EARLY P varied between 0 (off) and 20 in three different network scenarios,
namely the sparse, the dense, and the very dense network scenarios. The
benefit of the early retransmission feature should be most pronounced in a
very dense network, which can be seen from the results in Figure 5.10(c). In
sparser networks, this feature is not useful and is also less used. For the dense
and the sparse network scenarios, no trend can be seen which indicates that
the early retransmission feature did neither improve nor adversely affect the
performance. Anyhow, we believe that the EARLY P should be set as small
as possible and since there is almost no gain from about 10.0 and onwards
in any of the network scenarios, that seems a good value. In Figure 5.10(d),
the delay in the same experiment is shown. Here it is clear that the delay
also decreases when the early retransmission feature is being used. The
reachability (not shown) again remains unaffected and constantly high.

Finally, we investigated whether the lenient, standard, or strict hello pro-
tocol is best for the performance of PFS. This was done in both the dense
and the sparse scenarios. The number of retransmissions of PFS in both
scenarios are shown in Figure 5.11(a), while the reachability in the sparse
scenario is shown in Figure 5.11(b). The reachability was 100 % in the dense
scenario (not shown) for all hello protocols. In the sparse scenario, a slight,
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but not statistically significant, decrease could be noticed for the lenient
(average 99.6 %) and the standard method (average 99.8 %) compared to
the strict method (average 99.9 %). For the delay (not shown), the strict
method indicated a smaller average delay in both the scenarios compared to
the lenient and the standard methods. The latter two had almost the same
average delay, however, not statistically significant. In the end, we felt the
lenient method is able to perform the best since it reduced the number of
retransmissions while maintaining very high reachability.

5.5.2 Flooding protocol comparison (phase two)

In phase two, we compared the three protocols with each other using the
parameters deduced from the previous experiments, which are summarized
in Table 5.2. The values chosen might still not be optimal despite all our
efforts. Sometimes it is quite hard to make a good choice when there is a
trade off between two performance measurements. Others may have different
requirements and preferences. Furthermore, one value works best in one
scenario, while another works best in another scenario. However, a flooding
protocol should work well in all scenarios with one set of parameters and not
require to be tuned to the given situation. Hence, one fixed set of parameters
was chosen that should perform well in all scenarios if possible.

We tested the protocols in six different network scenarios starting from
a fully connected network and then gradually making it sparser. All exper-
iments in phase two were done in a large sports hall. The results of the
retransmissions, reachability, and the delay measurements are shown in Fig-
ure 5.12, Figure 5.13, and Figure 5.14 respectively. On the x-axis in all three
graphs, we used the average node degree corresponding to the measured sce-
nario going from dense on the left to sparse on the right.

In Figure 5.12, we show the retransmissions generated by each of the pro-
tocols in the various scenarios. The retransmissions of CBB and PFS follow
each other quite well and are both significantly better than Blind Flooding
also in real wireless multi-hop networks. While PFS has an advantage when
the network is fully connected, CBB performs slightly better in the medium
density scenarios. This demonstrates the difficulty in making self-pruning
perform well. Despite all our efforts to optimize the performance of PFS
with a carefully designed RAD, CBB still performs better. We do believe
that finding even more efficient RAD designs will prove to be very difficult.
Instead of continuing down that path, we decided to see what happens when
we combine PFS with CBB. This new protocol, which we call Counter-Based
PFS (CB-PFS), is also shown in the remaining figures. It simply works
exactly as PFS, but with a counter like CBB. CB-PFS can refrain from re-
transmitting either due to self-pruning according to PFS or due to the counter
exceeding the threshold according to CBB. The parameters used for CB-PFS
were exactly the same as for PFS and CBB. As expected, CB-PFS achieves
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Table 5.2: Parameters used in comparison

Protocol Parameter Value

All Number of nodes 50

All Total flooding packet size 42 bytes3

All Total hello packet size 19 bytes

All Number of floodings per scenario 50

BF Jitter 25 ms

CBB Tmax 200 ms

CBB Threshold 3

PFS MAX SLOTS 6

PFS tx delay(|m|) + D 60 ms

PFS EARLY P 10.0

PFS Hello protocol Lenient

PFS Hello packet interval 0.9 - 1.0 s
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Figure 5.12: Retransmissions

fewer retransmissions than both PFS and CBB in all scenarios.
Figure 5.13 shows the reachability of all four tested flooding protocols. All

protocols struggle to reach all nodes when the network becomes too sparse.
Even Blind Flooding struggles to achieve full reachability. However, we must

3The payload was 23 bytes for BF/CBB, but only 15 bytes for PFS due to extra
overhead
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Figure 5.13: Reachability

note that the reachability is extremely high in all cases. A reachability of
99.96 % means that only one node failed to receive only one of the 50 flooding
messages. Even CB-PFS, which is the most efficient protocol, achieves a
reachability above 99.3 %.

The last measurement is delay and is presented in Figure 5.14. Here,
Blind Flooding is clearly better. We probably could have improved the delay
performance for PFS and CB-PFS by reducing the D parameter. However,
that would, at the same time, have a negative effect on retransmissions.
The cause for this is the relatively long time it takes the t-motes to process
received packets and cancel a scheduled retransmission. If we could improve
this for the t-motes, we would be able to significantly improve the delay
performance for both PFS and CB-PFS as well as for CBB.

5.5.3 Measurement conclusions

Blind Flooding is the protocol with the highest reachability and the shortest
delay in our experiments. However, the cost for this is the large amount
of unnecessary retransmissions. On the other hand, CB-PFS reduces the
amount retransmissions to such a low level that the reachability starts to
drop. Fortunately, CB-PFS still manages to reach the nodes in almost all of
the cases.

Despite its simplicity, CBB performs exceptionally well. PFS, on the
other hand, requires quite some complexity to achieve a good performance.
This is not to say that the calculations done in PFS are heavy. The calcula-
tions are actually very simple and posed no problems for our sensor motes to
compute and hence should rarely be a problem. Instead, the complexity lies
in the number of parameters and the various mechanisms working in PFS
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Figure 5.14: Delay

and this makes it difficult to find the most optimal setting. We believe that
it is still possible to identify better parameters.

For sparse networks and networks with few nodes, PFS or CB-PFS per-
form better than Blind Flooding and CBB. This makes PFS or CB-PFS very
suitable for use in Clusters, since Clusters are expected to be fully connected
if using one single wireless communication technology. For heterogeneous
Clusters with two or more wireless technologies, there may be only one Node
that implements multiple wireless technologies. Hence, it is important that
such Nodes retransmit and that is also something PFS is expected to do bet-
ter than CBB due to its self-pruning aspects. In CBB, there cannot be any
such guarantees.

Regarding the very high reachability in our measurements, it is impor-
tant to remember that we used a matrix topology. Such a network poses no
challenge to any flooding protocol due to its homogeneous and regular struc-
ture. In random networks, extremely inhomogeneous networks, or mobile
networks, reachability becomes a challenge. Unfortunately, we cannot easily
setup such scenarios in a fair and reproducible way. In those cases, as well
as cases related to scalability, we have to resort to simulation.

5.6 Simulation Results

As long as good accuracy can be achieved, simulation will remain an im-
portant tool for performance analysis of flooding protocols. In this section,
we attempt to simulate CBB and PFS and compare the simulation results
with the experimental results obtained in Section 5.5. We chose the ns-2
simulator [159] (version 2.27), which is a frequently used tool for simula-
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Table 5.3: Simulation Parameters

Protocol Simulation Parameter Value

All Number of nodes 50

All Transmission data rate 2 MBit/s

All Transmission range 100 m

All Simulation time 100 s

All Flooding rate 2 packets/s

All Flooding message payload 64 bytes

CBB Threshold 3

CBB Tmax 30 ms

PFS Delay parameter (D) 12 ms

PFS MAX SLOTS 6

PFS EARLY P 10.0

PFS Hello protocol Standard4

PFS Hello message interval 1 s

tions of wireless protocols, including flooding protocols. The physical radio
characteristics of ns-2 were chosen to approximate the Lucent WaveLAN di-
rect sequence spread spectrum radio. The distributed coordination function
(DCF) of IEEE 802.11 [82] was used as the MAC protocol. The RTS/CTS
feature was not used since we only use broadcasting. IPv4 is assumed in the
simulations, so each node’s address is four bytes.

Each node was placed either randomly or in a grid topology within a
rectangular (ratio 4:9) and flat area. In the grid topology, the nodes were
lined up in a matrix in the same way as in the test bed experiments earlier.
The distance between neighboring nodes were altered to achieve different
network densities. We used the same way of measuring the network density
(formula 5.2) so that results could be properly compared between the simu-
lations and the experiments. We also tested random topologies, where nodes
were uniformly distributed in a rectangular area of various sizes, but always
with a ratio of 4:9 between the sides.

In each experiment, 200 flooding messages were generated from random
nodes at random times. Each simulation was repeated 20 times with the 99 %
confident interval calculated and shown in the graphs. Table 5.3 summarizes

4Due to the perfect radio model used in ns-2, there is no difference between the three
hello protocols
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Figure 5.15: Experiment and simulation comparison for CBB

the parameters used in the simulations. To get comparable results with the
experiments, we kept the parameters unchanged whenever possible. How-
ever, due to the different wireless technologies used in the simulator, CBB’s
Tmax and PFS’s delay parameter (D) had to be adjusted to the new environ-
ment. These values were obtained by a series of simulations, followed by the
selection of the values that produced the closest results to the experimental
results.

Figure 5.15 shows the results for CBB. In terms of retransmissions, we
can see that the grid topology simulation corresponds almost perfectly to the
experimental results. Further, switching from a grid topology to a random
node topology does not affect the results. The same holds for reachability
(not shown), which is very high in all three cases. Concerning the delay, we
can see in Figure 5.17 that a similar curve is obtained as in the experiments.
However, due to the different wireless technologies, and especially the differ-
ent transmission rates, the delays differ. From the figure, it appears to be
roughly by a factor of five (experiment delay is shown on the left scale, while
simulation delay is shown on the right scale).

In Figure 5.16, a similar comparison is shown for PFS. Unfortunately,
we cannot see an as good correlation between the simulation results and the
experimental results as we did for CBB. It seems that the simulation underes-
timates the retransmissions of PFS when the network becomes sparser. This
may be due to the perfect radio propagation model used by the simulator in
which a link is either perfect or non-existent. In the experimental research
earlier, we could see the frequent occurrence of links with medium quality.
This will have the effect that PFS in the simulation environment will have
near perfect neighborhood information, while in a real network, there will be
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Figure 5.17: Experiment and simulation delay comparison

significant amount of errors. PFS will, because of this, over-perform in the
simulator. CBB remains unaffected, since it does not rely on neighborhood
information. The delay results for PFS are shown in Figure 5.17. Also from
these results, we see a mismatch between the experimental results and the
simulation results for PFS. This time it concerns the delay in almost fully
connected networks.

The conclusion of this work must be that we need to improve the radio
propagation model used in the simulations to better reflect the real situations
that can be expected. Hence, we have once again demonstrated the short-
comings of relying on simulations when comparing protocol performance (see
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[29]) and the importance of doing measurements in real wireless networks.
To continue this simulation work, we propose to first identify a better

radio propagation model and then again verify the simulations against test
bed measurements. One approach could be to take our test bed measurement
results from the network density measurements, where the delivery ratio is
known for every possible link in the network, and build a network based on
that. Hopefully, that should give more realistic results.

5.7 The Prototype

We also wanted to know how flooding can be applied to intra-Cluster com-
munication. Therefore, we extended our PN prototype from Chapter 4 with
all the four flooding protocols we tested. Which flooding protocol to use
was inserted as a parameter in the flooding message itself and hence could
be selected by the initiating Node per packet using a configuration option.
Hence, it is possible to use different flooding protocols for every packet.

The flooding algorithms were implemented in ppand itself. To allow any
application to use optimized flooding without modifications, we let pack-
ets with an intra-Cluster multicast destination addresses with a prefix of
FF13::/16 be treated as flooding packets by our flooding code. Packets with
other multicast destination addresses use the normal link local multicast
mechanism only. The total extra code required for implementing all four
flooding algorithms measured only 650 lines of code (LoC).

To implement Cluster-wide flooding, we needed to make some small addi-
tions to the intra-Cluster data traffic message introduced in Figure 4.6. The
new format includes a message identifier, a neighbor Node list, and the num-
ber of Nodes in that list. The new message format is shown in Figure 5.18
with the new fields mark with gray. The type of flooding protocol to be used
is determined by the message type value, which can be set to either one hop
(unicast traffic), Blind Flooding, CBB, or PFS. To use CB-PFS, we use the
PFS message type and then set the threshold value to something lower than
unlimited.

The system distinguishes packets from each other by using the Msg ID
field. A packet is uniquely identified by the PN ID, Node ID, and Msg ID.
To make sure a receiving Node does not process a packet twice, it keeps a list
of recently received packets and compares new packets it receives to packets
in the list. If a match is found in the list, a received packet is handled as a
duplicate, otherwise as a new flooding packet.

Another option to duplicate packet detection is calculating a hash value
of the packet [128] and only use an extra field when two different flooding
packets accidently have the same hash value. The benefit of this option is re-
duced communication overhead. However, this comes at extra computational
costs.
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Figure 5.18: Intra-Cluster data traffic message with flooding support

When using PFS or CB-PFS, the neighbor information can come from
ppand’s hello protocol. However, to implement the lenient and the strict
hello protocols, we needed to make some minor modifications. The reception
time of the last three hello packets were kept for each neighbor and that was
the information we used to determine which node is a neighbor. At the same
time, we kept neighbors in the neighbor table longer; until no hello packets
were received for some time (50 seconds in our implementation). In the next
chapter, we will also update the hello protocol used for unicast traffic.

5.8 Summary

In this chapter, we introduced optimized flooding for intra-Cluster broad-
casting. Several flooding protocols were introduced and discussed. We also
introduced a new flooding protocol called Prioritized Flooding with Self-
Pruning (PFS) and then compared it in a real wireless multi-hop network
test bed with two existing flooding protocols: Blind Flooding and Counter-
Based Broadcasting (CBB). Blind Flooding is the simplest protocol, but also
creates the most amount of overhead. CBB limits the retransmissions of the
flooding messages by listening on how often a message already has been re-
transmitted. PFS relies on neighborhood information collected from a hello
protocol to determine the most optimal nodes to retransmit. We also pro-
posed to combine PFS and CBB into a protocol we call Counter-Based PFS
(CB-PFS).

We found that while all four protocols achieve very high reachability,
CBB, PFS, and CB-PFS create much less overhead than Blind Flooding.
However, Blind Flooding was the fastest protocol to reach all nodes in the
network. When comparing CBB and PFS, we found that CBB was better
in some circumstances, while PFS was better in other circumstances. For
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instance, PFS was better in fully or almost fully connected networks and
very sparse networks—characteristics typical to Clusters. Hence, we believe
PFS is more suitable for intra-Cluster broadcasting. Regarding CB-PFS, we
could conclude that it created less overhead than both CBB and PFS in all
situations. However, we could see a small tendency to lower reachability for
CB-PFS. Hence, if total reachability is required, PFS is the best option for
Cluster-wide broadcasting; otherwise CB-PFS may prove a better candidate.

The comparison was made in a real network rather than in a simulator
due to difficulty of creating an accurate simulation environment. This, we
demonstrated by comparing the results of our measurements with simulations
done in one of the most popular simulators for wireless communication: ns-2.
In the case of PFS, the results from the measurements and the simulations
differed significantly and this may be due to the perfect channel conditions
assumed by the simulator.

Finally, we implemented all four flooding protocols in our PN prototype
that we introduced in the previous chapter. Practical implementation as-
pects were discussed, such as addressing and how to distinguish new flooding
packets from retransmissions. How we used the existing hello protocol for
flooding purposes was also discussed. In the end, we concluded that the
implementation for Cluster-wide broadcasting using optimized flooding was
very small.



Chapter 6

Unicast Routing in Clusters

Most of the traffic within a Cluster will have only one destination. The
routing of such traffic is called unicast routing and is very important since
the quality of unicast routing directly affects the quality of the end-user
applications. Therefore, we look at unicast routing within a Cluster in this
chapter. There are plenty of unicast routing protocols for networks, such
as Clusters, but they only provide a part of the solution. Almost none of
the well-known routing protocols consider how to identify the best path, but
instead focus on signaling and signaling overhead. To make unicast routing
a success, we do not only need an efficient and accurate routing protocol, but
also a good approach to correctly assess the quality of the wireless links and
thereby be able to identify the paths with the highest quality.

In most cases, the link quality is assessed based on the exchange of hello
packets. Even though several hello packets were successfully exchanged, a
link may still not be good enough to carry data traffic. Wireless links have a
quality which varies in time to such a degree that it is often not clear whether
a link is suitable for data transmission or not; they do not exhibit an on-off
behavior. Earlier experiments [44][46] have shown that links with 40 % to
80 % delivery ratio are common in both indoor and outdoor environments.
Hence, a better assessment of the link quality is necessary to achieve satisfac-
tory communication within a Cluster. Since a Cluster may use very different
types of links and the devices may be of varying capabilities, there must be
such mechanisms for each potential wireless technology as well as a mecha-
nism to compare link quality assessments among different technologies. For
this to work, we inevitably need cross-layer information.

This chapter is structured as follows. Section 6.1 introduces the most
important requirements for unicast routing. Related work is covered in Sec-
tion 6.2. In Section 6.3, we look at various possibilities to improve the link
quality assessment and thereby improve the selection of paths. In Section 6.4,
we test the various approaches in our test bed and report the results, which
indicate improved routing performance. Some issues related to the routing
protocol when using our link quality assessment proposals are introduced

115
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in Section 6.5. In Section 6.6, we describe the modifications we did to our
prototype to implement all this. A chapter summary is given in Section 6.7

6.1 Requirements for Routing in Clusters

To achieve satisfactory unicast routing and communication within a Cluster,
we need a routing protocol that fulfills the following requirements:

1. It must allow unicast routing between any pair of Nodes in the Cluster.
This allows any Node in the Cluster to communicate with any of the
other Nodes in the same Cluster.

2. The paths selected by the routing protocol must have the quality re-
quired by the applications and the user’s preferences. The routing
protocol should be able to identify the possible paths and then select
the path with the most suitable quality. This is especially important
for real-time applications. The criteria for the quality of a path are
typically low packet loss, low packet delay, and high throughput. Fur-
ther, energy efficiency, stability, and reliability can also be considered
as important criteria. Since applications and typical usage patterns
may change, the path selection should be able to adapt automatically.

3. The identification and setup of paths must be timely. How fast the
path setup should be depends on the application. Obviously a shorter
setup time is better.

4. Routes should adapt to changing conditions. Due to mobility and dy-
namics in the Clusters as well as changing network conditions, paths
may break or change quality. The routing protocol must be able to de-
tect such changes, identify better paths, and gracefully switch to those
paths.

5. The routing protocol should create as little overhead as possible. Clus-
ter Nodes are predominantly mobile and hence less powerful; moreover
they are likely to be battery powered, which implies that the routing
protocol must use its available resources cautiously. It should minimize
the amount of signaling traffic and computation.

6. The routing protocol should be robust against errors and security at-
tacks. External as well as internal disturbances caused unintentionally
or intentionally should be dealt with in an appropriate way. The proto-
col should still be able to meet its requirements, while errors or attacks
occur.

Most of these requirements are contradictory. This means that a balance
between them must be achieved. To achieve a satisfactory level of overhead,
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only one single routing protocol using no more than one path between node
pairs can be used within a Cluster simultaneously. This means that the rout-
ing protocol and the paths it selects must sufficiently satisfy all applications
and all requirements. Unfortunately, what is sufficient and what the balance
should be are very difficult to quantify. In fact, this may change over time as
new applications arrive and new wireless technologies are deployed. Hence,
we also propose that the intra-Cluster routing protocol is reconfigurable and
that there are mechanisms to automatically reconfigure the Cluster to cope
with new situations.

6.2 Related Work

The extensive work on routing protocols is obviously of relevance. How-
ever, most research on routing protocols typically only considers the signal-
ing aspects of routing, such as how routes are discovered and communicated
throughout the network. Some of the popular protocols are introduced in
Section 6.2.1. In Section 6.2.2, we also look at methods proposed for identi-
fying and selecting the highest quality path; in particular the choice of route
metric. This is equally important as a poor choice will lead to poor end-to-
end quality for the applications. In particular, the shortest path frequently
may contain very long links with poor quality. Instead another path with
one or two extra hops may provide a better end-to-end quality.

6.2.1 Routing protocols

Over the years, many routing protocols have been proposed for all kinds of
networks. Since Clusters are dynamic and mobile, we need a protocol that
can cope with frequent topology changes, which means that we need to look
at the ad hoc routing protocols. Also in this class, several protocols have
been proposed. We will briefly introduce the most important ones here, but
there are many more. See [5] for a more complete overview of ad hoc routing
protocols.

Dynamic Source Routing (DSR) [102][104] was one of the first protocols
to specifically address mobile ad hoc networks. A node should not need to
keep any routing information and no route updating information should be
distributed if not used. Instead, it is up to the sending node to discover and
maintain a route to a destination on demand. The path is sent together with
the data, in the data packet header, so that all intermediate nodes know
where to forward the packet. To discover the path to a destination, a route
request packet is broadcasted using blind flooding through the network. If
the destination node receives the route request, it answers by sending a reply
packet back via the reverse path. At this point, the sending node can start to
send data along that path by putting each hop of the selected route into the
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header of the data packets. If a route becomes invalid, a route error packet
is sent back to the sender by one of the intermediate nodes. The sender then
needs to find a new route to the destination by broadcasting a new route
request message.

There are a few additional features that can be implemented that tries
to improve the efficiency of the DSR protocol, such as replying to a route
request using cached and overheard routing information, packet salvaging
using alternative routes when the selected route fails, and automatic route
shortening. All are described in [104].

Ad Hoc On-Demand Distance Vector (AODV) [176] is similar to DSR,
but the path is not transmitted in the data packets. Instead, the intermediate
nodes have to remember the path. This means that each node in the network
only must remember all active paths, which is much less than all possible
paths in the network. The route request handling in AODV can be made
more efficient than in DSR, since not only the destination node may answer
the route request packet. Any node that has an active path to the destination
node may answer the route request. Dynamic MANET On-demand Routing
(DYMO) [32] is the continuation of AODV towards standardization. The
main enhancements are a clearer specification and the use of the common
packet format for ad hoc networks [38].

DSR, AODV, and DYMO are all reactive routing protocols. The main
drawback is the delay introduced due to the route setup. Common PN ap-
plications with many short sessions will suffer the most from this delay.
The other option is proactive table-driven routing protocols. Destination-
Sequenced Distance-Vector Routing (DSDV) [175] was one of the first pro-
active ad hoc routing protocols. It is a distance-vector routing protocol suit-
able for high mobility. With a new way of using sequence numbers, it can
detect and avoid routing loops even when the mobility is very high. The
main problem of DSDV is its poor scalability. As the number of nodes and
the mobility increase, the overhead quickly becomes too burdensome.

A more scalable approach to proactive routing in mobile networks is Op-
timized Link State Routing Protocol (OLSR) [37]. OLSR is a link-state
routing protocol that builds a backbone and only communicates link states
belonging to the backbone or links connecting other nodes to the backbone.
Most links in the network are ignored and this, in combination with the
use of the optimized flooding protocol MPR to broadcast link states, makes
OLSR much more scalable. Still, it provides near optimal routing between
all nodes in the network. OLSRv2 [40] is a newer version of OLSR that uses
the common packet format for ad hoc networks [38], but otherwise uses the
same mechanisms and algorithms.

Both reactive and proactive routing protocols have their pros and cons.
Depending on the network condition (mobility, number of active paths, path
durations, etc), different routing protocols will be the best [69][77]. To ad-
dress this issue of adaptability, hybrid protocols, which combine the reactive
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and the proactive approaches, were proposed. One hybrid protocol is the
Zone Routing Protocol (ZRP) [68][69]. In ZRP, each node proactively main-
tains topology information within a local neighborhood, called a node’s zone.
The zone is defined as all nodes not more than a certain number of hops away.
If a node wishes to communicate with a node outside its zone, it needs to
discover a path in a similar way to a reactive routing protocol. However,
using the local neighborhood information, the flooding of the route request
can be optimized in the same way as mentioned in Chapter 5 and this results
in less created overhead.

Another approach to adaptive routing is the multi-mode approach taken
by the Adaptive Multi-Mode Routing Protocol [74][77]. In this protocol, a
node may operate in either proactive or reactive mode. Depending on the
network condition, each node may switch to what it believes is the best
mode. The protocol is designed in such a way that all modes are compatible
with each other, allowing the network to adapt to the most efficient mode.
Furthermore, it is possible for the network to use different modes in different
parts of the network when the conditions are different. Through simulations,
it was shown how the protocol can adapt better to new network conditions
and operate efficient in varying network conditions.

There are many more routing protocols, but the ones we discussed have
become the most popular for various reasons. Since implementations of all
but the most popular routing protocols are rare, we are more or less forced
to pick one of these or implement the routing software from scratch. Due
to time constraints, we selected OLSR, which after all is a very competent
protocol that meets our requirements. It is a reactive protocol that can
adapt to changes and creates relatively little overhead. The purpose of this
thesis is not to develop or compare ad hoc routing protocols, but merely to
demonstrate the possibility of unicast Cluster routing.

There are many more routing protocols, but the ones we discussed have
become the most popular for various reasons. For our experiments, we se-
lected OLSR, for which there is a suitable implementation available. It is a
proactive protocol that can adapt to changes, but still creates relatively little
overhead and hence can support most of our requirements. The purpose of
this thesis is not to develop or compare ad hoc routing protocols, but merely
to demonstrate the possibility of unicast Cluster routing.

6.2.2 Routing metrics

Early ad hoc network protocols, such as AODV [176] and DSR [102], try to
find the shortest path between the source and destination. They mainly use
hello packets to detect neighbors and links. However, this does not lead to the
best end-to-end performance. Paths with the minimum number of hops often
may include very long links with poor quality and such links usually create
more retransmissions and use a reduced throughput if multi-rate is supported
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on such links. Research has shown that there is room for improvement [46].

Link layer techniques, such as forward error correction (FEC), rate con-
trol, transmission power adjustments, and retransmissions (also known as
ARQ), help improve the quality of a particular link. However, there is al-
ways a limit to the impairments that can be handled by such techniques.
When the quality of a link drops, more retransmissions are required which
means lower throughput as well as longer delays. FEC must use more re-
dundant bits to recover transmission errors, which also costs throughput. At
some point, no link layer mechanism is able to transport a single bit; the
wireless channel is simply too bad. Hence, alternative paths that avoid bad
links are preferred, even if the paths are longer in terms of number of hops.

One of the simplest ideas for improvement is to exclude links with bad
performance. For instance, links with more than 50 % packet loss at the
lowest transmission rate and highest transmission power are excluded. Using
the remaining links, the routing protocol finds the shortest path as usual.
The drawback with this approach is the balance one needs between allowing
bad links and partitioning the network. A too high packet loss threshold
breaks the connectivity of the network and a too low threshold allows too
many bad links to be used.

A more promising approach is to minimize the number of transmissions
required to reach the destination [47] instead of minimizing the number of
hops. This is referred to as estimated transmission count (ETX). The link
ETX is the expected number of retransmissions required to successfully trans-
mit a packet over a link and is the inverse of the packet delivery ratio. The
routing protocol then needs to find the path with the lowest ETX. This will
lead to the one with the least amount of transmissions, including retransmis-
sions, being used to deliver each packet to its destination; this will increase
throughput and minimize delay. ETX will find paths with a good balance
between the number of hops and the number of retransmissions per hop.

Another promising alternative is to minimize the total medium time re-
quired to reach the destination, which is known as estimated transmission
time (ETT) [16][22]. In [16], the metric is actually referred to as medium
time metric (MTM), but we will use the term ETT since both proposals are
almost identical. ETT is actually similar to ETX except that it also considers
the link rate. If all links use the same rate, ETX and ETT are in fact the
same. Hence, in networks with multiple link-layer technologies using differ-
ent transmission rates or when using multi-rate link-layer technologies, ETT
is better. ETT can find a good balance between link rates, retransmissions,
and number of hops.

Both ETX and ETT find paths with expected minimum required trans-
missions including expected retransmissions or minimum required “channel
time”. Both will work well in moderate sized Clusters, since most Nodes are
within contention range. Only very large ad hoc networks can benefit from
approaches where one tries to route around areas with a lot of contention
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[72]. However, if different links can use different non-overlapping channels,
it might be advantageous to use Weighted Cumulative ETT (WCETT) [53].
WCETT also accounts for the interference between the links. It chooses as
much as possible links that use channels that do not interfere with each other
in order to maximize the end-to-end throughput.

6.3 Link Quality Assessment

From the discussion in the previous section we can conclude that ETX will
be the best option for Clusters using single rate wireless technologies, ETT if
using multi-rate technologies, and WCETT if using multiple channels. How-
ever, for routing protocols based on any of these approaches to operate well,
very good and up-to-date information about the quality of candidate links
is crucial. This includes both the current rate and expected packet loss.
Furthermore, this information needs to be up-to-date and changes must be
detected immediately so that a switch to an alternative path can be quick
enough not to disturb the applications. The link quality information must
be collected without consuming too many resources, such as energy, compu-
tational power and the valuable wireless bandwidth. This functionality, we
refer to as link quality assessment (LQA).

The goal of LQA is to provide information for maximizing the quality of
the end-to-end links within the Cluster. For most applications, this means to
achieve as low a packet loss and delay as possible and to maximize through-
put. Hence, the routing protocol must identify the best path for each session
while not inflicting too much overhead. This is made quite difficult, because
typical Clusters contain several very different communication technologies
and Nodes with varying capabilities. At the same time, Clusters may be
very dynamic with constantly changing conditions.

The LQA mechanism must feed the routing protocol with as accurate
and up-to-date information as possible about the quality of available links.
The main target is to predict the quality of a link and preferably also predict
the link quality trend. It is the task of the routing protocol to act on these
changes. This can involve distributing topology update messages throughout
the network to make relevant nodes aware of the change. While this certainly
improves the awareness of the quality of the links in the network, it also
creates tremendous overhead. Therefore, mechanisms are needed that can
filter out insignificant changes and frequently changing links, but still allow
big or important changes to be propagated. This is an important task for the
routing protocol, which we will cover in Section 6.5. For the LQA function,
we want a solution that is able to quickly and accurately detect link changes
or even anticipate these.

Several methods can be considered to assess the quality of the link. All of
them include testing the link using hello packets or passively observing the
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transmission of ongoing data traffic. In the remaining of this section, we will
study the most promising techniques for LQA.

6.3.1 Hello packets

A simple way to predict link quality is to continuously and periodically gen-
erate hello packets. If the hello packets are received at a neighboring node,
then there is a link. The packet loss can be estimated by transmitting a
known number of hello packets over a certain time and observe how many
of them arrive, e.g., counting how many of the last 10 hello packets have
been received. Numerous protocols [102][176][37][40] and implementations
use this method. Common is to broadcast a hello packet every X seconds,
where X may vary between 1 second and up to perhaps 10 seconds. By using
broadcasting, one transmission can be used to detect the link quality with all
neighbors at once and also to discover new neighbors. The link layer usually
does not use retransmissions for broadcast traffic and hence the real packet
loss ratio before retransmissions can be determined.

In most implementations, the window size for counting the number of
hello packets is 10. Suppose the hello packet interval is 1 second, then it
takes 10 seconds for a node to fully learn the quality of the link to a new
neighbor. In the same way, it takes this mechanism 10 seconds to fully learn
the new quality of a link when it changes. For Clusters, which are dynamic in
nature, this mechanism reacts too slowly to link changes. If a link suddenly
breaks or changes quality, it typically takes several seconds before the routing
layer detects this and takes action. When this happens frequently, it causes
detectable quality drops and severely degrades the performance of real-time
applications running on top of these networks. Hence, the packet delivery
ratio measured by hello packets is not accurate and fast enough for Clusters.

Increasing the hello packet interval will make the prediction faster and
more accurate, but will also significantly increase the overhead. Hence, it is
not a feasible solution. To improve the responsiveness of this measurement,
we can give a higher weight to more recently received (or lost) hello packets.
Of course, a higher weight on more present packets will lead to faster adap-
tation to link changes but it will also lead to a less accurate prediction. The
last hello packet influences the prediction too much, which makes it a less
stable predictor.

The fact that hello packets can be lost due to both bad wireless channel
conditions and collisions makes it even more difficult to use. It is very difficult
to know the exact cause of a packet loss. However, collisions are more likely
to happen in saturated parts of the network or will affect all links to the
same extent. Hence, if the collision rate can be controlled, this will not pose
a serious problem.

Another problem when using hello packets that applies to many link layer
technologies, including IEEE 802.11, is the inaccuracy caused by the data rate
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and packet size differences between hello packets and data packets. Hello
packets are typically smaller than data packets and are always sent using
broadcasting. Broadcast packets in the IEEE 802.11 protocol family are
sent using one of the lowest data rates in order to be backwards compatible
(2 Mbps in our test bed). These two differences will cause the delivery ratio
measured by broadcasted hello packets to differ from the packet delivery ratio
when using the same link for data traffic [31][11].

6.3.2 Signal strength

The most commonly used cross-layer information for link quality assessment
is either the received signal strength indication (RSSI) or the signal to noise
ratio (SNR). For example in [35], RSSI is used for gateway selection; the
gateway with the strongest signal is selected. Another example is signal
stability-based adaptive routing (SSA) [55] in which signal strength is used for
route selection in an ad hoc network. The IST 6HOP project [4] implemented
a multi-hop ad hoc networking test bed and used signal strength as a routing
criterion in one of their setups.

In general, the success of using signal strength for LQA or as a routing
metric has not been very promising. The reason is the weak correlation
between signal strength and packet loss. Several studies of this have been
done. See, for instance, [44] or [8]. Figure 6.1 shows an example plot of signal
strength versus delivery ratio for IEEE 802.11 at 2 Mbps (using broadcast).
It is based on an experiment in which we sent 10 packets/s with a size of
36 Bytes, excluding Ethernet headers. Each point is an average of the signal
strength and packet loss over 10 seconds (i.e., 100 packets). The conclusion
that can be drawn is that good signal strength usually means good packet
delivery ratio, but when the signal strength drops below a certain threshold,
it becomes very difficult to predict the delivery ratio. It can be anything
from perfect to non-existent. Unfortunately, that threshold is so high that
very few links are above. Hence, we can extract very little information from
the signal strength.

Another problem with signal strength is its fluctuating behavior. Shad-
owing and fading wireless channels cause the signal strength to vary even in
a controlled and stable environment. Figure 6.2 shows the result of one node
constantly transmitting 10 packets/s to another node. The received signal
strength of the receiving node is given in the graph. Despite this being a sta-
ble indoor environment, we see serious fluctuations even between consecutive
packets. It is clear that we need to smooth out these short-term fluctuations.
For this, an exponentially weighted moving average (EWMA) can be used:

Et+1 = α · St + (1 − α) · Et (6.1)

In the formula, St is the signal strength in dBm of the last received packet,
Et is the previous estimation, and Et+1 is the new estimation. α is a constant



124 CHAPTER 6. UNICAST ROUTING IN CLUSTERS

 0

 0.2

 0.4

 0.6

 0.8

 1

-90 -80 -70 -60 -50 -40

D
e
liv

e
ry

 R
a
ti
o

Recieved Signal Strength

Figure 6.1: Received signal strength vs. packet delivery ratio
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Figure 6.2: Received signal strength over time

that determines the amount of weight assigned to the last measurement. The
reason why we prefer a EWMA is its ability to both smoothen out fluctuations
and to quickly adapt to new circumstances. A normal moving average weights
historical values equally with present values and cause a slower change when
the quality shifts.

The difficulty of using a EWMA with random values, such as signal
strength, lies in the selection of α. A too small α leads to too fluctuat-
ing estimations and a too big α leads to too slow adaptation. A balance
is needed that depends on the frequency of the measurements, the amount
of fluctuations in the measurements, and the need of fast adaptations. The
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smoothed estimation that is shown in Figure 6.2 uses α = 0.1, which seems
right for that scenario.

The last problem with using signal strength is that we only know the
signal strength associated with received packets. Hence, the estimation will
not be very accurate if there are many packet losses since we do not know
the signal strength associated with the lost packets. To account for this, it
is better to assume that a lost hello packet has the lowest receivable signal
strength instead of ignoring it. In Section 6.4.1, we will demonstrate the
improvements this scheme brings.

6.3.3 Data packet retranmissions

When a link is carrying data traffic, we can gather even more information
about its current quality. Hello packets are only sent infrequently, which
means that the delivery ratio deduced from hello packets only has a poor
accuracy and react slowly to changes. If a link carries a lot of data packets,
then the delivery ratio of the data packets can also be used to perform LQA.
However, there are three problems with this approach:

1. Most wireless technologies provide retransmissions for the delivery of
data packets and we need the packet delivery ratio including all trans-
missions and retransmissions. That is, we need the packet delivery ratio
before any retransmission scheme. For many standard wireless cards
and their drivers, this information is not readily available. However,
there is nothing fundamental that should stop us from retrieving this in-
formation. In fact, we succeeded in obtaining this information from the
Madwifi open source driver [129] for Linux in combination with a 3Com
OfficeConnect Wireless 108Mb 11g PC Card [1]. The retransmission
feedback was implemented as two counters for each known neighbor
node. One counter is increased for each transmission or retransmis-
sion, while the other counter is increased for each successfully received
acknowledgment. By reading these counters periodically (e.g., every
100 ms), we can obtain how many packets were successfully transmit-
ted to that neighbor in the last period and how many (re)transmissions
were required to achieve that. A similar approach can be used for
other drivers, cards, or even different wireless technologies providing
retransmissions.

2. The delivery ratio of the data packets depends on the sizes of the data
packets. Larger packets have lower chances of successful delivery than
small packets, sometimes much lower. See Section 6.5.2 for further
analysis of this phenomenon. However, it is impossible to control the
packet sizes that are being used and this adds uncertainty to this LQA
method. Because of this, we need to compensate for packet size when
calculating the packet delivery ratio. The LQA should assume one
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reference packet size and convert the delivery ratio of other packet sizes
to the reference packet size. The chosen reference packet size should
represent the typical packets transmitted on that link.

3. When there is no or very little data traffic on a link, then this approach
cannot be used. It is therefore important to not only use the delivery
ratio of data packets. Instead, a combination of data packet delivery
ratio, hello packet delivery ratio, and signal strength should be consid-
ered. When the number of data packets transmitted on a link becomes
smaller, more emphasis should be placed on hello packet delivery ratio
and signal strength.

Despite these problems, the data packet delivery ratio provides the best
option for LQA, since it measures the actual delivery ratio. It is also for links
that are actually used for data transmission that we need the best accuracy
and fastest detection of link quality changes. It is more crucial that the
routing protocol can quickly react on a sudden degradation of a used link
in order to maintain a high end-to-end path quality at all times. To quickly
react on a quality improvement of a link is usually not required. Maybe
the link will not be used immediately anyway and following the cautious
approach of Toh [223], it may not be a good idea to quickly start using it.
The chance that the link quality soon degrades again is probably very high.

The data packet delivery ratio can also fluctuate significantly on a short
time scale and that is the reason why retransmissions are needed in the first
place. To be able to use this information for predicting the link quality, we
need to smooth out these fluctuations in a similar way to the smoothening of
signal strength fluctuations above. Figure 6.3 shows an example of a degrad-
ing link with plenty of data traffic. The sender generated UDP packets at
a rate of 50 packets/s and a size of 1000 Bytes, excluding Ethernet headers.
One of the nodes moved away from the other with an approximate speed
of 0.5 m/s while constantly remaining in line of sight. The experiment was
carried out in an indoor office environment with interfering wireless commu-
nication, including other WLAN networks.

In Figure 6.3, the gray background shows the actual data packet delivery
ratio before retransmissions averaged over 100 ms (around five data packets).
The thin black line shows the EWMA of the same data packet delivery ratio
using α = 0.1. It is clear that an average over only five transmissions causes
the data to fluctuate too much, which is virtually useless. The EWMA-
smoothed values, on the other hand, fluctuates less and hence are better for
assessing the current quality of the link.

6.3.4 Other measures

Hello packet delivery ratio, data packet delivery ratio, and signal strength are
not the only measures that can be used for LQA. Other measures could be the
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Figure 6.3: Data packet delivery ratio and predictions with different α

number of transmission failures, chip error rate, or overhearing cross traffic
between other Nodes. This thesis will not further consider the usefulness of
these types of measures, but future research may want to investigate their
suitability for LQA.

6.3.5 Bi-directional LQA

It is also very important to point out that a link can have one type of quality
in one direction and a completely different quality in the other direction
[46][47]. That is, a wireless link can be very asymmetric. Most routing
protocols only use one bi-directional metric for a link instead of one metric for
each direction. The main reasons for this are lower overhead and the fact that
unicast communications involve packets being sent in both directions anyway.
Data packets are sent in the forward direction, while acknowledgments are
sent in the reverse direction.

Therefore, it is important to realize what information is available at which
end of the link. For signal strength, this is not an issue, since signal strength
is known to show good symmetry. This has been known since 1896 due to the
work of Hendrik Lorentz, which lead to what is known as the Lorentz reci-
procity theorem. We could also verify this phenomenon in our test bed. Fur-
thermore, signal strength can also be obtained from acknowledgment packets,
so even if the data stream is only going in one direction, we can acquire good
signal strength information at both sides.

However, the packet delivery ratio can be very different in the two di-
rections and this needs to be taken into account. Further, the difference in
packet size between data packets and acknowledgments is so significant that
LQA based on delivery ratio may differ between the two nodes only because
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of this. It is therefore important that the LQA measures in both directions
are combined at some point. This can be done by the routing protocol, by
sharing this information using hello packets, or via extra header fields in the
data packets. All solutions add overhead, but the differences between the
two directions can be so large that it is necessary.

6.3.6 Heterogeneous air interfaces

It is likely that a Node supports more than one type of link layer technology
for intra-Cluster communication. In those cases, the Node needs to imple-
ment one LQA mechanism for each link layer type. The LQA implemen-
tations must be tailored to the characteristics of their respective link layer
technology and hence may significantly differ from each other. However, it
must be possible to compare LQA results between a particular link layer and
the others in a fair way. To achieve this, the LQA results must reflect the
behaviors of the link layer techniques.

It is clear that LQA based on ETX is not sufficient, since ETX fails
to consider the data rate, which typically is different between different link
layer technologies. Furthermore, different link layer technologies may occupy
different radio frequencies (or channels). Hence, for Clusters with heteroge-
neous air interfaces, it is better to base the routing metric on WCETT [53]
as discussed in Section 6.2.

The different link layer technologies may also have other characteristics
that should influence the selection of one path over another. For example,
power consumption may be a factor and hence should be reflected in the
LQA. However, this makes it necessary to define a trade-off between power
consumption and achievable throughput, but such trade-offs are difficult to
define. Instead, it is probably better to make this tunable by the user or
have it decided by a context-aware decision system. Such a system may take
battery-charge levels and other external factors into account when reconfig-
uring the used routing metrics. However, this is beyond the purpose and
scope of this chapter. Instead, we will focus on finding paths with maximum
throughput.

6.4 Experimental Results

A lot of previous research on unicast routing protocols for ad hoc networks
has been based on simulations. However, to properly assess the routing
protocol, the route selection metric, and LQA, we need to do real network
measurements. For this, we used the currently very popular wireless com-
munication standard IEEE 802.11g. A couple of laptops were equipped with
3Com OfficeConnect Wireless 108Mb 11g XJACK PC Cards [1], which im-
plement IEEE 802.11g. The Madwifi driver [129] was modified to be able
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Figure 6.4: Degrading link and its LQAs

to obtain retransmission information as explained earlier. All the experi-
ments were carried out with the data transmission rate fixed at 54 Mbps and
always using full transmission power. The request-to-send (RTS) / clear-to-
send (CTS) exchange functionality of the IEEE 802.11 MAC protocol was
completely disabled.

We ran a modified version of ppand; our Cluster formation software that
we first introduced in Chapter 4. The modified ppand implements LQA
by collecting link quality information and computing a link quality metric.
Then, the metric is fed to a modified version of the Olsr.org OLSR rout-
ing daemon [169] for selection of the best path. More details on how the
implementation was done are given in Section 6.6.

6.4.1 LQA experiments

The first set of experiments we conducted aimed at defining an efficient LQA
and verifying its accuracy against the actual data packet delivery ratio. Fig-
ure 6.4 shows the same degrading scenario as in Figure 6.3, but with different
LQA mechanisms. Two laptops were used, where one slowly moved away
from the other. The fixed laptop generated 50 data packets of 1000 Bytes
per second at a fixed transmission rate of 54 Mbps. At the same time, both
laptops generated one hello packet per second of 80 Bytes using broadcasting
at a transmission rate of 2 Mbps. This is the most natural setup for multi-
hop ad hoc networks based on IEEE 802.11 technology. Unfortunately, this
frequently leads to performance problems when the delivery ratio of the hello
packets is used as LQA as explained earlier in this chapter.

The black thick line in Figure 6.4 shows the delivery ratio of the hello
packets using an EWMA with α = 0.2. Compared to the actual data delivery



130 CHAPTER 6. UNICAST ROUTING IN CLUSTERS

 0

 0.2

 0.4

 0.6

 0.8

 1

-90 -80 -70 -60 -50 -40

D
e

liv
e

ry
 R

a
ti
o

Signal Strength

 0

 0.2

 0.4

 0.6

 0.8

 1

-90 -80 -70 -60 -50 -40

D
e

liv
e

ry
 R

a
ti
o

Signal Strength

(a) Received Signal Strength (b) Processed Signal Strength

Figure 6.5: Signal strength vs. data packet delivery ratio

ratio, illustrated by the gray background graph, it can be seen that the hello
packet delivery ratio constantly overestimates the quality of the link. This is
due to the smaller packet size and the slower transmission rate being used.
Even when no data packets can be delivered, the hello packet delivery ratio
indicates a delivery ratio in the range of 10 to 50 %. Furthermore, adaptation
to link quality changes is slow. Hence, hello packets alone are not a good
approach to LQA.

In Figure 6.4, the black thin line shows the received signal strengths of
the hello packets with a lost packet assuming a signal strength of −95 dBm,
which is the lowest receivable signal strength for our equipment. It can
clearly be seen that the signal strength degrades as the two laptops move
apart, but it can also be seen that the signal strength fluctuates. Hence, we
need to smooth it out with EWMA, which is shown as the dark gray thick
line (α = 0.2).

A better approach to LQA, when there are no or very little data packets
on the link, is to use a combination of the hello packet delivery ratio and
the received signal strength. To investigate the potential of such a combi-
nation, we designed an experiment where one laptop constantly sent 1000
Bytes packets to another at a rate of 20 packets/s. The transmitting laptop
was moved around to create different scenarios with different packet delivery
ratios and different received signal strengths. Figure 6.5 shows the result of
this experiment where each measure point contains the average over 1 second
(around 20 packets). Figure 6.5(a) shows the average received signal strength
versus the average delivery ratio. The correlation is not clear as the signal
strength drops below −60 dBm. When we account for the lost packets by
assuming a received signal strength of −95 dBm, we get the result of Fig-
ure 6.5(b). Suddenly, the correlation becomes much stronger; this hints at a
linear relation below the threshold of −60 dBm.

To test the accuracy of a combination of received signal strength and hello
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packet delivery ratio as a LQA, we used the following formula:

LQEST = MIN(1, C · (1 −
SSHR

SSMIN

) · LQHR) (6.2)

where LQHR is the EWMA of the packet delivery ratio, SSHR is the EWMA
of the received signal strength, SSMIN is the minimal receivable signal
strength, and C is a tunable parameter. There are other ways of defining an
estimation function based on hello packet delivery ratio and received signal
strength, but this approach was selected in order to identify the applicability
of using the combination of hello packet delivery ratio and received signal
strength as LQA. Further research may determine if a different formula is
better.

In some experiments presented in [242][243], we identified the optimal
value of C, which actually depends on the data rate and the packet size.
Since we used a rate of 54 Mbps and data packets of 1000 Bytes, the best C
was found to be 2.6 with α = 0.2 for the EWMA of both the hello packet
delivery ratio and the received signal strength. Only signal strength values
of hello packets were used. It should also be noticed that these parameters
still work well with other packet sizes and transmission rates.

We again used the same setup as in the degrading link experiments in
Figure 6.3 and Figure 6.4, but this time with a different scenario. The mobile
laptop moved to and from the fixed laptop with each cycle taking about
40 seconds. During each cycle, the link turned from perfect to non-existent
and then back to perfect again. The gray background graph in Figure 6.6
shows the data delivery ratio as in the previous figures. The thick black line
shows the LQA based on only the hello packet delivery ratio, while the thin
black line shows the LQA based on formula (6.2).

LQEST based on formula (6.2) is far from a perfect LQA, but is certainly
a big improvement compared to only using the hello packet delivery ratio.
In the following section, we will investigate how this LQA works in a small
three-node network.

6.4.2 LQA and path selection

The purpose of the experiment in this section is to verify the suitability of
the LQAs proposed earlier in this chapter. For this aim, we used a simple
three-node network with one sender and one receiver as shown in Figure 6.7.
Two possible paths exist in this network; either the direct path between the
sender and the receiver or a multi-hop path via the third node. The sender
and the intermediate nodes were kept fixed, while the receiver was moved
up and down the hall as indicated in Figure 6.7. The consequence of the
movement was that sometimes a direct path was best and sometimes the
2-hop path via the intermediate node was best. The same movement was
repeated 10 times and 95 % confidence intervals were computed. Since it
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Figure 6.6: LQA using hello packet delivery ratio and signal strength

Figure 6.7: Multi-path LQA experiment setup

is impossible to test the LQAs in parallel, each graph stems from different
experiments. We did our best to exactly repeat the movements, but this was
done by carrying the laptops by hand and hence not perfect. However, by
repeating the experiment 10 times, we can still make a fair comparison.

Figure 6.8 shows the average TCP throughout achieved during one move-
ment and its confidence interval for several different LQA mechanisms. We
used Linux’s standard TCP protocol, which is TCP BIC [235] with selective
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acknowledgment (SACK) [146]. 1-Hop refers to fixed routing that always
used the direct path, while 2-Hop refers to fixed routing that always used
the 2-hop path via the intermediate node. To be able to use the data packet
delivery ratio (before retransmissions), we had to introduce fake data packets
on all possible links. The fake traffic consisted of UDP packets of 1500 Bytes
at a fixed rate of 50 packets/s.

LQHR refers to using only the hello packet delivery ratio with EWMA
(α = 0.2). As expected, it can be seen that this mechanism always over-
estimates the link quality and constantly chooses the shorter path. Hence,
LQHR is identical to always using the one hop path. On the other hand,
LQEST , which combines hello packets and received signal strength according
to formula (6.2), significantly improves the throughput; it increases from 3.2
to 5.7 Mbps, but is still not better than always using the 2-hop path in this
example. However, this is probably the best one can do with the little in-
formation used in this LQA. When using information from the data packet
delivery ratio, the throughput increases further and beyond also the 2 hops
path as indicated by LQDR in Figure 6.8 (EWMA α = 0.1). Unfortunately,
this LQA is unrealistic since it requires frequent unicast packets on every
possible link.

In Figure 6.9, we show the instantaneous throughput (averaged over 1 sec-
ond) of one example movement for each LQA mechanism. The thick lines
show the throughput for the fixed paths, which shows us that the 2-hop path
is best between 1 and 6 seconds and between 32 and 37. Between 7 and
31 seconds, the direct path is best. The remaining three graphs show the
achieved throughput for the investigated LQAs. It must be stressed that the
five graphs actually do not stem from the same experiment, but five differ-
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Figure 6.9: Instantaneous route throughput comparison (TCP)

ent experiments. However, we tried to exactly repeat the scenarios as we
explained earlier.

With these experiments, we have shown the need for a good LQA and
how better LQAs can improve the throughput of a small multi-hop network.
Further information of these results can be found in [242].

6.4.3 LQA with rate adaptation

When using LQA in combination with a multi-rate wireless technology and
rate adaptation, the expected transmission rate must also be taken into con-
sideration. If this is the case, the routing protocol should instead find a path
that minimizes the “channel time” as in ETT [22], which was introduced in
Section 6.2.2. This means that the LQA mechanism must return the ex-
pected amount of time that the channel will be used to transmit a packet on
a potential link, including retransmissions and acknowledgments.

However, rate adaptation, such as SampleRate [21], makes this task a
challenge. The “channel time” is nothing more than the transmission rate
multiplied with the inverse of the packet delivery ratio. However, it is not
uncommon that the rate frequently changes and this must be taken into con-
sideration since it otherwise may cause the LQA result to fluctuate signifi-
cantly. At the same time, the rate adaptation scheme is not perfect, whereby
the current used rate does not necessarily reflect the best current rate. Rate
adaptation schemes use mechanisms similar to the LQA approaches in this
chapter to decide which rate to use [106]. Initial testing seems to indicate that
SampleRate fails to quickly adapt to link quality changes. A new promising
rate adaptation scheme is the Channel-Aware Rate Adaptation Algorithm
(CHARM) [106], which we have not been able to test. If CHARM or another
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rate adaptation scheme works well, a promising future direction is to ex-
tend our LQA approaches with multi-rate technologies and develop working
combinations between LQA and rate adaptation.

6.4.4 LQA with and without data traffic

The results above suggests using data packet delivery ratio (LQDR) when
available or otherwise using LQEST according to formula (6.2). However, we
must be careful when taking this approach and make sure the results of the
two approaches are comparable. If the LQA changes because it switches from
LQEST to LQDR , it may create instability in the network. In the worst case,
the routing may start to oscillate, which may happen if the LQA based on
LQDR is lower than LQA based on LQEST . As soon as a link is being used, it
appears like the LQA suddenly drops, which makes the routing protocol look
for a better alternative. However, a rerouting away from that link makes its
LQA improve and the routing protocol again reconsiders its decision. Because
of this, it is better if LQDR slightly overestimates the link quality compared
to LQEST . However, more research is required to gain more insight in this
aspect and fine-tune the solution.

6.5 Routing Protocols for Clusters

There are plenty of routing protocols that can be used for intra-Cluster rout-
ing. Only a small fraction was introduced in Section 6.2.1. Several studies
that compare the different protocols and their performance have been made,
such as [26]. Most of them are based on simulations and indicate that each
routing protocol has its own advantages and disadvantages [74]. Thus, one
protocol may outperform the others in some scenarios, but not in others.
The studies mainly focus on the amount of overhead created and the ability
of the protocols to find the shortest path at all times. In [135], a simulation
comparison specifically targeted towards intra-Cluster communication is pre-
sented. There, two common routing protocols; AODV [176] and OLSR [37]
were compared. The same type of conclusion was reached; the best choice of
protocol depends on the scenario. Instead of delving deeper into the issue of
selecting the best routing protocol, we will focus on how to make best use of
the improved LQA in a routing protocol and the issues that arise from that.

6.5.1 LQA updating

The LQA results need to be fed to the routing daemon for further processing.
The routing daemon can communicate the LQA values to other nodes in the
network and then compare the LQAs of links and identify optimal paths.
This means that the LQA values are constantly sent to the routing daemon.
Since this is a mechanism internal to a node, the updating can be frequent.
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However, the routing protocol cannot distribute those LQA changes to the
other nodes at too high a rate. It would create a lot of overhead, which
degrades the performance of the Cluster and drains power. At the same
time, the distribution of LQA changes can lead to improved paths; this in
turn improves the performance and lowers the required power.

A strategy for how and when to distribute LQA changes is required. First,
periodic updates are always required. A routing protocol needs to make
use of soft states, meaning that every state must be refreshed or otherwise
discarded after a timeout. This is required to make sure stale data is removed
when networks and nodes disappear without prior warning. In addition to
the periodic updates, significant events should preferably trigger immediate
updates. The main questions are: how frequent the periodic updates should
be and what is a significant event. More research is required to identify a
good balance between the overhead created and the improvements to the
identified paths.

6.5.2 Different packet sizes

As has been mentioned earlier, packet size influences packet loss, with bigger
packets experiencing bigger packet loss on a link. On a wireless link with-
out forward error coding (FEC), [162] showed that the packet loss increases
exponentially with the packet size and that the packet loss doubles for each
additional 300 Bytes. We decided to verify this behavior in our test bed.

Figure 6.10 shows the result of an experiment where 16 different packet
sizes were generated continuously at a high frequency and in random order
between two laptops. The packet sizes shown in the graph includes the Eth-
ernet and IP headers. For simplicity, we used 2 Mbps broadcast packets
on the wireless link to avoid link layer retransmissions. The measurements
were done in 8 different static scenarios with different conditions and dif-
ferent distances. Some scenarios were setup in a typical office environment
with several other interferers or in a typical home environment with minimal
interference. In each experiment, we generated 200 packets of each packet
size using a Poisson arrival process during about 3 minutes and 20 seconds.
That meant that we utilized the wireless channel less than 5 % of the time.

For each scenario, we conducted 10 experiments in short succession with
which we could calculate the 95 % confidence interval. Each line denotes
the packet loss for the different packet sizes for one static scenario as an
average of the 10 experiments. We can see that the packet delivery ratio
indeed decreases with the packet size. Sometimes this difference can be quite
dramatic; going from 46 % packet delivery ratio for 50 Bytes packets down
to only 6.5 % for 1500 Bytes packets in one scenario.

From the results in Figure 6.10, we can also see that it is not possible
to accurately estimate the packet loss for all packet sizes if we only generate
hello packets of one packet size, since we cannot know the slope of the curve.
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Figure 6.10: Packet size vs. packet loss

Perhaps it is necessary to use hello packets of two different packet sizes in
order to accurately estimate the packet loss. Furthermore, we can conclude
that the observations from [162] do not correspond with these results. Per-
haps this is due to the very good channel conditions (loss rate lower than
1 %) used in [162]. In our measurements, there is no clear exponential rela-
tionship between the packet loss and packet size. In fact, there is sometimes
a very large packet size independent-related loss (the curve has almost no
slope). However, further research is needed in order to better investigate
the relationship between packet size and packet loss as well as the impact of
interference, which may play a major role here.

The consequence of all this is that the optimal path may be different for
small packets (e.g., VoIP packets) than for big packets (e.g., file transfers).
It is possible to report the LQA for each packet size (or class of packet
size). Unfortunately, a routing protocol cannot afford the extra overhead
of maintaining multiple routes between nodes, since the overhead is already
daunting. This means that one route has to fit all types of data packets.
Hence, a representative packet size should be assumed. To identify the best
packet type to represent all data packets in a Cluster is not trivial. It depends
on the packet size distribution, which may shift when the usage pattern shifts.
The simplest solution is to measure the expected packet size distribution off-
line in a typical Cluster and identify the best packet size and then fix that size
for all Clusters. Future research may investigate whether it is beneficial to
have a dynamic mechanism that monitors the packet size distribution within
a Cluster and adapts the reference packet size accordingly.
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6.5.3 End-to-end quality of intra-Cluster paths

Let us now look at the end-to-end quality that can be expected within a
Cluster and the relationship with transport layer protocols. For UDP-based
applications, the results given above will give a good indication of the end-
to-end quality that can be expected. However, for TCP-based applications,
the experienced quality is different due to the way TCP operates. Standard
TCP assumes that packet loss is due to congestion and therefore starts to
reduce transmission speed when experiencing loss. This works fine in wired
networks that have very little non-congestion-related packet loss. However,
on a non-congested wireless link, as little as 1.55 % packet loss gives a TCP
throughput reduction of more than 17 % [162] while a packet loss of 2.3 %
gives a reduction of about 50 % [18]. This is the main reason for most link
layer technologies to implement acknowledgments and retransmissions, which
significantly lowers the end-to-end packet loss.

Retransmissions, on the other hand, introduce unpredictable delay jitter
and this can be a problem for TCP. TCP measures the end-to-end delay and
then uses this to accurately and timely detect packet loss. If the delay intro-
duced by link layer retransmissions fluctuates too much, it may cause TCP
to believe that packet loss has occurred, which leads to reduced throughput.
Furthermore, retransmissions do not completely eliminate packet loss. When
the wireless channel becomes saturated, the retransmission scheme will still
fail and drop the packet due to busy channel conditions or collisions.

However, TCP can be modified to better cope with these conditions. Sev-
eral proposals exist that may improve the performance of TCP in wireless
networks. Explicit Congestion Notification (ECN) [191] and Explicit Loss
Notification (ELN) [50] send special messages to distinguish between packet
drops due to congestion and drops due to the imperfect wireless link. TCP
Selective acknowledgment (SACK) [146] improves acknowledgments by re-
porting exactly which segments were lost and with this extra information,
the congestion avoidance of TCP can make more intelligent decisions also
when multiple losses are detected. TCP Eifel [126] improves the recovery
scheme by solving problems caused by spurious timeouts. There is also a
whole range of congestion control algorithms that can improve the response
to packet losses, such as TCP BIC [235], TCP Vegas [24], and TCP Westwood
[145]. The effect of some of these TCP modifications on the performance over
wireless links has previously been investigated in [18]. Furthermore, there are
also many proposals suggesting cross-layer optimizations between TCP and
the lower layers, such as the Snoop protocol [17].

TCP over mobile multi-hop wireless networks has also been studied [34].
The most important difference with fixed networks is the fact that links in a
multi-hop wireless network share the same medium. That is, a transmission
on one link affects the performance on other links and this makes it difficult
for TCP to work properly. In [60], it is shown that a limit to TCP’s congestion



6.6. THE PROTOTYPE 139

window size (which determines the amount of packets in transmission) can
improve the TCP throughput and a badly selected window size can reduce
the performance with about 20 %. Several papers (e.g., [60] [219]) also show
that unfairness among TCP connections becomes larger in multi-hop ad hoc
networks. To some degree, the fairness problem can be alleviated by using
a better medium access protocol [219]. Another problem for TCP is the
frequent route breaks and fluctuating routes. Even a short break in the path
may force TCP to back off so much that it reduces the rate to the minimum.
When the path comes back up again, TCP goes into the slow start phase,
which means that the full bandwidth is not used for some time.

However, the expected real end-to-end performance still remains an open
question. More research is required, especially measurements in real multi-
hop networks, such as Clusters.

6.6 The Prototype

In this section, we outline the design and implementation of the modifications
we did to enable LQA and high quality unicast routing within a Cluster in
our prototype. We used a modified version of the Madwifi driver. Further,
modifications were done to the Cluster formation application (ppand) and the
routing daemon (olsrd). Otherwise, the prototype architecture introduced in
Chapter 4 remained unchanged.

6.6.1 Madwifi driver

The Madwifi [129] driver is an open source driver for wireless cards based on
the Atheros chip for Linux. This driver was chosen because its entire code
is available, and because it implements many features usually implemented
in firmware and running on the wireless card itself. This meant that we had
access to the rate adaptation and link layer retransmission functionalities.
For our experiments, we used Madwifi version 0.9.3.2 in combination with
the 3Com OfficeConnect Wireless 108Mb 11g PC Card [1].

For some of the LQA proposals in this chapter, we needed access to ex-
tended information not usually required from a wireless card driver. In some
cases, we could rely on the Linux standard interface for wireless drivers.
The signal strength per packet and per neighbor is available through the
IWSPY interface, which the Madwifi driver implements. For feedback of the
retransmissions, however, no standard interface could be used. Instead, we
implemented our own interface using the /proc-filesystem. Through a new
file, we could export the number of successful transmissions and the number
of retransmission attempts for each neighbor from the driver to user space
applications, such as ppand. Those numbers were extracted from the rate
adaptation part of the Madwifi driver, which needs that data for transmission
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rate selection. The ppand application periodically polls the file and by cal-
culating the differences between consecutive polls, it can calculate the packet
delivery ratio.

6.6.2 Modifications to ppand

The LQA implementation was done inside the link layer adaptation layer
(LLAL) for WLAN in ppand, which we first introduced in Chapter 4. In
addition to the hello packets, the LQA code periodically reads the received
signal strength and the feedback from the retransmission mechanism. All
this raw data is fed to a function that calculates the LQA, which is then
sent via an IPC mechanism towards the routing daemon. The different LQA
approaches tested were implemented as different functions, which could be
selected at the compilation time. At the same time, all raw link quality
data was dumped to a log file. Using that log file, the LQA based on other
methods could be calculated afterwards for off-line testing and analysis.

6.6.3 Modifications to the routing daemon

All our experiments were carried out using a modified version of Olsr.org’s
OLSR daemon version 0.4.10 [169], which we simply call olsrd. Olsrd imple-
ments OLSRv1 [37] plus some extra options such as a link quality extension
based on ETX using hello packets. To use the LQA values from ppand, we
enabled this link quality extension, but replaced it with our own function-
ality that retrieves the LQA values from the ppand. For simplicity, olsrd
still sent and handled its own hello messages (link quality-enabled hello mes-
sages) as usual. However, the reception (or the non-reception) of the hello
messages was only used to determine the neighbor set, but not the link qual-
ity. A neighbor was excluded after ten consecutive hello messages were lost.
The link quality information came from ppand via the IPC mechanism as
explained earlier.

The ppand sent LQA updates for each of its neighboring Personal Nodes
to the routing daemon with a frequency of 10 times per second. For obvious
reasons, that was not the frequency used by olsrd to further disseminate
the quality information. Instead, olsrd sent link quality updates, through
OLSR’s topology control messages, once every second for each link and each
direction that the OLSR protocol decided to include in the partial link state
set. This is a high frequency for OLSR (the standard proposes once per
5 seconds [40]), but was used in our small test bed for testing purposes.
Future implementations should use a lower frequency and send additional
updates whenever a significant quality change occurs.

Modifications to the link quality message formats were not required, since
olsrd already provides message modifications for carrying link quality infor-
mation. In olsrd, this information was included in the hello messages and
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the topology control messages using two 8 bits fields, which was enough also
for our purposes. The only thing we modified, in addition to the retrieval of
the LQA values from ppand, was the extra logging facilities. This was done
for debugging and measurement purposes.

6.6.4 Lessons learned

The modifications to the Madwifi driver and olsrd were kept to a minimum
and measured only 240 lines of code (LoC) and 190 LoC each. The ppand,
where most of the LQA logic was located, measured 1650 LoC. However, that
number includes all tested LQA variants in this chapter and repetitions of
the same code from the wired LLAL implementation.

The CPU load of our test bed laptops remained at a moderate 10 %
during all experiments. Most of the computation concerned the extended
logging facilities and the generation and measurement of test traffic.

The LQA functionality was straightforward to implement as soon as we
had determined which method to use. Finding the parts to modify and
implement the required modifications of both the Madwifi driver and olsrd
was relatively easy. The main difficulty was the amount of time required to
get used to the code that needed to be modified.

The measurements themselves took a significant amount of effort. We had
to try out different approaches and configurations in order to first find out
what works and what does not. Then, proper scenarios that could exercise
certain issues or trigger certain situations needed to be defined. Also this
step could require several attempts. Finally, the actual experiment and the
data collection could be carried out, before being compiled and presented.

One of our main challenges in the experiments was to assure that mo-
bility experiments were exactly repeated and that fair comparisons could be
done between two different experiments. It was not always possible to test
two configurations in the same experiment. Instead, two different experi-
ment trials were often required and each trial is unique. We tried our best
to repeat the exact movements and speed and always averaged over 10 rep-
etitions. However, this was done for only one mobile station. With multiple
simultaneous mobile nodes, this problem will become more complex.

6.7 Summary

In this chapter, we took a close look at unicast routing within Clusters. There
are plenty of unicast routing protocols for networks, such as Clusters, but
they only provide a part of the solution. To make sure that the best possible
path is selected, the routing protocol needs the best possible information of
the quality of the potential links. This problem, we refer to as link quality
assessment (LQA) and that was the focus of this chapter.
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We investigated several approaches to LQA using available cross-layer
information. Collected information came from the hello protocol as well as
the data traffic and included data such as delivery ratio and received signal
strength. We investigated approaches to combine these information sources
in the best possible way to predict the data packet delivery ratio on a link.
A few approaches were tested within our PN prototype in a three Nodes test
bed. By using more cross-layer information, we could show that better paths
were selected.

Further, we discussed general approaches to areas, such as asymmetric
link qualities, heterogeneous networks, comparison between links with and
without data traffic, and the effect of packet size. The quality of TCP streams
over Cluster paths was also discussed.

Finally, we introduced how the prototype was extended with these LQA
methods. We used the Madwifi driver, which is an open source driver for
Atheros wireless chip-based cards, such as our 3Com OfficeConnect Wireless
108Mbps 11g XJACK PCCards. From the Madwifi driver, we could extract
information that is not normally available to the operating system, such as
feedback from the data packet retransmissions and acknowledgments. Then,
ppand was extended to make use of this and other cross-layer information
and perform the LQA calculations. The LQA results were then fed to the
OLSR routing daemon, which used them for finding the best routes.



Chapter 7

PN Organization

It is now time to move away from Clusters and personal local communication
and look at the personal global communication picture. How can we connect
remote Clusters to each other and how do we use the existing communication
infrastructure to do that? We call this inter-Cluster communication and that
is the topic of this chapter.

As we have explained earlier, a PN typically has multiple Clusters that are
geographically dispersed. To form a PN and realize communication between
the Clusters, three requirements need to be fulfilled [96]:

1. The Clusters need to have access to a fixed Interconnecting Structure
through one or multiple Gateway Nodes.

2. Once access to the Interconnecting Structure is available, the Clusters
need to be capable of locating each other in order to establish tunnels
between them and thereby form a complete PN.

3. Finally, the Clusters must be able to maintain the tunnels regardless
of Cluster or Node mobility.

The discovery and selection of Gateway Nodes that can provide access to
the fixed infrastructure, is a Cluster internal issue and is best fulfilled through
a Cluster-internal mechanism. For the second requirement to be fulfilled, we
introduce the concept of a PN Agent. Clusters that have obtained access
to the Interconnecting Structure announce their presence to the PN Agent
as shown in Figure 7.1(a). The announcements contain information such
as security credentials, current care-of addresses (CoAs) for the Gateway
Nodes, and perhaps also the list of Nodes in the Cluster. The PN Agent can
communicate this information to other Clusters and their Gateway Nodes,
which may trigger the creation of secure tunnels between the Clusters as
shown in Figure 7.1(b).

The purpose of the tunnels is twofold. First, they provide secure inter-
Cluster communication by shielding the intra-PN communication from the
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(a) Gateway Nodes inform the PN Agent

(b) Inter-Cluster tunnels are established

Figure 7.1: Example of PN establishment

outside world. Second, these tunnels are dynamically updated in order to
handle the mobility of Clusters.

To handle the mobility, information regarding the availability of Gateway
Nodes is propagated and the Gateway Nodes will react by dynamically up-
dating the tunnels. When a Gateway Node changes its attachment point to
an Interconnecting Structure, existing tunnels are destroyed and new ones
are created. In cooperation with PN-wide routing and addressing, this re-
sults in a self-organized PN that consists of several Clusters interconnected
by dynamic tunnels. This provides security and hides the Cluster mobility
and Gateway Node changes from the Nodes in the PN.

This chapter is organized as follows. Section 7.1 introduces important
requirements for inter-Cluster communication. Section 7.2 discusses related
work. In Section 7.3, we cover PN-wide addressing. Section 7.4 discusses the
aspects of infrastructure support. Section 7.5 covers the main functionalities
of inter-Cluster tunneling, including mobility handling, tunneling strategies,
Gateway Node coordination, and security. In Section 7.6, we continue with
the PN routing aspects, including PN-wide broadcasting and QoS. Finally,
in Section 7.7, we describe the implementation of the inter-Cluster commu-



7.1. INTER-CLUSTER TUNNELING REQUIREMENTS 145

nication extension to our prototype, before we summarize in Section 7.8.

7.1 Inter-Cluster Tunneling Requirements

For a successful implementation of inter-Cluster communication, it is crucial
that the following requirements are met:

1. As much of the communication setup as possible must be automatic.
It is unacceptable to require the user to manually bring connections
up and down. This must be done automatically and intelligently by
the system. However, some user control should be possible, such as
permitting the use of access networks that are charged. The user may
specify rules by which decisions are automatically made by the system.

2. The inter-Cluster communication must support mobility. This includes
horizontal and vertical handovers between access networks as well as
handovers between Gateway Nodes, whenever better access networks
arise or used ones disappear.

3. As many existing access networks and Interconnecting Structures as
possible must be supported. Emerging and future technologies, as long
as they can be anticipated, should be supported. This means that
current deployment setups must be supported, such as hotspots and
digital subscriber lines (DSL) using IPv4, Dynamic Host Configuration
Protocol (DHCP) [54], and network address translators (NATs). How-
ever, as future deployments evolve (e.g., using IPv6), they must also
be supported. Hence, a great deal of flexibility is required.

4. It must not be necessary to change or add functionality to the current
Interconnecting Structures. The deployment of PNs must not depend
on certain technologies first being deployed in the infrastructure. This
is not to say that additional functionalities that can improve the oper-
ation of PNs are not wanted, just that such functionalities must not be
required.

5. The user’s privacy must be retained, since a PN will carry user-related
data. Communication going over various access networks and Intercon-
necting Structures must be properly protected offering both confiden-
tiality and data integrity.

6. It is also important that inter-Cluster communication can achieve a
high QoS whenever required. This implies that the PN must be able to
choose the best Gateway Node, access network type, and access point
for the communication. The quality of every option should, to some
reasonable degree, be monitored or predicted so that a good selection
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can be made. The selection may also be based on the needs of the
applications active at every moment.

7. The inter-Cluster communication mechanisms should not waste energy
and other resources. Unnecessary communication paths that consume
energy or resources should be disconnected when not needed. This
requirement may be in contradiction with the previous requirement on
QoS, so a proper trade-off must be made.

7.2 Related Work

In this section, we list work related to inter-Cluster tunneling, including
topics such as network mobility, secure tunneling, NAT-traversal, and packet
relaying.

The most important mobility solutions for IP networks are IP Mobility
Support for IPv4 (Mobile IPv4) [178] and IP Mobility Support for IPv6
(Mobile IPv6) [103]. They both require every mobile host to have a so-
called home agent (HA) on their home network. Any host that wants to
communicate with the mobile host sends packets to the home address, which
is the address of the mobile host when it is on the home network. The HA
intercepts those messages and forwards them in a tunnel to the mobile host,
either directly or via a foreign agent (FA). The mobile host updates the HA
when it’s care-of address (CoA) changes, by sending a message with the new
address. However, packets sent by the mobile host in the other direction are
sent directly and not via the HA. This results in triangular routing, involving
the corresponding host, the HA and the mobile host. However, in Mobile
IPv6, it is also possible to send the CoA to the corresponding host so that
all traffic can flow directly between the two hosts, thus avoiding triangular
routing.

Mobile IP concerns mobility of single hosts, such as laptops. Hence, each
node has its own mobility mechanism. If applied on a Cluster, which is a
network of mobile hosts, each node must have its own mobility mechanism.
When a Cluster roams together, all nodes need to update their HAs concur-
rently when the network changes point of attachment. For this reason, the
Network Mobility (NEMO) Basic Support Protocol [49] was introduced. In
NEMO, each mobile network has a mobile router (MR). The MR is connected
to the infrastructure and has a home agent just as in Mobile IPv6 (NEMO
is only specified for IPv6). Instead of a home address coupled to the home
location, the MR has a home network prefix coupled to the home network.
All the nodes in the mobile network get addresses with that network prefix
from the MR via link local IPv6 router advertisements [158]. The nodes in
the mobile network do not need to be aware of their mobility when the net-
work roams, only the MR needs to take actions. In NEMO basic support,
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all traffic to and from the mobile network is tunneled via the home agent.
However, route optimization has been proposed [161].

NEMO has several limitations and drawbacks. First, the mobile network
needs to be a single-hop network since it relies on link local router advertise-
ments. Hence, NEMO cannot support multi-hop Clusters without additional
functionality. One option would be to use Ananas [33], which makes a multi-
hop network behave like a normal single-hop LAN for the IP layer by intro-
ducing an intermediate layer. As described in Section 4.2, Ananas is not ideal
and hence a better solution is to replace the network prefix advertisements
with a solution that works over a multi-hop network. Another problem, not
fully solved in neither NEMO nor Mobile IPv6, is multi-homing. Currently,
IETF is studying solutions for this problem [149] [160], including soft han-
dovers between two access networks as well as multi-homing for increased
reliability and load sharing. In NEMO, there is the additional problem of
multiple MRs in a single mobile network. If the two MRs have different net-
work prefixes, then it becomes difficult for mobile nodes to switch from one
MR to the other. Hence, when using NEMO for PNs, all the MRs belonging
to the PN need to have the same prefix. Unfortunately, this is difficult to
achieve as the HA would not know which MR to forward a packet to when the
MRs are no longer in the same mobile network (Cluster). Because of these
limitations in NEMO, we do not propose to use NEMO for inter-Cluster
communication.

The work in IETF on mobile nodes and networks is currently quite in-
tense. An important area being in focus is that of detecting network access
(DNA) [36] [157]. Whenever a mobile node discovers access to a new net-
work on one of its interfaces, it needs to detect the IP configuration of that
network as well. Unfortunately, the IPv6 neighbor discovery protocol (or the
DHCP for IPv4) is not very fast and this is what DNA tries to remedy. It
is also worth mentioning that timely support from the link layer, similar to
our work in Chapter 6, is crucial for achieving smooth handovers. We will
discuss this topic in Section 7.6.2. Nevertheless, as soon as DNA is becoming
available, Gateway Nodes should be made aware of it and start using it when
connecting to the Interconnecting Structures.

Another potential candidate for inter-Cluster communication is the Host
Identity Protocol (HIP) [151]. In HIP, each host has at least one fixed iden-
tifier called host identifier (HI). The HI may have the same form as an IP
address and is used when establishing TCP or UDP sessions. The HI is
mapped to a current valid and topologically correct IP address of the host.
To initiate a new HIP session, a corresponding host would need to know the
host’s HI and its current IP address. This can be discovered if they are direct
neighbors on the same network. If not, the host may have a rendezvous server
(RVS) [116], which is published together with the HI in, for instance, DNS.
Each host will keep its RVS up-to-date by informing it through HIP messages
every time it changes address [115]. When a HIP session is established with
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another host, a change of the IP address is also communicated to the other
host by a HIP message [165]. This will speed up the mobility handling for
the ongoing session. Extensions for NAT-traversal also exist [111].

The data traffic of HIP is typically tunneled using IPSec [110] with ESP
[109][105], but other alternatives are possible. Furthermore, this is not the
only security feature of HIP. For instance, the HI is actually the public part
of an asymmetric key. Using this feature, the end hosts can be authenticated
and all HIP messages and data traffic can be protected after a four-way
handshake between the two hosts. Unfortunately for PNs, HIP has its own
security mechanism, which significantly differs from the one proposed earlier
for PNs. Hence, for use in PNs, the HIP security mechanisms must be re-
placed by the pair-wise keys approach used in a PN. Furthermore, HIP does
only do host-to-host communication and not network-to-network communi-
cation. Hence, for PN inter-Cluster communication, HIP must be extended
with routing over the HIP sessions, which need to become HIP tunnels. How-
ever, several other HIP mechanisms can be utilized in one way or another,
such as the mobility handling, the RVS mechanisms, and the NAT-traversal.

Mobility can also be handled at the transport layer [142][207][12][238] or
the application layer [203]. The principles are the same as for the various
IP-level mobility solutions. To maintain ongoing sessions, either a proxy is
inserted between the two peers as in MSOCKS [142], or redirection messages
are sent between the peers as in Migrate [207], STEM [12], and Reliable Sock-
ets/Packets [238]. The main difference lies in the implementation, whether
both TCP and UDP are supported, and whether modifications are needed
to the applications and/or the operating system. To locate a mobile node
and discover its current IP address, most protocols suggest using the DNS
UPDATE protocol [227]. However, when using SIP [203], it can be used
for both maintaining ongoing sessions during mobility and discovering the
current location of mobile nodes. As with the network layer mobility sup-
port protocols, any of these protocols could be a part of the solution for the
inter-Cluster communication framework. However, we do not really propose
to use any of them because the lack of a clear advantage in doing so or the
very specific implementations provided by some of the proposals.

MOPED [114], which was introduced in Section 2.2.9, provides a more
complete alternative for inter-Cluster communication. A person’s personal
devices, which can connect directly with each other, form so-called compo-
nents. Components are essentially the same as Clusters. A proxy server
located somewhere in the infrastructure keeps track of all the personal de-
vices, components, and how they are connected. The proxy knows where
each device is and can therefore solve issues such as addressing, routing, load
balancing, and mobility. The mobility between the proxy and the perimeter
(Gateway Node in PN terms) of the components is done through low over-
head tunnels whose mobility is handled by Mobile IP. A MOPED forms a
star-topology with the components in the edges and the proxy in the center,
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which means that all inter-component traffic goes through the proxy. Route
optimizations are discussed, but only for traffic going in or out of a MOPED.
Furthermore, no security, privacy, or anonymity solutions are discussed. Oth-
erwise, MOPED provides most of the functionalities of a PN and in a similar
way.

Peer-to-peer techniques such as Chord [214] and Pastry [196] may also
provide a good alternative for inter-Cluster communication. One solution
built on peer-to-peer techniques is Robust Overlay Architecture for Mobility
(ROAM) [244], which is based on Internet Indirection Infrastructure (i3)
[213]. In ROAM, servers in the infrastructure relay packets to the correct
destination using special tags. Each host has a unique tag that is associated
with one of the servers. Mobility is supported when the hosts update their
destination addresses associated with their tags at the ROAM/i3 servers and
this could be used for handling inter-Cluster mobility. However, the non-
direct routing still remains a question.

7.3 PN Addressing

Before tackling PN-wide inter-Cluster communication, we first need to de-
cide on the internal addressing of Personal Nodes. Each Node should have
a fixed intra-PN address that stays the same as long as the Node is part
of the PN. Since we assume that Personal Nodes can roam freely, there is
no possibility for a hierarchical organization of intra-PN addresses without
introducing address changes. If the intra-PN addresses still change, then the
mobility problem is not entirely solved. Hence, the intra-PN address should
remain fixed.

The only remaining problem is the assignment of this address, which must
happen as soon as a Node joins the PN and then should remain static during
its entire membership to the PN. The address can be self-assigned, but must
be unique within the PN. World wide unique identities or addresses, such as
the EUI-64 [91], can be used as the intra-PN address if they are not too long
and if the Node has one. However, as we explained in Chapter 3, we do not
really want to use such globally unique addresses when there is no need for
them. Furthermore, 64 bits (or 48 bits) Node addresses are unnecessary long
for our purpose, if we assume that PNs might have no more than hundreds
of Nodes. An 8 or 16 bit Node address plus prefix is therefore more suitable.
A longer prefix will allow for better compression in routing and neighbor
discovery packets based on the common MANET signaling packet format
[38].

If we want a short Node address, the chance of address conflicts becomes
significant. Hence, there is a need for duplicate address detection (DAD)
[30]. The first step a new Node should take, after becoming a member of
the PN and assigning itself an intra-PN address, is to verify the uniqueness
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of its new intra-PN address with the Node it was paired with. A Personal
Node will have Trust Relationships with most, if not all, Personal Nodes in
the PN. Hence, it will know most of the already used addresses in the PN.
If no address conflict is found, it is most likely unique within the PN, but
further DAD is still advisable. Here, the PN Agent could be queried for
absolute certainty. The PN Agent should know about every Node in the PN.
If a Personal Node is unknown to the PN Agent, it is practically not yet
part of the PN. Another option is to rely on one of the DAD schemes for
MANETs [30]. However, they all are much more complex and create much
more overhead compared to just querying the PN Agent as explained above.

7.4 Infrastructure Support

We obviously need the support of Interconnecting Structures to connect the
Clusters. The only question is how much more support is required compared
to what is currently offered [186]. IP transport between Gateway Nodes that
are connected to the Interconnecting Structures is essential, but support from
special servers may also benefit the operation of a PN. A contactable server
somewhere in the Interconnecting Structures can offer services similar to a
home agent in Mobile IP or a rendezvous server in HIP. We refer to such
servers as PN Agents. Furthermore, the burden of Gateway Nodes may be
reduced by special functionality offered by the access router that the Gateway
Node connects to as been suggested by the MAGNET project [133]. Such
routers with special PN functionality, we refer to as Edge Routers.

7.4.1 PN Agent

The PN Agent is a management entity located anywhere in the Interconnect-
ing Structure or elsewhere from where it can be reached all the time (e.g., on
a non-mobile Gateway Node). Each PN has a PN Agent and its task is to
keep track of all Personal Nodes and Clusters in a PN. All the Gateway Nodes
need to be aware of the IP address of their PN Agent. Therefore, the address
is distributed to every Personal Node during the personalization. Gateway
Nodes, which are always also Personal Nodes, hence know the address of the
PN Agent.

Clusters that have obtained access to the Interconnecting Structure an-
nounce their presence to the PN Agent as shown in Figure 7.1. More pre-
cisely, the Gateway Node sends a registration message to the PN Agent.
The information contained in the registration messages must be transferred
in a secure way so that the information in the messages cannot be altered
and is invisible to non-authorized parties. The registration messages need to
contain at least the following essential information: PN identification, Node
identification (e.g., intra-PN address), and the care-of addresses (CoA) of all
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it’s active attachment points to the Interconnecting Structure. The PN iden-
tification is needed since there might be more than one PN Agent running
on one server. The PN Agent must also be able to check the credentials of
the Gateway Node to access a certain PN and the message’s authenticity.
The Gateway Node’s CoAs are of course needed, as this will represent the
endpoints of the inter-Cluster tunnels. The PN Agent stores this information
from all the Gateway Nodes in a secure database.

The information stored in the PN Agent can be queried by the Gateway
Nodes in order to establish the inter-Cluster tunnels. Alternatively, the PN
Agent may decide which tunnels should be established or maintained. The
PN Agent can also assist in establishing tunnels between two Gateway Nodes
that cannot directly establish a tunnel due to NATs and, if even that is
impossible, the two Gateway Nodes may send their data traffic via the PN
Agent.

The purpose of the PN Agent is quite similar to the home agent in Mobile
IP or the rendezvous server in HIP. In this light, the PN Agent is best seen as
an abstract entity and we could base the Gateway Node to PN Agent protocol
on either Mobile IP or HIP. Mobile IP might not be the best choice, due to
the difficulty of achieving direct tunnels between Gateway Nodes without
modifying the protocol. HIP, on the other hand, implements functionalities
that we do not need. As will be shown later, we will propose a protocol based
on a simplified version of HIP, where the security parts of HIP are replaced
with the PN Trust Relationships.

Note that the PN Agent also can provide additional functionality. It
may assist in other PN-internal mechanisms such as name resolution and
service discovery. Further, the PN Agent can be used by Foreign Nodes
that wish to communicate with the PN. In that case, the address of the PN
Agent is the only address a Foreign Node needs to know in order to be able
to communicate with the PN. This will be discussed further in Chapter 8,
where we will address the communication between PNs and Foreign Nodes.

Even though we have described the PN Agent as a single node in the
Interconnecting Structure, it is not necessarily so. The PN Agent could be a
distributed functionality running on several servers, a set of redundant servers
[226], or a peer-to-peer network of servers (such as Chord [214]). There can
be many reasons for for a distributed PN Agent, but the two most important
reasons are increasing availability of the PN Agent functionality and reducing
response time experienced by the Gateway Nodes.

Another important aspect is where the PN Agent server or servers should
reside and under whose control and responsibility they are. The PN Agent
can be a server in the Interconnecting Structure operated by the PN owner
himself. A user that needs or wants total control of the PN Agent may
want to run the PN Agent functionality on one of his own nodes, such as
a Gateway Node in the home Cluster that connects to the Interconnecting
Structures using a reliable and fixed connection without NAT. Alternatively,
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Figure 7.2: Inter-Cluster communication with Edge Routers

network or service providers may offer PN Agent functionalities that can be
used by their customers. We hope it is clear that there are several options
for PN Agent deployment and which option is the best is not only a technical
matter, but has, for instance, also business consequences.

7.4.2 Edge Routers

An Edge Router (ER) is an access router that sits on the edge of the Inter-
connecting Structure, communicates with the Gateway Nodes and supports
them by offering special functionality for PNs [136][125][76]. They need to be
managed by a network or service provider and thus will probably be owned
by the provider. On behalf of a Cluster, an ER can perform several intra-
PN tasks, such as communicating with the PN Agent and taking care of the
inter-Cluster tunnel establishment and management. In this way, ERs can
relieve the Gateway Nodes of some of the work and thereby allow them to
reduce their power consumption and resource requirements. Figure 7.2 shows
an example of inter-Cluster communication using ERs. In this example, we
assume that not all access networks provide ER-functionality and hence some
Gateway Nodes still need to perform all tasks related to inter-Cluster tun-
neling.

If we assume that Gateway Nodes need to maintain many tunnels, then
this maintenance consumes valuable resources, such as processing and battery
power. The tunnel maintenance may therefore overload the Gateway Nodes,
which are often mobile and battery-powered. Thus, it will be useful to let
ERs, which are fixed and powerful devices in the Interconnecting Structures,
support the tunnel establishment as much as possible and thereby place the
overhead needed for establishing and operating a PN in the Interconnecting
Structures. Furthermore, ERs can assume other responsibilities as well, such
as inter-Cluster routing, remote service discovery, service repository, and
more.
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The use of ERs has both advantages and disadvantages [186]. Let us
summarize the advantages of an ER-based solution as follows:

1. Some tasks can be carried out by the ER, which leads to less consump-
tion of scarce resources in mobile devices.

2. Mobile Gateway Nodes can be made more lightweight. This leads
to simpler devices that have lower cost and less power consumption.
Consequently, more PN Nodes can provide Gateway Node functional-
ity, which leads to increased flexibility in accessing the Interconnecting
Structures.

3. PN formation and maintenance are faster and hence can better support
Cluster mobility.

4. ERs may support special functionality that can optimize handovers
that current access technologies do not offer. This could, for instance,
include Fast Handover for Mobile IPv6 (FMIPv6) [112] and/or Hierar-
chical Mobile IPv6 Mobility Management (HMIPv6) [208].

The ERs are infrastructure-based entities that contain functionality ex-
plicitly designed for PNs. However, this approach has serious drawbacks:

1. ERs need to be deployed. Since ERs are access routers uniquely de-
signed for PNs, it is necessary modify the infrastructure by introducing
these network elements. This has been proven to difficult in the past
and therefore is likely to be a major stumbling block. If Gateway Nodes
require ERs, then the deployment of PNs can only take place after op-
erators have invested on a sufficient scale in ERs and hence there is
a risk that this will slow down the success of PNs. Furthermore, the
service providers need to maintain these more complex ERs.

2. ERs do not reduce the complexity of the PNs. Due to the expecta-
tion that there will be many access networks without ERs, it is still
necessary for the Gateway Nodes to implement full Gateway Node-
functionality. As long as not all access networks offer ER-functionality,
this will be a drawback. In the mean time, Gateway Nodes need to han-
dle two cases: access networks with ERs and access networks without
ERs.

3. The ERs need to be trusted by the user since ERs will support the
internal mechanisms of the PN and this may endanger the security
and privacy of PNs. In the case that an ER is not trusted, the Gate-
way Node cannot use the ER and must instead perform all Gateway-
functionalities itself. Furthermore, ERs must trust the PN Agents, even
when they belong to another operator or to the user himself.
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The issue of ER deployment is a major drawback that currently makes it
important to support ER-less access networks. Future solutions may consider
ER technologies as a way to optimize the performance of PNs. We will
therefore mainly focus on solutions not requiring ERs in the remainder of
this thesis.

7.4.3 PN networking without infrastructure support

It is of course possible to design an intra-PN communication system with-
out special infrastructure support such as ERs and PN Agents. To do so, we
need to turn our attention to peer-to-peer technology. The biggest advantage
of peer-to-peer technology is that, in principle, it can make infrastructure-
based support completely unnecessary. The peer-to-peer system ROAM
[244], which we introduced in Section 7.2, unfortunately does not demon-
strate this advantage. Instead, ROAM requires the deployment of i3 servers
and it is these servers that form the peer-to-peer network.

To make both ERs and PN Agents superfluous, we need to make the
Gateway Node themselves into peers in the peer-to-peer network. This means
that the Gateway Nodes need to manage the inter-Cluster tunnels themselves.
Each Gateway Node needs to remember the current locations (i.e., the CoA)
of as many other Gateway Nodes in the PN as possible. This will work if some
Gateway Nodes almost never move or if not all Gateway Nodes move at the
same time. Normally, we can expect that at least one Gateway Node (e.g.,
the home-Cluster Gateway Node) never moves, which means that the other
Gateway Nodes always can connect to that Gateway Node to be updated.

There are two main problems with not having the support of a PN Agent.
The first major problem is the bootstrapping of the peer-to-peer overlay. In
the beginning, all Personal Nodes need to gather in one single place and form
one single Cluster in order to exchange the CoAs. New Gateway-capable
Nodes added to the PN need to communicate with a connected and updated
Gateway Node in order to retrieve all current CoAs. Whenever a Node has
been deactivated for a long time, this procedure might need to be repeated.
There is always the risk of some of the Gateway Nodes being disconnected
from the rest and not knowing how to reconnect to the PN, even though it
may work most of the time.

The second major problem in PNs without a PN Agent is the slow re-
sponse to mobility. When a tunnel needs to be updated because an endpoint
has moved, it is important that a new CoA or an alternative Gateway Node
is found quickly. Unfortunately, when also several other Gateway Nodes have
disappeared, it may take a while before the right Gateway Node has been
queried. The alternative is to update all the other Gateway Nodes all the
time, which, of course, introduces a lot of overhead. Because of these reasons,
and the reason outlined in Chapter 8 regarding foreign communication, we
propose to always make use of a PN Agent.
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7.5 Inter-Cluster Tunneling

Inter-Cluster tunneling can be done in several ways. The main point is that
intra-PN packets are encapsulated in encrypted IP packets that travel over
the Interconnecting Structures between Gateway Nodes. In addition to this,
the packet overhead should be minimum and the encryption lightweight. We
propose to a solution similar to IPSec and UDP-encapsulated ESP [80], but
without the security parameter index (SPI). Instead, we propose to use the
pair-wise keys for derivation of session keys. This does not achieve the lowest
possible overhead, but will serve as a good example.

A tunnel is a connection between two tunnel endpoints (TEPs). The two
TEPs should belong to two different Personal Gateway Nodes in two differ-
ent Clusters in order to be useful. A TEP is nothing more than a routable
CoA and a port number belonging to an active interface on a Personal Gate-
way Node. Extra parameters can be associated with a TEP, such as NAT
information and expected QoS. The TEP information is shared among the
Gateway Nodes and the PN Agent so that tunnels can be established. In
this section, we will discuss questions related to which tunnels to establish
between which TEPs, how to communicate TEP updates efficiently, how to
handle handovers and mobility, as well as NATs and security.

7.5.1 Mobility and dynamic tunneling

Every Gateway Node informs the PN Agent about all its active TEPs. If a
Gateway Node has more than one valid IP address for a given active inter-
face, it may announce all of them as TEPs, if it makes sense. Reasons for
this may be that the different IP addresses use different paths through the
Interconnecting Structures or that an access network supports both IPv4 and
IPv6. Consequently, it is normal for a Gateway Node to announce several
TEPs, especially if the Node is multi-homed. However, each TEP must be
routable through the Interconnecting Structures so that it can be used by
the other Clusters.

The PN Agent keeps a complete database of all active Gateway Nodes in
the PN and their active TEPs. Any Gateway Node may query this database
for information about the other Clusters, Gateway Nodes, and their valid
TEPs. They may also subscribe to updates regarding other Clusters and
Nodes so that they can receive updates in a timely fashion. In addition to the
complete database kept at the PN Agent, each Gateway Node keeps a partial
database over the TEPs and Clusters related to all its established tunnels.
Figure 7.3 shows an example of how the TEP information is distributed over
the PN Agent and the Gateway Nodes. If a tunneling approach that keeps
all tunnels up is used, then all the local databases on the Gateway Nodes
will be complete. In addition to the TEP information, each Gateway Node
also keeps information related to the tunnels, including security keys, QoS,
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Figure 7.3: Inter-Cluster tunneling and the TEP databases

not yet delivered packets, etc.
The Gateway Nodes use the TEP information to establish tunnels among

themselves. TEP information is exchanged periodically and when changes
occur between the Gateway Nodes and the PN Agent. Since connections
suddenly may disappear, all TEPs are soft states and need to be updated
periodically. However, when possible, changes to the active TEPs must be
announced timely to concerned parties within the PN. A Gateway Node that
sees one of its TEPs disappearing or a new TEP appearing must always
inform the PN Agent about the change. Other Gateway Nodes in the PN
may automatically receive information through the PN Agent. To speed
things up and to improve reliability, the Gateway Node may send the update
information directly to the Gateway Nodes with which it has established
tunnels. In this way, even less data packets will be affected due to the speedy
routing of signaling packets. Figure 7.4 shows an example of how the updates
are communicated when a Gateway Node (GW1) looses one of its TEPs and
finds a substitute.

When a Gateway Node receives TEP updates from other Gateway Nodes
or from the PN Agent, it may need to take some actions. It may need to
disconnect an active tunnel and establish an alternative tunnel to an alterna-
tive TEP on the same Gateway Node or to another TEP on another Gateway
Node in the same Cluster. If the TEP update contains new TEPs, it may
want to switch to the new TEP, e.g., because of the expected QoS is better.
All this is up to the tunneling strategy, which may be influenced by the user’s
preferences.
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Figure 7.4: Inter-Cluster tunnel update due to mobility

7.5.2 Always-up and on-demand tunneling

In an always-up tunneling approach, all possible inter-Cluster tunnels will
be up and running at all times, even if there is no traffic. This is a sort of
proactive approach.

There can be several tunnels between two Clusters or even between two
Gateway Nodes. Multiple tunnels may be useful for redundancy, fault tol-
erance, and increased throughput. These arguments, in combination with
the simplicity of the approach, favor an always-up tunnel maintenance pol-
icy in which tunnels are established and maintained as soon as a Cluster is
connected to the Interconnecting Structure.

The Gateway Nodes initiate the tunnels with the help of the PN Agent,
build a quasi-permanent connection with all present Gateway Nodes in the
PN and keep these tunnels intact as long as possible. When the attachment
point of a Gateway Node changes due to mobility or other reasons, it causes
all the tunnels using the old TEP to be diverted to the new TEP. The idea
here is to maintain the tunnels proactively between all Gateway Nodes so
that there are valid tunnels between all Clusters at all times.

The alternative to always-up tunneling is on-demand tunneling; a sort of
reactive approach. Figure 7.5 shows the difference between these two types
of tunneling approaches. In the case of on-demand inter-Cluster tunneling,
tunnels between Gateway Nodes are only established when needed. This
means that a Gateway Node only sends TEP updates to the PN Agent and
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(a) Always-up inter-Cluster tunneling

(b) On-demand inter-Cluster tunneling

Figure 7.5: Example of PN establishment

the Gateway Nodes with which it has active tunnels and the PN Agent only
sends updates to Gateway Nodes that need them. Except for this, the two
approaches work in the same way.

The difference between an established tunnel and a pair of TEPs without
an established tunnel is actually not that big. With an established tunnel, the
two Gateway Nodes need to make sure that their session keys (the security
associations when using IPSec-based tunneling) are installed and being re-
keyed and that TEP updates are timely and correctly communicated between
the two Nodes. However, the biggest difference is whether the Gateway Nodes
need to keep the access network of the TEP up and running, because there
might be significant power savings in doing so. A Gateway Node that does
not have any established tunnels may be able to disconnect all its access
connections. However, one must not allow all Gateway Nodes to disconnect
all their access networks since this will make the Cluster non-reachable from
the other Clusters and the PN Agent.

On-demand tunneling may also establish multiple tunnels between two
Clusters. This requires a smart mechanism that can decide whether a tunnel
should be established or not. It needs to consider the needed power and over-
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head for maintaining each extra tunnel and weigh that against the required
QoS and resilience. Hence, on-demand tunneling needs to decide whether
there should be none, one, or more tunnels between two Clusters and this
makes the approach more complex than the always-up tunneling approach.

7.5.3 Gateway Node coordination

When there are several Gateway Nodes with several available overlapping or
non-overlapping connections to the Interconnecting Structures, there might
be a need for coordination among the Gateway Nodes. If two Gateway Nodes
in the same Cluster have access to the same access point, there is little benefit
of keeping both active at the same time. Keeping a connection active costs
energy that can be saved if one of the connections is terminated. Also when
the used bandwidth in or out of the Cluster is small, connections can be
terminated so that no idle connections are unnecessarily maintained. How-
ever, when existing connections drop out or the bandwidth needs increase,
these terminated connections should be brought up again. Hence, what is
needed is a mechanism that can bring up and down TEPs on the Gateway
Nodes in the Cluster. Bringing down a TEP can be anything from only stop
announcing its existence so that it is never used to also stop maintaining
the connection or completely shutting down the entire interface. It should
also be noted that connections and interfaces may periodically be brought
up again to discover new connection possibilities and to determine whether
the old ones still exist.

To achieve this, a Gateway Node coordination protocol that operates
within a Cluster is needed. Information about available connections to the
Interconnecting Structures, whether they are up or down, as well as their
current QoS and current load should be shared among the Gateway Nodes.
Decisions can then be taken and again communicated back to the Gateway
Nodes for readjustments. The protocol must understand the cost of keeping
an interface up and running, cost of maintaining a link, achievable QoS,
as well as user preferences. While the exact details of such a protocol still
need to be worked out, it is clear that this protocol needs many-to-many
communication among the Gateway Nodes. For this, we propose to use the
flooding protocol we proposed and investigated in Chapter 5.

7.5.4 NAT traversal

One of the main challenges of inter-Cluster communication without any ad-
ditional support from the Interconnecting Structures is the handling of net-
work address translators (NATs). Most access points, digital subscriber lines
(DSL), or other types of Internet access that are currently offered to end
customers provide IPv4 with NAT. Consequently, to be useful today, inter-
Cluster tunneling must possess the capability to traverse NATs.
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When the Gateway Nodes are not on publicly routable IP, the PN Agent
can assist in establishing the tunnels so that they can traverse the NATs. If
only one of the TEP for a new tunnel is behind a NAT, a message sent via the
PN Agent can trigger the Gateway Node, with the TEP behind a NAT, to
initiate the tunnel. If both TEPs are behind NAT, a method such as simple
traversal of UDP through NATs (STUN) [194] can be used. In the case that
the NATs do not allow such mechanisms (i.e., they are symmetric/restrictive)
or there are additional firewalls involved, relaying of tunnel packets is an
option. Traversal using relay NAT (TURN) [195] is a well known example of
such an approach to NAT traversal.

If many Gateway Nodes need assistance with tunneling, the PN Agent
may need to be powerful and have a good network connection. An alternative
option is to delegate this to other known relay servers not behind NATs.
Such relaying servers could be other Gateway Nodes in the PN that are not
behind NATs, Gateway Nodes from other PNs, or dedicated relay servers
available in the Interconnecting Structure. These servers could be organized
and discovered through peer-to-peer networks similar to the way Chord [214],
Pastry [196], or Skype [206][67] operates. If there are plenty of such relay
servers around, then the effect of triangular routing can be minimized when
servers nearer the two Gateway Nodes are selected.

7.5.5 Tunneling and signaling security

It is obvious that data traffic that crosses an external Interconnecting Struc-
ture needs to be protected. This includes encryption of the entire data pack-
ets, integrity protection against unauthorized alterations of the data packets,
and mechanisms against replay and DoS attacks. When two Gateway Nodes
establish at least one tunnel between themselves, they negotiate session keys.
This negotiation is protected using the already deployed pair-wise key that
they both have and share. The session key should not be associated with any
particular TEP or CoA. Instead, they should be associated with the Gateway
Nodes’ PN-internal addresses. This enables the establishment of a new tun-
nel using different TEPs without first negotiating new session keys and this
is important for timely handovers when TEPs disappear. Each packet needs
to contain the encapsulated packet with the PN-internal IP header, including
information such as the PN-internal addresses of the destination and source
Gateway Nodes as well as a packet counter. The additional information is
required for successful protection against replay attacks and requires both
Gateway Nodes to keep a short list of already received packets. It should
be noted that nothing of this is entirely new since the mechanisms used by
IPSec in HIP [105] are almost identical.

Not only data traffic needs protection, also signaling traffic needs protec-
tion. Signaling between two Gateway Nodes can be protected with the same
mechanisms as for the data traffic. However, signaling with the PN Agent
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must also be protected. One option is to install pair-wise keys between the
Personal Nodes and PN Agent as if the PN Agent also was a Personal Node.
The pair-wise key can be used in the same way as above to protect the
Gateway Node to PN Agent signaling traffic.

Regarding anonymity, we need to trust the access network providers in
this case. The encryption of PN and Node identifiers is not sufficient for good
anonymity protection since the destination addresses may reveal the identity
of the user anyway. Packets sent to the PN Agent address and a semi-
permanent Gateway Node CoA, such as the home network Gateway Node,
should be enough to deduce the identity of the user. Hence, PN and Node
identifiers can better be sent unencrypted for performance reasons. A bet-
ter approach to retain privacy is to only use trustable network providers and
make sure packets between the Gateway Node and the network provider’s ac-
cess point is properly protected and encrypted. In this way, only the network
operators have access to this kind of information, which should be enough
for most users.

A Gateway Node can easily connect to an access network without reveal-
ing its identity to any other than the network provider. The access point (or
base station) advertises itself in the clear. Assuming that the PN received a
public key of that access network provider when the user of the PN signed up
for the service, the Gateway Node can establish a secure and authenticated
channel using that key. After this, the access point can verify the identity
of the Gateway Node without any adversaries being able to eavesdrop. This
scheme works because the access point has no reason of being anonymous
and hence advertises its identity in the clear, which means that the Gateway
Node knows exactly which key to use.

7.6 Inter-Cluster Routing

When using an always-up tunneling approach, standard routing protocols
becomes an option. An ad hoc routing protocol, such as DYMO [32] or OLSR
[40], is advisable due to the mobile nature of PNs and the flat addressing
structure. However, when using on-demand tunneling, the routing protocol
must be capable of bringing up inter-Cluster tunnels when needed. In either
case, the special topology of a PN, which consists of Clusters with tunnels
between them, asks for a more tailored approach. For instance, there is
very little benefit of sending full topology information between the Clusters.
This will only add overhead to the perhaps very limited access connections.
Instead, we propose a scheme that communicates minimal information, but
still is able to achieve good routes. It involves the PN Agent, is suitable for
both the always-up and on-demand tunneling approaches, and is described
in the following section.
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7.6.1 PN Agent-based routing

The active TEPs in a Cluster are determined by the Gateway Node coor-
dination protocol outlined in Section 7.5.3. However, whether to use these
TEPs and establish tunnels must be determined by the routing substrate.
To achieve this, a Gateway Node needs to know in which Cluster a certain
Node is and, of course, which TEPs can be used to establish a tunnel to that
Cluster. One good approach is to let the PN Agent also know the Cluster
member Node list so that other Gateway Nodes can inquire about this as
well.

Consequently, every Gateway Node informs the PN Agent about the
member Nodes in its Cluster. The list can be retrieved from the intra-Cluster
routing protocol if a table-driven protocol (e.g., OLSR) is used. If a reactive
protocol is used, there might be a need for a special mechanism that discovers
the Nodes in a Cluster. In either case, the PN Agent should constantly be
updated so that changes are propagated to the rest of the PN when needed.

For each destination Node, the PN Agent knows which Gateway Nodes
can be used and which active TEPs those Gateway Nodes have. When a
Gateway Node needs to send a packet to a Personal Node outside its own
Cluster, it sends an inquiry to the PN Agent. In response, it will get a list
of Gateway Nodes and their TEPs that can be used. It selects the best
TEP, establishes a tunnel from its own best TEP to that TEP, and then
sends the packet across. At the same time, it subscribes to the PN Agent
for updates related to the remote Node. That is, it will be informed of any
update regarding any Gateway Node in the same Cluster as the Node so that
proper actions can be taken when necessary. For instance, switch to a better
TEP if one becomes available.

It is worth noting that the PN Agent does not really need to know ex-
actly which Clusters exist. Since Clusters merge and split that would be an
extra unnecessary burden to track. Ultimately, only a list of Gateway Nodes
and their TEPs that can be used to communicate with a particular remote
Personal Node are needed.

The next question concerns the integration between the PN Agent-based
PN routing and the intra-Cluster routing protocol. Since there is no dif-
ference, except in QoS, whether packets are sent via one Gateway Node or
another, it is up to the intra-Cluster routing protocol to decide which one to
use. When using OLSR, we can use the attached network set functionality
of OLSR to advertise the Gateway Nodes inside the Cluster. Using LQA of
the links within the Cluster in combination with quality assessment of the
available connections to the Interconnecting Structures should result in the
best possible path at all times. In Figure 7.6, assuming that Node 1 wants
to send a packet to Node 7, the intra-Cluster routing protocol of the left
Cluster may choose Gateway Node 2 since it may conclude that path A is
better than path B.
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Figure 7.6: Cluster with bottleneck link

Gateway Node 2 inquires to the PN Agent about possibilities to connect
to Node 7. Among the results, it selects which remote Gateway Node and
TEP to use. This can be based solely on the QoS information about the
TEP, which is the simplest solution. If so, it only picks the TEP with the
best QoS parameters that can be used to connect to the destination Cluster.
However, there are situations where this may not be sufficient. Examples
include cases where there is a poor quality link in a Cluster. For instance
in Figure 7.6, Nodes 4, 5, and 6 are best connected via Gateway Node 4,
while Node 7, 8, and 9 are best connected using Gateway Node 8 or 9 due
to the poor bottleneck link between Node 6 and 7. To achieve this, some
information about the intra-Cluster routing is needed, such as the expected
QoS between the Gateway Node and the final destination Node. Gateway
Node 2 can then use this information in combination with the TEP QoS to
decide which TEP to use. It can see that path D is better than path C and E
in Figure 7.6. As before, this requires the exchange of extra information and
may lead to frequent and unnecessary routing changes if the link qualities
fluctuate. Hence, this should be used with care so that a reasonable level of
routing stability can be maintained.

7.6.2 Tunnel quality assessment

To achieve good end-to-end communication quality within a PN, it is nec-
essary to monitor the quality of available access connections as well as the
quality of the entire tunnels. Usually the access connections are the bottle-
necks, which means that those are the most important to monitor.

Fortunately, most access network technologies, including UMTS, IEEE
802.11 [82][27], and IEEE 802.16e [89], already do monitor the link quality.
It is part of the handover mechanism and in those cases, it is advisable
to use those measurements. However, it must be remembered that those
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measurements are designed to choose the best access point (or base station)
and hence rarely provide any further details on the quality. For proper path
selection, we also need to know things like the expected transmission count
(ETX) [47] and the data rate.

Quite some work has been done in this area under the term vertical han-
dover or media independent handover (MIH). There is currently also a stan-
dardization effort in this direction under the IEEE 802.21 working group [90].
The target of that work is to enable mobile terminals to make an informed
selection of the best access network. The solutions are based on enabling rel-
evant information from the lower layers and from the Interconnecting Struc-
tures in a standardized way. PN inter-Cluster communication can leverage
on these technologies, but also needs to take into account additional aspects,
since a Cluster may have several Gateway Nodes. The capabilities of the
Gateway Nodes and their connectivity within the Cluster are examples of
additional aspects that also should be considered.

For technologies that do not yet support any access link quality mea-
surements, other methods are required. Though not the most effective way,
network layer solutions can achieve some additional information about the
link quality. By pinging the first hop access router or another Gateway Node,
it is possible to detect the quality of the used access network and an entire
tunnel respectively. Both delay and packet loss can be detected. The main
drawback is the overhead created by such a technique and the difficulty in
detecting the link throughput.

When significant changes are detected in the quality, relevant nodes must
be informed, such as the PN Agent and Gateway Nodes to which there are
active tunnels. However, sending around minor quality updates create a lot
of unnecessary overhead without any real benefit. The latest quality infor-
mation can always be included in the periodic updates that are transmitted
anyway. Only when a significant quality drop is detected on a link that is
currently used by traffic with strict quality requirements, an extra update
message can be justified. Otherwise, it should be enough to wait until the
next periodic update.

7.6.3 PN-wide broadcasting

For some PN applications, there is also a need for PN-wide broadcasting in
addition to unicast routing and Cluster-wide broadcasting. Examples include
revocation of security keys when a Personal Node is compromised, configu-
ration updates affecting the whole PN, and service discovery.

The main problem with PN-wide broadcasting is to avoid sending the
broadcast message over the Interconnecting Structures more times than nec-
essary. In a Cluster with more than one Gateway Node, there must be an
agreement about who will forward the message where. One simple solution
is for a Personal Node to first do a Cluster-wide broadcasting and in parallel
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Figure 7.7: PN-wide broadcasting

send the message with unicast to the Gateway Node with the highest quality
TEP for broadcasting to the other Clusters. Ultimately, this could be incor-
porated in the same packet. In this way, only that Gateway Node will take
actions and thereby avoiding several Gateway Nodes doing the same job.

Furthermore, the best TEP in a Cluster may still not be fast enough to
send the message to every remote Cluster. Sending the same message several
times may cause too much delay and consume too many resources. Further,
the Gateway Node may not have established tunnels to all the remote Clus-
ters. Hence, we propose to send broadcast messages via the PN Agent since
it has active sessions with all active Gateway Nodes. Either the PN Agent
can do the entire job of sending the message to all other remote Clusters or
the Gateway Node and PN Agent can do it together. The Gateway Node can
deliver the packet over its active tunnels and then instruct the PN Agent to
transfer the packet to the remaining Clusters on its behalf. Figure 7.7 shows
this process assuming that the P-PAN Cluster only has an active tunnel with
the Home Cluster. The quality of the involved TEPs should determine how
much the Gateway Node should do itself and how much the PN Agent should
do.

7.7 The Prototype

To demonstrate and better understand the mechanisms proposed in this chap-
ter, the prototype presented in the previous chapters was extended. The main
difference between this implementation and the main MAGNET prototype
[125][76] is the use of Edge Routers. The MAGNET prototype relies on
Edge Routers, while we do not use them at all. We implemented both the
PN Agent and the Gateway Node functionality for inter-Cluster communi-
cation. In contrast to the intra-Cluster communication, we did implement
encryption and data integrity protection for the inter-Cluster communication
and signaling. While the inter-PN traffic is based on IPv6 as usual, only net-
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work access points and Interconnecting Structures using IPv4 are currently
supported. All code was implemented in Python.

7.7.1 Python with libmcrypt

Python [189] is an object-oriented script language that has a very rich set of
built in libraries. Python is available on all major platforms, including Linux.
It is an easy to learn language that possesses most of the functionalities
that can be expected from a modern programming language, such as a clean
syntax, exception-based error handling, and high level dynamic data types.
However, Python’s perhaps best characteristic is that it allows one to quickly
implement complex software and that was the reason for us to choose Python.
Since Python is a kind of script language, it may not give us the fastest
implementation, but should still be able to perform well.

For the encryption parts, we used libmcrypt [117], mainly because it offers
an extension module for Python. Since libmcrypt itself is not implemented
in Python, but in C, these parts of the code should be fast.

7.7.2 PNDB and packet formats

The central part of both the PN Agent and the Gateway Node implementa-
tions is the PN database that holds information about known and relevant
Gateway Nodes and their active TEPs. Figure 7.8 shows the design (in the
unified modelling language) of this database, which we call PNDB. What is
shown are the common parts shared between the PN Agent and Gateway
Node, including all the kept states. We can clearly see the various entities,
their attributes, and how they relate to each other. The implementation of
PNDB is exactly as shown in Figure 7.8, which means a lot of sequential
searches through the database. Obviously, a scalable solution would need to
use more efficient data structures. However, this implementation should still
perform well for our tiny test PNs.

The PNDB consists of a list of all known Gateway Nodes and their pair-
wise keys. For each Gateway Node, the PNDB may hold its active TEPs and
the Personal Nodes belonging to its Cluster. As explained earlier, this data is
complete in the PN Agent’s PNDB. For the PNDBs in the Gateway Nodes,
this information may be partial, but if present for one particular Gateway
Node entry, it is complete and updated for that entry.

For the inter-Cluster communication and signaling protocol, we defined
one common packet format that can carry three different message types. The
key message carries security key information, the TEP Node list message
carries TEP and cluster member node information, while the last message
type carries encrypted user data. Figure 7.9 shows all the packet and message
formats in detail.
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Figure 7.8: The PN database structure

The encryption is modeled after IPSec ESP but somewhat simplified (e.g.,
no SPI). The key messages are encrypted and signed with the pair-wise keys.
They are used to agree and communicate the session keys between two Gate-
way Nodes or between a Gateway Node and the PN Agent. All other mes-
sages are encrypted using those session keys. While this security implemen-
tation captures the most essential aspects of security, it may not be the best
option. Other, more advanced schemes, such as [138], [141], and [101], should
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Figure 7.9: The inter-Cluster signaling packets

be considered for implementations in future PN products as they may offer
better security and performance.

The TEP Node list message contains four lists that carry new TEPs, re-
moved TEPs, new Nodes in the Cluster, and Nodes that left the Cluster. The
message format is flexible enough to be used for all message types regarding
TEPs and Cluster Nodes. It can be used for TEP updates, Cluster Node
updates as well as queries and update subscriptions for such information.
However, not all lists are used in all message types.

More message formats can be defined. Examples include new message
types regarding NAT traversals and data packet forwarding through a third
party. However, since support for NAT traversals has not yet been defined,
we have not yet specified such message formats.

7.7.3 The PN Agent implementation

The PN Agent implementation is actually very simple. It only consists of
the PNDB with minor extensions plus functionality for listening on a UDP
port and handling received packets. The implementation is completely event
driven and handles two types of events; timeout events in the PNDB and the
reception of a UDP packet. Timeout events make sure that the PNDB stays
up to date and that stalled information is cleaned up. A received UDP packet
is first parsed, its signature verified, and then decrypted. The message inside
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Figure 7.10: The Gateway Node implementation

the packet is then completely parsed and handled. The PNDB is updated
with the new information carried in the message if any. Then, the PN Agent
uses the information in its PNDB to formulate a reply or to inform other
Gateway Nodes about the updates. Those messages are finally sent back
encrypted using the session keys.

7.7.4 The Gateway Node implementation

The Gateway Node implementation is much more complicated. The main
difference is that in addition to keeping the PNDB and handling signaling
packets, it needs to do data packet handling and information gathering re-
garding available local TEPs and the Cluster Node membership. The latter
two have only partly been implemented. Figure 7.10 shows how the imple-
mentation was done with the arrows indicated two not yet implemented and
one only partially implemented. Despite these missing links, it has been
possible to extensively experiment with the inter-Cluster communication im-
plementation.

Except for some setup configuration scripts, all inter-Cluster communi-
cation functionalities were implemented in one program named gwd. Gwd is
similar to ppand in the sense that it also creates a virtual interface (called
pn1 in Figure 7.10) and opens a UDP port for communication with other
Gateway Nodes and the PN Agent. In addition to this, gwd also maintains
the PNDB. It is responsible for all inter-Cluster signaling as well as data
packet encryption and tunneling. Further, it needs to interact with the op-
erating system to retrieve information about available network connections
and their status. This information flow is, together with the inter-Cluster
signaling traffic, indicated by arrow 1 in Figure 7.10. Arrow 2 indicates the
information exchange between gwd and the OLSRd routing daemon. The
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OLSRd routing daemon provides gwd with the Cluster member Node list,
which it gathers from the intra-Cluster routing messages. In return, gwd pro-
vides OLSRd with quality parameters regarding its current connections to
the Interconnecting Structures. OLSRd propagates that information through
the whole Cluster so that every Node can use the best connected Gateway
Node.

On a Gateway Node that has the best connection to the Interconnecting
Structures, a data packet from an application on the Node itself or from
other Nodes in the Cluster (also other Gateway Nodes) will be forwarded to
the pn1 virtual interface as indicated by 3 in Figure 7.10. The kernel will
forward the packet to gwd (arrow 4) in the same way it forwards packets
arriving on ppan1 to ppand. If gwd has a valid tunnel that can be used for
forwarding the packet to its final destination, it will encrypt and forward the
data packet over the local interface associated with that tunnel according to
arrow 5. The data packet is encapsulated in a UDP packet with the two
TEPs of the tunnel as source and destination addresses and ports. If gwd
does not have any tunnel that can be used, it will consult its PNDB for
information on how it can establish such a tunnel. Since the PNDB may
be incomplete, it may need to query the PN Agent. In that case, the data
packet will be enqueued by gwd until further information is retrieved and a
tunnel can be established.

The gwd application does not discover connections to the Interconnect-
ing Structures on its own, but expects the operating system to do so. This
decouples the PN functionalities from the access networks discovery tech-
nologies. It minimizes the impacts on existing legacy applications and also
makes it possible for the PN communication to leverage the current and
future developments in access networks.

Currently, most operating systems use DHCP [54], IPv6 router solicita-
tions and advertisements [158], DNAv6 [157], or similar techniques for access
network discovery. The most commonly used technique, DHCP, is typically
handled by a user space program that reconfigures the routing table and
other network-related settings in the operating system. Unfortunately, most
DHCP clients will replace routes instead of keeping all alternatives. Because
of this, we need to slightly modify the DHCP client.

Further, gwd needs to be informed when a new access network is discov-
ered or an existing one disappears. On Linux, network settings like these can
be accessed through the netlink socket interface [71]. Through that interface,
user space applications, such as gwd, can retrieve and modify the network
interface table as well as the current routing table. Furthermore, it is possi-
ble to subscribe to update events for those tables, which gwd should do. It
is then updated as soon as a DHCP client finds a new connection and may
then update its TEP list based on the new information. However, all of this
together with connection quality detection has not yet been implemented in
our prototype.
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7.7.5 Lessons learned

The Python implementation of the inter-Cluster communication measured
a total of 3200 lines of code (LoC), including comments. That includes
625 LoC for the PN Agent implementation, 1725 LoC for the Gateway Node
functions, and 850 LoC for the common PNDB parts. Since this code was
written in Python, which usually requires less LoC for the same amount of
functionality, it is difficult to compare with the ppand implementation in
Chapter 4, 5, and 6. However, the total code for the gwd implementation,
which includes the most crucial parts of the inter-Cluster communication
functions, is quite moderate.

This time around, we noticed performance degradation when using inter-
Cluster communication. The round trip time increased by 1.5 ms when mea-
suring between two Gateway Nodes using the same laptops (Intel Celeron M
1.6 GHz with 512 MB RAM) as in the earlier prototype experiments. Also
the CPU load increased which caused the throughput to significantly de-
grade. A large part of the performance degradation can be attributed to
Python. Since the per-data packet handling of gwd is not heavier than that
of ppand, the two should perform about the same. Hence, we strongly believe
that an optimized gwd implementation in C will achieve similar performance
as ppand. However, with encryption, the throughput dropped even further
while the delay increased by an additional 20 ms. Since the encryption im-
plementation is done in C, this performance degradation cannot really be
attributed to the non-optimized implementation. Instead, it demonstrates
the importance of using hardware encryption.

We tried the same set of applications as we did for the intra-Cluster com-
munication. Still, all worked without modifications, which should not be a
surprise. While an extra round trip delay of 1.5 ms is hard to notice, we
could easily notice the throughput degradation when performing large file
transfers. Mobility events were hardly noticeable as long as only soft han-
dovers between two different interfaces took place. Hard handovers, where an
interface changes from one access point to another, will certainly be notice-
able. Significant handover delay will be introduced, but most of it consists of
link layer handover latency and DHCP reconfiguration latency. Due to the
implementation limitations explained earlier, we were not able to test this.

One last requirement not yet addressed by this implementation is ro-
bustness to loss of signaling messages. In our test environment, virtually no
packet loss occurred. In real Interconnecting Structures, packet loss may oc-
cur and this sometimes requires signaling messages to be retransmitted. The
only real measure against this problem taken by our implementation was
the priorities introduced on the interface queues. Signaling traffic was given
higher priorities than other traffic, avoiding signaling packets to be dropped
at the Gateway Node itself. This was done in exactly the same way as was
done for ppand.
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7.8 Summary

This chapter focused on communication between a person’s Clusters. To
implement this, secure intra-Cluster tunnels are established and maintained.
The purposes of the tunnels are to protect the intra-PN traffic as well as
transparently handle Cluster mobility. That is, the encrypted inter-Cluster
tunnels are dynamic and updated when a Cluster changes its attachment
point to the Interconnecting Structures.

Depending on the amount of infrastructure support that can be expected,
we proposed several approaches to inter-Cluster tunneling. The best trade-
off seems to be to rely on a server located somewhere in the Interconnecting
Structures. This server, we refer to as a PN Agent and is constantly updated
with the current locations of the Clusters and how they can be contacted.
When tunnels must be established or updated due to mobility, the Gateway
Nodes in the Clusters may query the PN Agent for assistance. Enough
information is then shared to effectively establish or maintain the tunnels.

Other approaches were also studied, such as a solution where access
routers in the Interconnecting Structures can support the mobile Clusters
with PN-specific functionality. We also sketched a solution where no extra
support from the infrastructure can be expected, including entities such as
PN Agents. For such scenarios, a PN is best implemented using peer-to-peer
technology between the Gateway Nodes.

We also looked at the routing issue over the inter-Cluster tunnels. A rout-
ing approach integrated with the dynamic tunneling was proposed. It makes
use of the PN Agent; the Cluster Node member lists are also communicated
to the PN Agent. When a Gateway Node needs to transmit a packet to a
Personal Node not in its Cluster, it may query the PN Agent to find out
which tunnel to use or whether a new tunnel is needed. The benefits of this
approach are mainly lower overhead and the ability to establish and maintain
tunnels on demand.

An almost complete prototype of the proposed solution was made. The
only missing functionality relates to the interaction with the operating system
and the routing daemon with respect to retrieving the list of available access
networks and the latest Cluster Node member list. The code was written in
the Python programming language and showed the feasibility of the proposed
inter-Cluster tunneling approach that we proposed.



Chapter 8

Foreign Communication

In the concept of PN, Nodes are divided into Personal Nodes and Foreign
Nodes based on Trust Relationships determined by the owners. In the pre-
vious chapters, we have only discussed communication among the Personal
Nodes themselves. Communication between a Personal Node and a Foreign
Node, which we call foreign communication, is obviously also required. For
many applications, a PN needs to interact with other PNs as well as PN-
unaware devices. This includes using Services from other PNs as well as
offering them Services. Whenever access to the Internet exists, a PN must
be able to communicate with any Internet host, such as for surfing the web,
reading emails, etc. It must also be possible to locate remote PNs when their
locations are unknown and initiate communication with them. Hence, we
need to enable foreign communication and that is the topic of this chapter.

Foreign communication is a topic very specific to PNs. The way a PN is
defined makes it necessary to also define solutions for foreign communication.
However, the foreign communication problem can be divided into two parts.
One part concerns the mechanisms within the PN and those mechanisms are
tightly coupled and specific to the PNs. The other part concerns the protocols
between the edge of the PN and the Foreign Nodes. In the latter, existing
standards are crucial. We cannot expect Foreign Nodes to understand one
or a few specific protocols. Instead, we must build our solutions on widely
adopted protocols. Given these limitations, the target of this chapter is to
demonstrate that foreign communication is possible and how to achieve it.

This chapter is structured as follows. Section 8.1 introduces the most
important requirements for foreign communication, while Section 8.2 lists re-
lated work. In Section 8.3, we start the description of foreign communication
by investigating how to establish foreign communication. In Section 8.4, we
go on to investigate how to connect the PN-internal networking with external
networks, while we look at mobility aspects in Section 8.5. Authentication
and anonymity for foreign communication is covered in Section 8.6 and in
Section 8.7, we will discuss group foreign communication under an approach
known as PN federations. Finally, in Section 8.8, we briefly look into how

173
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Figure 8.1: Types of foreign communication

our PN prototype could be extended with foreign communication capabilities,
before we summarize in Section 8.9.

8.1 Requirements for Foreign Communication

Foreign communication requires special functionality at the Gateway Nodes
[100][139]. It is namely the Gateway Nodes that will connect to the Personal
Nodes with the Foreign Nodes. They need to bridge the mechanisms used
within the PN with the mechanisms used outside. Figure 8.1 shows two
examples of foreign communication; one with a Foreign Node using a common
Radio Domain with one of the Gateway Nodes in the Cluster and one with
a Foreign Node connected through an Interconnecting Structure. In both
cases, a Gateway Node is involved in the establishment of the the end-to-end
communication. Foreign communication may also need to use other types of
networks to reach the destination device, such as multi-hop ad hoc networks.
In either case, the Gateway Nodes need to understand and participate in the
mechanisms of the external networks. Furthermore, they must be able to
accept and handle connections initiated by Foreign Nodes as well.

For inter-Cluster communication, it is crucial that the following require-
ments are met:

1. Communication between applications on Personal Nodes and applica-
tions on Foreign Nodes must be possible. Both PN-aware and PN-
unaware Foreign Nodes must be supported without requiring special
functionality in the PN-unaware Foreign Nodes. Both Foreign Nodes
and Personal Nodes must be able to initiate such communication.

2. Both Personal and Foreign Nodes can be mobile. Hence, mobility must
be supported when either the Personal Nodes or the Foreign Nodes
roam. Mobility of the Personal Nodes should also be handled when
communicating with mobility-unaware Foreign Nodes. Furthermore,
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the system should be able to find and select the best possible commu-
nication path at all times.

3. Just as the intra-PN communication, all foreign communication must
be self-organized. Foreign communication must be established and
maintained without support from the user. Furthermore, it should
be able to automatically discover communication opportunities that
the user may benefit from, both new connection possibilities and new
interesting Foreign Nodes and their applications.

4. Foreign communication must work well even when the number of inter-
actions between PNs and between PNs and PN-unaware nodes is large.
Any solution must assist the user in managing these interactions.

5. Since foreign communication involves PNs and devices of other persons
and organizations, security and privacy are even more important and
difficult. Despite this, efficient and easy-to-use solutions are required
that can handle the security risks caused by foreign communication.

8.2 Related Work

As mentioned earlier, foreign communication is a topic very specific to PNs.
As a consequence, very little work has been published on this topic. How-
ever, the part concerning the protocols between the edge of the Personal
Network and the Foreign Nodes needs well adopted standards to be truly
useful. Therefore, we must investigate what is typical and what may become
typical in the near future and build our solutions on those protocols. Since
PNs are mobile, this mainly means that we need to look at what mobility
solutions can be expected.

Chapter 7 already introduced most of the standardized mobility protocols,
including Mobile IPv4 [178], Mobile IPv6 [103], and HIP [151][165]. How-
ever, with foreign communication, we can also consider mobility solutions
at other layers than the IP layer, such as transport layer mobility protocols
(e.g., [142][207][238][12]) and application layer mobility protocols (e.g., SIP
mobility [203]). Unfortunately, none of the mobility support protocols can
currently be described as widely adopted.

All these mobility protocols only focus on global and remote commu-
nication over Interconnecting Structures. There is however an alternative:
contact networking [28]. Contact networking also considers local communi-
cation using link local addresses with direct neighbors. When local commu-
nication is not possible, it falls back on the Interconnecting Structures using
techniques similar to Mobile IP. If direct local communication later becomes
available again, it will switch back. Contact networking combines neighbor
discovery, automatic addressing, link break detection, routing, vertical han-
dover, mobility, and naming into one single solution. As such, it is highly
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applicable to PNs. However, contact networks requires all corresponding
nodes also to be aware of contact networking, which means that a wide de-
ployment is first needed. Unfortunately, there is currently no standardization
or development effort going on in the direction of contact networking. Fur-
ther limitations include the fact that there is no security and of course the
inability to handle an entire PN instead of a single device. For these reasons
we will not further consider contact networking for use with foreign commu-
nication. However, the use of the contact networking is a promising approach
for foreign communication if it can become a widely deployed standard.

8.3 Setting up Communication with Foreign

Nodes

For security reasons, it is important that foreign communication mechanisms
remain separated from the intra-PN communication mechanisms. This means
that the Gateway Nodes need to treat foreign communication in a different
way than intra-PN communication and block all non-approved traffic from
entering the PN. The Gateway Nodes must bridge the mechanisms used
inside the PN and the ones used to communicate with the Foreign Nodes,
since these are different and should never be combined.

As shown in Figure 8.1, the Gateway Node may connect with the Foreign
Nodes in several different ways. Each way has its own mechanism and hence
requires different approaches:

Direct communication At the connectivity level, the Gateway Node must
of course share a common Radio Domain with the Foreign Node for
direct communication. At the network layer, it needs to establish a
network connection to the Foreign Node, which may be ad hoc and
temporary. Temporary link local addresses can be used in the foreign
communication as long as they are unique among the communicating
peers. Another option is to use an already deployed network (such as
a WLAN hotspot), if available, where addresses usually are assigned
automatically (e.g., by DHCP [54]). At this point, communication can
take place between any Node in the PN and the Foreign Node through
the Gateway Node.

Communication over Interconnecting Structures If a Personal Node
wishes to communicate with a Foreign Node that is connected through
an Interconnecting Structure, the Gateway Node that links the Cluster
up to the Interconnecting Structure needs to bridge the PN-internal
mechanisms with the mechanisms used in that Interconnecting Struc-
ture. In this case, there is also the possibility of using the PN Agent
as that bridge.
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Communication over other network types Foreign communication
may also need to use other types of networks, such as multi-hop ad
hoc networks. The Gateway Node needs to understand and participate
in the mechanisms of the external network. Consequently, Gateway
Nodes may need to support several different network types.

It is also important to be able to switch between the different communica-
tion approaches when better alternatives arise or existing ones disappear [28].
More on this topic will be covered in Section 8.5 when we discuss mobility.

8.3.1 Foreign Node discovery

The first step in establishing foreign communication is to discover potential
Foreign Nodes to communicate with. This step is called Node discovery and
it is the task of the potential Gateway Nodes, as they are the only Nodes
that can interact directly with the external networks. Gateway Nodes should
keep a list of Foreign Nodes (or networks) so that foreign communication can
be established when and if required. The Gateway Nodes inform the other
Nodes in the Cluster, or the whole PN, about the Foreign Nodes (or foreign
PNs) by broadcasting this within the PN as part of the routing protocol.
At the service level, the Gateway Node may also discover services on local
Foreign Nodes and advertise these within its Cluster. This can be done via
populating the Service Management Node (SMN) in its Cluster [134][66] as
discussed in Section 3.3.3. If the external network is PN-aware and has a
SMN, it may interact with it.

To enable communication to remote Foreign Nodes, the Gateway Nodes
advertise its current Interconnecting Structure connections. This advertise-
ment can be done as a simple default gateway (or network prefix) within its
Cluster. In this way, every Node in the Cluster knows which Gateway Nodes
can be used to connect to the Interconnecting Structure.

Once a Foreign Node has been discovered and a Personal Node wishes to
communicate with it, a Gateway Node must first be selected. If the Personal
Node itself is a Gateway Node and has a link to the Foreign Node, it should
choose itself instead of relying on other Nodes. If this is not possible, or not
desirable (e.g., its own connection is limited or costly), it may choose to use
another Gateway Node instead. It may be possible to choose from more than
one Gateway Node. In some cases, such as in Figure 8.2, a direct connection
(A) and several infrastructure-based connections (B, C, and, D) are possible
at the same time. The Node needs to carefully select one of them, since the
traffic between the two end Nodes has to go through the selected Gateway
Node. In many cases, it is very hard to change Gateway Node without
tearing down the connection and establishing a new one. States need to be
transferred between the two Gateway Nodes and the Foreign Node may not
support mobility. A last option is to use the inter-Cluster tunnels and choose
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Figure 8.2: Four Gateway Node options

a stable Gateway Node (e.g., C) in a stable Cluster or the PN Agent (D).
In that case, mobility is handled internally by the PN itself as described in
Chapter 7, but at the same time, the routes are not optimal.

8.3.2 Accepting connections from Foreign Nodes

In some scenarios, it is interesting to consider the case where a Foreign Node
wants to initiate a connection to the PN. If there is a direct connection, the
Foreign Node can just initiate a connection to the present Gateway Node,
which needs to handle it and establish an end-to-end session with one of the
Personal Nodes within the PN.

When no direct connection exists, the Foreign Node needs to use the
Interconnecting Structure. However, the Nodes of a PN can be mobile and
change their point of attachment and therefore also their addresses used in
the Interconnecting Structure. The only entity that does not change address
is the PN Agent. The PN Agent is therefore an excellent point of contact for
Foreign Nodes that wish to establish communication with a PN. It is only
necessary to remember the address of the PN Agent to be able to initiate
connections with that PN. To simplify the process even further, the address
of the PN Agent can be given a name that can be resolved through DNS
[148]. The PN Agent will know the location of all Clusters in its PN and can
tunnel the packets to the final destination within the PN. At the same time,
it will bridge the Interconnecting Structure and the intra-PN mechanisms.

8.4 Bridging Inside and Outside Protocols

After a Foreign Node has been discovered, it is time to establish data com-
munication. The Gateway Node participates in the external network wherein
the Foreign Node exists. If the Gateway Node itself wishes to communicate
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with the Foreign Node, nothing extra is required. The Gateway Node uses
the mechanisms specified by the external network and acts as a normal node
in the external network. However, if another Personal Node in the PN wants
to communicate with the Foreign Node, then the Gateway Node needs to
bridge the two network types.

There are two different ways a Gateway Node can connect the PN to the
external network. End-to-end IP connectivity can be established between
the two communicating endpoints using a network address translator (NAT)
in the Gateway Node. An alternative is a Service Proxy that bridges the
intra-PN and the external network. Section 8.4.1 discusses the network ab-
straction level solution using NATs, while Section 8.4.2 covers the Service
Proxy solution at the service abstraction level.

8.4.1 At the network abstraction level

First, the source Personal Node needs to send packets to the destination
Foreign Node such that they go through the selected Gateway Node. To do
this, the source Node cannot just put the address of the destination node
as the destination address of the packet. The intra-PN routing mechanism
should not need to bother with every Foreign Node address as they may
overload the intra-PN routing tables. Further, if two Gateway Nodes have a
path to the same Foreign Node, it is not guaranteed that the packets will go
through the selected Gateway Node all the time. The routing protocol may
decide to switch Gateway Node at any time without prior warning. Finally,
the address space may overlap and two different Foreign Nodes may use the
same address. This can happen if the Foreign Nodes use RFC1918 addresses
[192], addresses with link local scope [73], or if some nodes want to sabotage
the PN operation by deliberately choosing non-unique addresses. This leaves
three options for the Personal Node to make sure that the packets go through
the selected Gateway Node:

Tunneling An IP-in-IP tunnel is established between the Personal Node and
the selected Gateway Node. The endpoints of this tunnel are intra-
PN addresses while the packets in the tunnel use the Foreign Node
address as the destination. To send packets in the other direction,
from the Gateway node to the Personal Node, no special functionality
is necessary.

Source routing The intra-PN address of the Gateway Node is used as the
destination address and the final destination, the address of the Foreign
Node, is placed in an option field of the IP header (e.g., using a Type 0
routing header in IPv6 [48]). In principle, this scheme and the tunneling
scheme are the same. However, source routing creates slightly less
overhead.
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Figure 8.3: Foreign communication with a PN-unaware node

Address aliases We cannot use the addresses of the Foreign Nodes as men-
tioned above, but we can inject address aliases into the intra-PN routing
protocol. If each Foreign Node and Gateway Node pair has a unique
address alias within the PN, then a Personal Node can select both the
Foreign Node and the Gateway Node to be used and hence, the control
remains with the source Node. To minimize the burden on the intra-PN
routing protocol, only aliases of (Foreign Node, Gateway Node) pairs
that are in use should be injected.

While the Personal Node connects to the Gateway Node, the Gateway
Node also needs to setup a path through the external network to the For-
eign Node and install a state for the address translation so that intra-PN
addresses can be translated to the addresses used outside. When all this is in
place, traffic can start to flow. The Personal Node sends the packets to the
selected Gateway Node, which will remove all PN-specific headers, encryp-
tions, etc. Network addresses are then translated before being forwarded to
the Foreign Node. To the applications, it will look like there is an end-to-end
IP connection between the two end Nodes. Figure 8.3 shows an example of
communication between a Node in a PN and a PN-unaware Foreign Node
through a Gateway Node according to this scheme.

The address translation can be done with standard network address port
translation (NAPT) technology, usually known as just network address trans-
lation (NAT) [209]. NATs are usually used to extend the limited address
space in IPv4, but can also be used to hide internal address spaces used on
private networks, such as PNs. The address space within a PN is to be used
within the PN and is not globally unique. Because of this, network addresses
must be translated and mapped when packets flow in and out of a PN and
this is typical tasks of NATs. Hence, standard NAT technology will work.
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Figure 8.4: Foreign communication with a PN-unaware node

The next requirement regards accepting incoming connections from For-
eign Nodes; it is actually not very different from the outgoing connections.
First, the Gateway Nodes must somehow make sure that the PN is known
to the outside world, for instance by advertising itself in the local vicinity.
However, no PN-internal addresses should be advertised outside the PN be-
cause of privacy reasons and the fact that PN-internal addresses may only be
unique within the PN. Instead, the Gateway Nodes advertise their own ex-
ternal addresses used within the external networks plus the Services that the
Cluster or PN can offer. Then, as requests to establish communication arrive
at the Gateway Nodes, they need to determine whether to accept the con-
nection or not. If the connection is approved, an appropriate Personal Node
is chosen to become the end Node. Higher layer information may determine
this, based on what type of connection or what Service is requested.

From here on, there is no difference between this case and the case when
a Personal Node initiated the connection. An address translation state needs
to be installed in the Gateway Node that translates the network addresses.
When packets arrive at the Gateway Node, it adds the necessary headers and
encryption before the packets enter the PN and are forwarded to their final
destinations. All the rest remains the same, except that the foreign PN will
select the Gateway Node in this case.

The case when two PNs want to communicate with each other is nothing
more than the combination of the two scenarios mentioned above: Figure 8.4
illustrates this.

8.4.2 At the service abstraction level

In many cases, it is actually not necessary to have end-to-end IP connec-
tivity between the end Nodes. Another option is possible if we can assume
that everything is provided as Services using a common service provisioning
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Figure 8.5: Foreign communication at the service level with a PN-unaware
node

framework. Then the Gateway Nodes can use Service Proxies to relay Ser-
vices outside the Cluster into the PN and vice versa. If a Gateway Node
discovers a printing Service outside its Cluster, it can offer that Service to
the Nodes inside its Cluster by starting a Service Proxy. A Client inside the
Cluster can then use the outside printing Service by using the Service Proxy
in the Gateway Node. The Service Proxy forwards the Service calls to the
external printer Service and sends back the replies from the printer to the
Client. In other words, it acts as a Server to the Client application and as
a Client to the printing Service. The main purpose of the Service Proxy is
to relay traffic in and out of the PN, which is necessary if this is not pro-
vided by the network level. Figure 8.5 shows this case. Note that there is no
longer a need for NAT at the network level. Instead, there are two separate
network connections; one from the application on the Personal Node to the
Service Proxy on the Gateway Node and one from the Service Proxy to the
application on the Foreign Node. The Service Proxy just connects the two.

The same solution can be used when a PN wants to offer Services to
the outside world. The Gateway Nodes or the PN Agent can export these
Services by means of similar Service Proxies. Such a Service Proxy exports
the Services from the Personal Nodes and makes them available for Foreign
Nodes instead. This solution may even be better than the network level
solution from the point of view of security, since the Gateway Nodes and/or
the PN Agent can control which Services are exported and which ones are
not. A finer granularity of access control is also possible, since not all parts
of the Service interface might be exported.

If we assume a service framework based on SMNs, as mentioned in Sec-
tion 3.3.3 and the MAGNET architecture [134][66], then there is a SMN
elected within the Cluster that manages the Services, Clients, and Service
sessions. The SMN should also manage and coordinate the Service Proxies
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Figure 8.6: Foreign communication at the service level with another PN

on the Gateway Nodes and instruct them on what Services to export, im-
port, and to what degree. The SMN may also control on which Gateway
Node a particular Service Proxy for a particular Service should run. The
fact that the Gateway Nodes and the SMN provide this functionality, also
means that simpler devices can provide Public Services to the outside world
without bothering about access control, authentication, etc.

Figure 8.6 shows the case where a Personal Node in a PN uses a Public
Service offered by a Foreign Node in another PN. The Foreign Gateway Node
exports a Public Service from one of the Nodes in its Cluster. Then the
Personal Gateway Node detects this Service and offers it to the Personal Node
using a Service Proxy. In this case, there is a difference between the Service
Proxy that relays external Public Services into the PN and the Service Proxy
that exports Public Services to the outside world. The former tries to secure
the Service usage by using certificate servers or other similar methods, while
the latter implements access control and authorization mechanisms. Both
Service Proxies could operate under the control of their respective SMNs in
the two PNs.

8.4.3 Network versus service abstraction level approach

A drawback of the Service Proxy approach is that we now have two con-
nections instead of one at the network level. One connection is established
between the Client and the Service Proxy and another one between the Ser-
vice Proxy and the Service. If two PNs are communicating, there might be a
third one between the two proxies running on each of the Gateway Nodes as
shown in Figure 8.6 and this may adversely affect the QoS of the end-to-end
communication.

It is of course possible to use both the network level and service level
solutions at the same time. QoS-sensitive communication might use the
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network level mechanisms to establish end-to-end IP connectivity between
the end Nodes, while others may use the Service Proxy approach. One option
is to use the network level mechanisms for Personal Nodes using Services
outside the PN, while a Service Proxy is used when the same Personal Node
exports Public Services to the outside. In this way, we will avoid having
two Service Proxies and increase the possibilities for access control of the
exported Services.

8.5 Mobility and Gateway Node Handover

Since many PN Nodes are mobile, it is natural that also foreign commu-
nication paths need to change. There are several reasons why mobility is
required:

1. The Gateway Node switches its point of attachment to the Intercon-
necting Structure requiring a different care-of address (CoA).

2. Direct communication between a Personal Node and a Foreign Node is
no longer possible due to mobility. Consequently, a switch to Intercon-
necting Structure-based communication may be required.

3. When direct communication becomes possible, it is usually better to
switch from a connection via an Interconnecting Structure to a direct
connection. Usually, a direct connection can offer better bandwidth,
better QoS, and lower cost.

4. The selected Gateway Node becomes unavailable or loses its connection
to the Foreign Node (or the Interconnecting Structure) and another
Gateway Node must be used.

5. The Foreign Node might be mobile. However, in that case, it can be
assumed that it has its own support for mobility.

These examples demonstrate the importance of good mobility solutions,
also for foreign communication, as we would like on-going sessions to proceed
without interruption. To overcome this problem, we propose two solutions.
The first one is very simple, but non-optimal. It relies on always using
Interconnecting Structures and routing the traffic through the PN Agent,
which is a fixed node with a fixed address. The second solution is more
complex but achieves much better routing, since traffic is routed through the
most appropriate Gateway Node. In this case, mobility of the Gateway Node
(terminal mobility) as well as a switch to another Gateway Node must be
supported.
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Figure 8.7: Foreign communication at the service level with another PN

8.5.1 Always using the PN Agent

The main advantage of this solution is its simplicity. All foreign communica-
tion goes through the PN Agent, which means that only the PN Agent needs
to implement the bridging as shown in Figure 8.7. The PN Agent never
changes its address so there is no need for any external mobility solution
between the PN Agent and the Foreign Nodes unless the Foreign Node is
mobile. In addition, the intra-PN routing will be very simple. Packets with
a Foreign Node destination are forwarded to a Gateway Node and then over
the Interconnecting Structure to the PN Agent. A default route within the
PN can achieve this. Hence, there is no need for source routing or tunneling
to make sure the packets arrive at a particular Gateway Node.

Obviously, this solution has many limitations. To route all foreign traffic
(both directions) through the PN Agent leads to non-optimal routing and a
potential bottleneck. Furthermore, direct communication to a Foreign Node
is not at all possible. On the other hand, this solution handles mobility of the
PN Clusters also when communicating with Foreign Nodes. The link between
the PN Agent and Foreign Node remains stable and does not change unless
the Foreign Node is mobile. All mobility of the Personal Nodes takes place
within the PN and is handled by the dynamic tunneling provided by the PN,
which can be extended to include the PN Agent. The Cluster Gateway Nodes
inform the PN Agent about their care-of addresses (CoAs), including changes
thereof. This enables the Personal Nodes to be mobile while communicating
with Foreign Nodes and this only at the cost of non-optimal routing on the
Interconnecting Structure side.

This solution is similar to MobileIPv4, when using reverse tunneling as
described in [150], except that foreign agents are never used in our case.
While it would be possible to actually use Mobile IP, it would mean using
two mobility solutions in parallel, which is of course unnecessary. Hence, it
is better to rely on the mobility mechanisms already provided by the PN.
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Figure 8.8: Foreign communication at the service level with another PN

There is one more important reason why this solution is good and that
is privacy. If the traffic goes directly from the Gateway Node to the Foreign
Node, the CoA of the Gateway Node will be known to the Foreign Node
and this address can reveal the user’s current location. If the traffic goes via
the PN Agent, this address will be hidden from the Foreign Node, thereby
guarding the location privacy of the user.

8.5.2 Using the optimal Gateway Node

To enable mobility with optimal routing for foreign communication, two
problems must be handled. First, address changes and multi-homing at the
Gateway Node must be handled. Second, support for switching between two
Gateway Nodes (or the PN Agent) must also be available. To sustain the
ongoing connections, both require some sort of mobility support between
the Gateway Node and the Foreign Node as shown in Figure 8.8. Hence, a
common external mobility protocol is needed. In addition to this, a Gate-
way Node handover also requires the two Gateway Nodes to exchange state
information.

Consequently, there is a need for an intra-PN protocol that can commu-
nicate the intention to change Gateway Node and then transfer these states
between the two Gateway Nodes. The protocol should preferably be able to
act before the old Gateway Node looses its connectivity or becomes unavail-
able. The protocol must also trigger the external mobility protocol to take
appropriate actions.

It cannot be assumed that Foreign Nodes can handle a sudden change
of address at the Gateway Node without mobility support. Most current
IP nodes on the Internet or elsewhere cannot handle such changes without
loosing the connection. A widely deployed mobility standard is required;
otherwise, the chance that a Foreign Node actually implements a proper
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solution is very slim. With this in mind, there are only a few options that
can handle mobility between the Gateway Node and the Foreign Node:

Mobile IPv4 [178] This is a well-established protocol for mobility on IPv4
networks. The PN Agent can act as home agent (HA) and the Foreign
Node can use IPv4 as usual without any modifications. Whenever a
Gateway Node changes address or another Gateway Node is selected,
the HA at the PN Agent is informed. However, the Foreign Node
cannot be informed, which is a limitation of Mobile IPv4 as it is now
being standardized. Consequently, the Foreign Node will always send
its packets via the HA (PN Agent), which is still non-optimal. Only
packets from the Personal Node to the Foreign Node will take the direct
path. Furthermore, Mobile IPv4 is not able to switch to direct local
communication when such possibilities exist. Instead, all traffic has
to go via Interconnecting Structures. In the end, the benefits of this
option, compared to always routing through the PN Agent, is rather
limited.

Mobile IPv6 [103] The most important difference between Mobile IPv4
and Mobile IPv6 is the use of binding updates (BU), which are the
messages sent to the HA to update the CoA. In Mobile IPv6, BUs are
also sent to the Foreign Node. If the Foreign Node implements IPv6
and Mobile IPv6, it can directly send its packet to the Gateway Node
instead of via the HA (i.e., PN Agent). Otherwise, the two protocols
work in the same way and have the same limitations.

Host Identity Protocol (HIP) [151] HIP is also able to handle mobility
[165], though it currently seems that it too lacks support for local direct
communication. However, HIP is not yet a standard and still has a long
way to go before becoming one. It is therefore unlikely that we can
expect Foreign Nodes to implement HIP in the near future. However,
if the Foreign Node supports HIP, then this could be a good choice.

Transport and application layer mobility protocols As explained ear-
lier, many proposals have been made for mobility handling at the trans-
port layer [142] [207] [12] [238] and at the application layer [203]. How-
ever, all of them have the same problem as HIP; none is a standard
yet and none has any real deployment. However, if any of them should
take off and become widely deployed; they may all be good candidates.

Contact networking [28] The most important benefit of contact network-
ing compared to the previous alternatives is its support for local direct
communication. This perhaps makes contact networking the best op-
tion as long as it is widely deployed. However, no standardization
effort is currently under way regarding this proposal. Furthermore, the
security aspects are still to be addressed.
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If two PNs are communicating, there is one more possibility. It would be
possible to deploy special functionality at the Gateway Nodes that handles
mobility between the PNs. In the case that any of the Gateway Nodes needs
to change network address, a special inter-PN mechanism could be used to
maintain the connection. They could exchange the addresses of their PN
Agents to fall back on, in case the current communication link breaks. In
addition, the address changes should be communicated directly between the
foreign Gateway Nodes in the same way as in the protocols above.

In an ideal world, we conclude that a solution based on a combination
of HIP and contact networking is probably the best solution. Such a solu-
tion should be able to handle both security and mobility across both direct
connections as well as Interconnecting Structures for all types of foreign com-
munication.

Another important aspect of Gateway Node mobility is the handover
delay. Coordination among the Personal Nodes and the Gateway Nodes,
selection of a new Gateway Node, transfer of states, and the operations of
the external mobility protocol all introduce delay. If a connection carries real-
time data, serious quality problems may arise if the time to adapt becomes too
long. Acting in advance, with a“make before break”-approach in combination
with very speedy operations of all involved mobility interactions, is preferable.

8.5.3 Using Service Proxies

When using Service Proxies instead of NAT, it is still possible to use the
same solutions for mobility between the Gateway Node and the Foreign Node.
There is also the possibility to use service level mobility such as SIP mobility
[203] instead of Mobile IP. Inside the PN, nothing at the network level needs
to change.

The only additional problem that needs to be handled is the change of Ser-
vice Proxy. Imagine that a Gateway Node running a Service Proxy is about to
become unavailable, then a change to another Gateway Node with the same
type of proxy is needed. This would require similar handover procedures as
in the network level solution. However, the amount of state information that
must be transferred may be larger and more complex. Typically, a Service
Proxy will keep more state information related to the Service itself. Perhaps
buffered data or remote procedure calls as well. Except for this, a transfer
from one Gateway Node to another will work in the same way.

8.6 Authentication and Anonymity

Before communicating with a Foreign Node, one should first verify the au-
thenticity of that Node. This can take place as soon as the Node is discovered
and before being announced within the PN in order to avoid overloading the
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PN with information about non-trusted Nodes. However, the authentication
operation may be quite heavy and consequently it may be better to perform
it on demand instead. In either case, several authentication approaches exist,
such as public key infrastructure (PKI) and reputation-based approaches.

Assuming that two PNs want to communicate, both PNs could contact a
certificate server (CS) to get the necessary authentication information. A CS
can be a different server supported by a third party or constitute a separate
functionality in the PN Agents themselves. However, contacting a CS every
time a Foreign Node needs to be authenticated is tedious and will not work
when the CS is unavailable. Various caching mechanisms of the certificates
can be used. The PN Agent can, for instance, keep certificates of known PNs
on behalf of its PN.

Another way of authenticating foreign PNs is to have it performed man-
ually by the user when two PNs meet physically. Imagine that two persons
and their PNs meet in the street. By means of proximity authenticated chan-
nels or other types of secure channels, they can physically authenticate each
other. A certificate can be exchanged as part of the authentication and this
can be cached just as a certificate received from a CS. Further, these certifi-
cates can be exchanged between friends in a similar way to the web of trust
as used in PGP [245].

When a foreign PN can be authenticated, it is also possible to establish
a secure connection. This will make it impossible for other Foreign Nodes to
interfere with the foreign communication between them. It also includes the
protection of the data itself from wiretapping and manipulation.

These are just examples of how Foreign Node authentication can be done.
Many more options exist in the literature. For more examples and further
details on these topics, see [140].

Regarding anonymity, things become much more difficult when consider-
ing communication between multiple foreign PNs. The solution of having one
common key for encryption of Node and PN identifiers that was proposed
in Chapter 4 for protecting the intra-Cluster communication will not work.
One cannot share a key with every friend one has without them also sharing
the same key with each other. Furthermore, the solutions proposed in Chap-
ter 7 for securing the infrastructure-based connections will not work either.
In those solutions, only one of the peers needs to remain anonymous. Hence,
the infrastructure-based equipment announces its identifier and public key in
the open so that clients anonymously can establish a secure link.

To allow a node to reveal its identity and establish a secure connection
to another node only if there is a Trust Relationship and otherwise remain
anonymous, seems impossible if the other node also has the same require-
ment. Not knowing the identity of a newly discovered device, and trying to
figure out if there is a Trust Relationship with that device, are contradictory
requirements. More efficient solutions than trying each available Trust Rela-
tionship, one by one, are difficult to find. Possible candidates may involve the
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two peers gradually give away clues of their identities, until either of them
concludes that only one option remains, whereby that option is tried. If it
succeeds, there is a Trust Relationship, otherwise not. For the time being,
this problem remains an open and challenging research issue.

8.7 PN Federations

Not only bilateral communication between PNs is of interest, also group
communication among several persons and their PNs is of importance. In
PN federations (PN-Fs) [164][75], the PNs will start to interact and collabo-
rate for the purpose of achieving a common goal. The federation may host
cooperative services by using shared resources from the participating PNs.
Some initial work has been done to define how such PN-Fs can be formed
in reality [139][81]. Whatever way is chosen, one thing is for certain: foreign
communication will be a crucial building block.

One approach to PN federation is to build a communication structure
among the participating PNs using bilateral connections between the PNs.
That is, the PNs in the PN-F establish foreign communication among them-
selves in one of the ways specified in this chapter. Over these connections,
services are shared and traffic is routed. Then most of the problems regard-
ing the PN-F usage phase is solved. However, to achieve a complete solution
for PN-Fs, we also need methods for creation and destruction of PN-Fs, in-
vitation and eviction of participating PNs, formation and adaptation of the
PN-Fs, security and privacy, and much more. Several initial proposals have
been made and are described in [139].

8.8 Prototyping Foreign Communication

Due to lack of time, our prototype is not yet capable of handling foreign
communication. However, it would not be excessively hard to enable foreign
communication always through the PN Agent as described in Section 8.5.1.
It mainly requires updates to the intra-Cluster and PN-wide routing protocol
implementation so that foreign communication traffic flows through the PN
Agent. At the PN Agent, a simple type of NAT is required that translates
between the intra-PN addresses and the addresses used in the Interconnect-
ing Structures. To also accept incoming connection attempts requires further
functionality, such as locating the final destination Node within the PN. Fi-
nally, to implement foreign communication through the most optimal Gate-
way Node with mobility support requires the most amount of work. This is
due to the required coordination protocols, the external mobility protocol,
and their interactions.

The “easy way” of implementing foreign communication is not what is
most useful from a research point of view. With an extensive prototype,
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we will be able to discover what are the best alternatives for foreign com-
munication based on clear questions, such as effectiveness, delay, overhead,
etc. Eventually, we will be able to fully answer the questions about which
solutions are the better ones. However, all this remains future work for now.

8.9 Summary

In this chapter, we looked at how communication with PN-unaware devices
and Foreign Nodes can be done. Due to security reasons, the Gateway Nodes
need to treat foreign communication in a different way and block all non-
approved traffic from entering the PN. Intra-PN communication mechanisms
must remain separated from foreign communication mechanisms. Hence, the
Gateway Nodes must bridge the mechanisms used inside the PN with the
ones used to communicate with the Foreign Nodes.

Two different solutions were described; either end-to-end network layer
connectivity is established across PN boundaries using network layer address
translation or a service proxy bridges between the PN and the Foreign Nodes
outside.

Since many PN nodes are mobile, also foreign communication paths need
to support mobility. We introduced two approaches to handle this: either
always sending foreign traffic via the PN Agent and handling all mobility
using the inter-Cluster tunneling mechanisms, or using the most optimal
Gateway Node and then using a well-adopted mobility protocol between the
Gateway Nodes and the Foreign Nodes. The first option is the simplest and
works with all current Foreign Nodes as well as PN-unaware devices. The
second option is more complex and requires the Foreign Nodes to implement
a mobility protocol, but also allows for more efficient routing.

When group communication among several persons and their PNs is
needed, PN federations (PN-Fs) may be used. One approach to PN-F is
to let the PNs in the PN-F establish foreign communication among them-
selves using the foreign communication mechanisms specified in this chapter.
Over these connections, PN-F services are shared and traffic can be routed.

The main unanswered questions with respect to foreign communication
relate to the implementation and security. We would like to implement some
basic foreign communication functionality so that the concepts and solutions
can be properly tested and verified to work efficiently in a prototype. Regard-
ing security, more work is required to make sure authentication and access
control among PNs are both secure and easy to use. However, we believe
that these open issues use solvable in the near future.
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Chapter 9

Conclusions

In this thesis, we have first defined the concept of personal networks; a future
concept of advanced personal communication. Today, wireless communica-
tion technologies are specialized towards particular communication problems
in order to better address particular niche problems. This causes difficulties
for the end-users that have to understand and master all these technologies
and accept that they do not fully work together. Hence, the main problem
for personal networks is how to make these technologies best complement
each other and work together seamlessly.

We started out by showing that there is a real benefit from having com-
munication among all one’s electronic devices and that this can lead to new
applications and services. Further, it will be easier for service providers to
offer added-value services to a person if there is a personal communication
platform to build on. Hence, the concept of personal networks is an attractive
proposition with many applications.

In Chapter 2, we first gave the user requirements we believe a personal
network must meet. Then, we investigated existing technologies that can be
used to make the concept of personal networks a reality. Evidently, there are
plenty of partial solutions that can solve individual problems, but no overall
solution. Instead, the individual partial solutions are frequently incompatible
with each other. There is a clear lack of concertation among technologies to
reach the vision of personal networks.

Therefore, we set out to define such solutions. We started in Chapter 3
with defining an architecture for personal networks. We defined concepts
mainly related to the networking aspects of personal networks. Among other
things, we gave a precise and technical definition of what exactly a Personal
Network is. Furthermore, we assessed the architecture’s ability to meet the
requirements we established as far as is possible for something that is not
implemented, nor even fully specified. Several issues were discussed.

After that, each of the networking aspects of the architecture was worked
out in the remaining chapters. In Chapter 4, we looked at local personal
communication with the formation of Cluster of Personal Nodes. In Chap-
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ter 5, we studied broadcasting within a Cluster using flooding techniques.
Unicast routing and link quality assessment were covered in Chapter 6. In
Chapter 7, we addressed the issue of connecting a person’s local Clusters us-
ing infrastructure networks in a seamless fashion. Communication between
Personal Networks belonging to different persons are introduced in Chapter 8.

Together, Chapter 4 to 8 show the feasibility of the architecture. Together
the solutions make up the networking parts of a personal network. In all, but
the last chapter on foreign communication, a prototype has been developed
that clearly demonstrates the possibility to build a real Personal Network.
Also the foreign communication parts are not far from becoming a reality. In
conclusion, this is the main contribution of this thesis. However, one question
remains to be answered; are we there now?

9.1 Are We There Now?

Clearly, we have a prototype of a Personal Network. Furthermore, prototypes
have been developed in the IST MAGNET and PNP2008 projects. Proto-
types that also demonstrate other aspects than only the networking aspects.
However, these are just prototypes, not ready products that end-users can
acquire and start to use. Hence, personal networks is only a reality in the
research labs. But how far are we with the personal networks technology? Is
it ready for large scale deployment?

To answer that question, it is necessary to go back to the requirements
and not only the high level architectural requirements in Chapter 2, but also
all the requirements on the individual components of the architecture given in
Chapter 4 to 8. Regarding the requirements on the architecture, several issues
still remain as discussed in Chapter 3. Such issues include whether Personal
Networks will be able to meet the security demands, whether the Personal
Networks actually will be as easy to use as we hope, and whether Personal
Networks can support the social interactions between users. Unfortunately,
we believe there is only one way to find out and that is to build a prototype
and test it with real users.

In the remaining chapter we have identified the following gaps:

1. We stressed the need for support of heterogeneous link layer technolo-
gies. This was done for most of the chapters, but rarely studied. Hence,
more research is required regarding Personal Networks with multiple
simultaneous link layer technologies. Especially in the area of unicast
routing and flooding.

2. The multi-hop routing in Clusters is far from perfect. In the best case,
the routing quality is satisfactory for the majority of applications. How-
ever, other requirements, such as low overhead and low power consump-
tion have more or less been neglected up until now. Chapter 6, where
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this was studied, is more of a research in progress than a finished solu-
tion. Hence, the work needs to continue with even more measurements
before a final solution is complete.

3. Routing over infrastructure networks is an issue. The approach taken
in Chapter 7 is to design a system that works over as many connection
types as possible. However, many systems are not built for personal
networks communication and will cause problems, such as during han-
dovers. Furthermore, there is a lack of cooperation between the var-
ious alternatives, which may hamper handovers between technologies.
Self-organized infrastructure connections, which automate the network
discovery, authentication and association processes, are required.

4. Network layer anonymity and privacy is not what it should be. In a
world where a person’s devices communicate with each other, privacy
becomes a greater issue. Anonymity is one of the few solutions to
this problem. However, we have only been able to identify anonymity
solutions for intra-PN communication, but not for the general inter-PN
communication case. Furthermore, most link layer technologies need
to be enhanced with better anonymity features.

There are also areas out of the scope of this thesis, where further research
is required. Such areas include security, such as protection against denial
of service attacks, viruses, and other threats. How to handle security and
trust in an easy-to-use way regarding foreign communication. Another very
important area regards application and service support and includes service
discovery and management as well as context information management and
awareness. Finally we need applications that are able to do what people want
in an easy-to-use way.

9.2 Future Directions

The concept of personal networks is an ambitious endeavor. It certainly
needs to go much beyond a single PhD thesis. The purpose of this thesis was
only to propose and research technical solutions for the networking aspects
and this has to a large degree been met. We believe that the remaining
technical obstacles, such as the ones listed in Section 9.1, also can be worked
out. However, this will not be sufficient for successful deployment of personal
networks.

The real success of personal networks will only be achieved when most de-
vice manufacturers, network providers, and content providers offer personal
networks enabled products and services. However, that requires far-reaching
interoperability. To reach this, these players, which come from different parts
of the industry, must start a collaborative effort and that requires good in-
centives for each of them. The personal network must not only be beneficial



196 CHAPTER 9. CONCLUSIONS

for the user as has mainly been the focus of this thesis, but also for manu-
facturers and providers.

For the network providers, benefits will come from increased communi-
cation needs in terms of more required bandwidth, the need to constantly
be connected, and to be connected through more types of connections. Net-
work providers that can offer not only one type of access, but a multitude of
infrastructure-based connection types, such as UMTS, WiMAX, WLAN, Ca-
ble, and DSL, will have an advantage if they can provide one single seamless
and well-concerted network service.

Content providers will mainly benefit from a unified platform through
which they can offer their services to many more users in a homogeneous and
secure way. The mobility aspects of personal networks will make it possible
to almost always reach their customers with their services.

Device manufacturers will probably face they biggest challenges, since
it involves industries so diverse as manufacturers of consumer electronics,
mobile products, PC equipments, home appliances, home automation, and
many more. In the short term, manufacturers that can offer devices capable
of participating in people’s PNs will have a leading edge. In the longer term,
we believe that personal networks will spur new sorts of applications and
that requires new types of electronic devices.

The work must now also start as an industrial effort. Standardization,
cross-industry liaisons, and alliances that can safe-guard a smooth and in-
teroperable development of personal networks are necessary. It is certainly a
positive sign for personal networks that standardization and other businness-
related efforts are starting to be discussed within both IST MAGNET Beyond
[130] and Freeband PNP2008 [180].
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List of Abbreviations

3GPP Third Generation Partnership Project
AHBP Ad Hoc Broadcast Protocol
AIPN All-IP networks
AN Ambient Networks
AODV Ad Hoc On-Demand Distance Vector
ARQ Automatic Repeat Request
BAN Body Area Network
BRG Broadcast Relay Gateway
BU Binding Updates
CA Certificate Authority
CAN Community Area Network
CBB Counter-Based Broadcasting
CB-PFS Counter-Based PFS
CCA Clear Channel Assessment
CHARM Channel-Aware Rate Adaptation Algorithm
CoA Care-of Address
CS Certificate Server
CTS Clear to Send
DAD Duplicate Address Detection
DCF Distributed Coordination Function
DHCP Dynamic Host Configuration Protocol
DME Device Management Entity
DNA Detecting Network Access
DNS Domain Name System
DoS Denial-of-Service
DSDV Destination-Sequenced Distance-Vector Routing
DSL Digital Subscriber Line
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DSR Dynamic Source Routing
DSSS Direct Sequence Spread Spectrum
DYMO Dynamic MANET On-demand Routing Protocol
E-CDS Essential Connecting Dominating Set
ECN Explicit Congestion Notification
ELN Explicit Loss Notification
EMNUN Estimated Maximum Number of Uncovered Neigh-

bors
ER Edge Router
ETT Estimated Transmission Time
ETX Estimated Transmission Count
EWMA Exponentially Weighted Moving Average
FA Foreign Agent
FEC Forward Error Correction
Fednets Federation of Networks
FIFO First In First Out
FMIPv6 Fast Handover for Mobile IP
FP6 Sixth Framework Programme
FSP Flooding with Self-Pruning
GLL Generic Link Layer
GPS Global Positioning System
GSM Global System for Mobile Communication
HA Home Agent
HI Host Identifier
HIP Host Identity Protocol
HMIPv6 Hierarchical Mobile IPv6 Mobility Management
HSDPA High-Speed Downlink Packet Access
i3 Internet Indirection Infrastructure
ICMP Internet Control Message Protocol
IEEE Institute of Electrical and Electronic Engineers
IP Internet Protocol
IPC Inter-Process Communication
IrDA Infrared Data Association
ISTAG Information Society Technologies Advisory Group
IST Information Society Technology
LLAL Link Layer Adaptation Layer
LoC Lines of Code
LQA Link Quality Assessment
MAC Medium Access Control
MAGNET My Adaptive Global Net
MANET Mobile Ad Hoc Network
MIH Media Independent Handover
MMS Multimedia Messaging Service
MOPED Mobile Grouped Device
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MPDU MAC Protocol Data Unit
MPR Multipoint Relay
MR Mobile Router
MTM Medium Time Metric
MTU Maximum Transmission Unit
NAD Network Access Device
NAPT Network Address Port Translation
NAT Network Address Translator
NEMO Network Mobility
NEXWAY Network of Excellence in Wireless Applications

and Technology
NHDP Neighborhood Discovery Protocol
OLSR Optimized Link State Routing Protocol
PAC Proximity Authenticated Channel
PACWOMAN Power Aware Communications for Wireless Opti-

mised Personal Area Network
PAN Personal Area Network
PC Personal Computer
PDA Personal Digital Assistant
PDE Personal Distributed Environment
PFS Prioritized Flooding with Self-Pruning
PGP Pretty Good Privacy
PID Personal ID
PKI Public Key Infrastructure
PMH Personal Mobile Hub
PNDB Personal Network Database
PN-F PN Federation
PNNT Personal Node Neighbor Table
PNP2008 Personal Network Pilot 2008
PN Personal Network
P-PAN Private Personal Area Network
PRNET Packet Radio Network
QoS Quality of Service
RAD Random Assessment Delay
RFF Radio Frequency Fingerprinting
ROAM Robust Overlay Architecture for Mobility
RSSI Received Signal Strength Indication
RTS Request to Send
RVS Rendezvous Server
SACK Selective Acknowledgment
SBA Scalable Broadcasting Algorithm
SCP Secure copy
SHAMAN Security for Heterogeneous Access in Mobile Ap-

plications and Networks
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SHR Synchronization Header
SIM Subscriber Identity Module
SMN Service Management Node
SMS Short Message Service
SNR Signal to Noise Ratio
SPI Security Parameter Index
SSA Signal Stability-Based Adaptive Routing
SSH Secure Shell
STT Single Trip Transmission Time
STUN Simple Traversal of UDP Through NATs
TCP Transmission Control Protocol
TEP Tunnel Endpoint
TURN Traversal using Relay NAT
UCL Universal Convergence Layer
UDP User Datagram Protocol
UIA User Information Architecture
UIP Unmanaged Internet Protocol
UMTS Universal Mobile Telecommunications System
UPN Universal Personal Networking
USB Universal Serial Bus
VoIP Voice over IP
WAN Wide Area Network
WCETT Weighted Cumulative ETT
WLAN Wireless Local Area Network
WPAN Wireless Personal Area Network
WPA Wireless Protect Access
WSI Wireless Strategic Initiative
WWI Wireless World Initiative
WWRF Wireless World Research Forum
ZRP Zone Routing Protocol
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Accompanying Material

Accompanying this thesis, some electronic material has been made available.
This material can be downloaded from the following locations:

http://www.wmc.ewi.tudelft.nl/~martin/thesis/

http://www.exmandato.se/~martin/thesis/

The content of this material is as follows:

README

This file contains instructions on how to use this material.

thesis.pdf

This is the thesis itself in Adobe Acrobat PDF format.

flooding-results.xls

This file, in Microsoft Excel format, contains the raw simulation
and measurement results as shown in the thesis in Chapter 5 on
Cluster-wide broadcasting (flooding).

lqa-results.xls

This file, in Microsoft Excel format, contains the raw measure-
ment results as shown in the thesis in Chapter 6 on intra-Cluster
routing and link quality assessment (LQA).
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software/

This folder contains third party software that is required to install
and run the simulations and the prototype.

simulation/

This folder contains a patch for ns-2.27 that introduces flooding
capabilities for all flooding protocols we simulated in the thesis.
The folder also contains scripts for reproducing the simulations
themselves.

pnproto/

This folder contains the source code for the PN prototype that
was introduced in the thesis. This includes the source code for
ppand and gwd as well as patches for madwifi-0.9.3.2 and olsrd-
0.4.10. To try the code, you need a Linux system with a 2.6
kernel.
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Supporting Projects

In addition to Delft University of Technology, the work in this thesis has been
funded by the following research projects. Below, we present each of them
together with their official presentations.

IST NEXWAY, IST MAGNET, IST MAGNET Beyond are all funded
under the Sixth Framework Programme (FP6). ’Framework programmes’
(FPs) have been the main financial tools through which the European Union
supports research and development activities covering almost all scientific
disciplines. FPs are proposed by the European Commission and adopted by
the Council and the European Parliament following a co-decision procedure.

IST NEXWAY

Network of Excellence in Wireless Applications and Technology (NEXWAY)
is a Thematic Network in Wireless Communications, with duration of 18
months. It seeks to provide a proof of concept for a new type of Network of
Excellence in view of the specified goals and priorities of the Sixth Framework
Program.

The purpose of NEXWAY is to build a strong and open team based upon
a pool of Academic and Independent R&D Organizations with international
reputation in the field of Wireless Communications in order to serve the
European Society and Industry.

Project number: FP6-IST-2001-37944
This project concluded in 2004.
http://www.telecom.ece.ntua.gr/nexway/
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IST MAGNET

MAGNET — My personal Adaptive Global NET — is a worldwide R&D
project within Mobile and Wireless Systems and Platforms Beyond 3G.
MAGNET will introduce new technologies, systems, and applications that are
at the same time user-centric and secure. MAGNET will develop user-centric
business model concepts for secure Personal Networks in multi-network,
multi-device, and multi-user environments. MAGNET has 37 partners from
17 countries, -highly acknowledged Industrial Partners, Universities, and Re-
search Centres.

Project number: FP6-IST-IP-507102
This project concluded in 2005.
http://www.ist-magnet.org/

IST MAGNET Beyond

MAGNET Beyond is a continuation of the MAGNET project. MAGNET
Beyond is a worldwide R&D project within Mobile and Wireless Systems
and Platforms Beyond 3G. MAGNET Beyond will introduce new technolo-
gies, systems, and applications that are at the same time user-centric and
secure. MAGNET Beyond will develop user-centric business model concepts
for secure Personal Networks in multi-network, multi-device, and multi-user
environments. MAGNET Beyond has 32 partners from 15 countries, among
these highly influential Industrial Partners, Universities, Research Centres,
and SMEs.

Project number: FP6-IST-IP-027396
This project concludes in 2008.
http://www.ist-magnet.org/

Freeband PNP2008

(this presentation is shortened)

The PNP2008 project is part of the Freeband Communication programme,
which aims at the generation of public knowledge in advanced telecommuni-
cation (technology and applications). Freeband is based on the vision of 4G
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networks and services. It specifically aims at establishing, maintaining and
reinforcing the Dutch knowledge position at the international forefront of
scientific and technological developments, addressing the most urgent needs
for research and novel applications in the present unfolding of new technol-
ogy. Freeband comprises more than 25 organisations, including all-important
technology providers and many representative end-user organisations. The
Dutch Ministry of Economic Affairs is co-funding this programme as part of
the BSIK plan.

The goal of the PNP2008 project is to develop and demonstrate the novel
concept of the Personal Network (PN), which is a distributed personal en-
vironment consisting of clusters of geographically dispersed devices that dy-
namically changes according to the context and needs of the user. Preparing
and running a real-life pilot once a year, starting from the first year of the
project, will provide a unique insight and feedback in the technical, business
and user-related issues associated with the introduction of PN. A distinctive
element of this project is the investigation, development and demonstration
of the concept of a Personal Network Gateway, an important enabling factor
for the incorporation of the Personal Area Network into a fully functional
PN. As important will be a Mobility Provider platform that provides an op-
erational environment to manage user, service and network related issues.
The main results foreseen by the project are in the field of network architec-
tures and protocols, security, biometric authentication, mobility management
and user aspects. Developing an automated and context sensitive concept
is a challenging research task, but it has a strong industrial potential, since
it would bring in the possibility to build a whole new class of applications,
services and devices.

This project concludes in 2008.
http://pnp2008.freeband.nl/
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Lundsjö, A generic link layer in a beyond 3G multi-radio access archi-
tecture, In the International Conference on Communications, Circuits
and Systems (ICCCAS’04), Chengdu, China, June 27-29, 2004.



BIBLIOGRAPHY 225

[199] Luis Sanchez, Jorge Lanza, Luis Muñoz, Julián Pérez Vila, Enabling
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Summary

While a personal area network (PAN) connects a person’s devices around
him/her, a Personal Network (PN) extends that PAN to other personal de-
vices and services farther away. This extension is physically made via avail-
able wired and wireless networks. To be useful, a PN must adapt to changes
in the surroundings, be self-configuring, and support as many different types
of networks and devices as possible. It must support the person’s applications
by taking into account the person’s context, location, and communication
possibilities.

This thesis focuses on the network layer mechanisms of PNs. Given a
single user, we propose an architecture for PNs in which there are two types
of nodes: personal nodes and foreign nodes. Personal nodes are nodes that
belong to the user, while all other nodes are foreign nodes. The PN of a
user is the collection of all his/her personal nodes, both remote and within
close vicinity. When active personal nodes of a user come together and can
communicate with each other without external assistance; they form clusters.
A PN is likely to consist of several active clusters, such as a home cluster, an
office cluster, a car cluster, etc.

The network level architecture that we propose separates the communi-
cation among personal nodes of the same PN from the communication to,
from, and among other nodes and devices. To make this happen, each node
must know which PN it belongs to and must be able to tell if another neigh-
boring node is a personal node or not. This is achieved by introducing the
nodes into the PN by a process we call personalization. Personalization is a
prerequisite to any cluster and PN formation, but happens only once when
a new node is acquired for the first time by the user. The node then remains
a personal node until the user decides otherwise.

Clusters consist solely of active personal nodes that can communicate
with each other using their own communication capabilities and without ex-
ternal support. For this, we propose self-organized cluster formation and
maintenance mechanisms. Clusters are basically ad hoc networks and may
therefore consist of multiple heterogeneous wireless technologies and hence be
multi-hop networks. Such networks require special broadcasting and rout-
ing protocols. Hence, we investigate cluster-wide broadcasting and how it
can be improved. An optimized flooding algorithm for clusters is proposed
and its performance compared to other algorithms. We show this by both
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simulations and measurements in a real wireless network test bed.
Further, we explore how we can improve the ad hoc routing of a cluster.

The focus is on how to do link quality assessment (LQA) in an accurate and
timely manner. Using available information, including cross-layer informa-
tion, we can improve the LQA and thereby make the routing more efficient.
The benefit is that the routing protocol can make quicker and better rout-
ing decisions if it has better link quality information through a better LQA
mechanism. To validate our LQA solutions, we developed a prototype with
which we tested the gain yielded by different LQA mechanisms. Several op-
tions were tested and each of them shows good improvements compared to
the standard procedure of using simple hello packets.

To connect the different clusters, we need to use interconnecting struc-
tures, such as the Internet. Tunnels between the clusters are established and
maintained to allow for communication between clusters. Gateway nodes
are personal nodes in the clusters that have connectivity with foreign nodes
or the interconnecting structure. It is the responsibility of these nodes to
construct the tunnels and interconnect the PN. In order for each cluster to
locate the other clusters in the PN, we introduce the concept of PN agent.
The role of the PN agent is to coordinate the clusters and keep their loca-
tions in a database. In this way, clusters within a PN can easily find each
other. Once the tunnels have been established, intra-PN communication can
take place. By building and testing a prototype, we show the feasibility of
intra-PN communication even with minimal support from the infrastructure.

A PN cannot exist in isolation, but needs to interact with other PNs as
well as PN-unaware foreign nodes and other non-IP devices. This, we call
foreign communication. It involves both using services from foreign nodes as
well as offering services to those nodes. Gateway nodes treat foreign traffic
in a different way from intra-PN traffic; non-approved traffic is blocked from
entering the PN. Furthermore, gateway nodes bridge the mechanisms used
inside the PN with the ones used by the foreign nodes as these mechanisms
will be different. Foreign communication is the last topic investigated in this
thesis and here, we propose two approaches: one at the network level using
network address translators (NATs) and one using service proxies. Solutions
for security and mobility aspects are also covered.

The main contribution of this thesis is an architecture for PNs. By work-
ing out solutions to the network-related parts of our architecture, we can
demonstrate that the architecture is indeed feasible. This, we also prove by
successfully making a working prototype that covers all networking aspects
of a PN, with the only exception of foreign communication. Our prototype
clearly demonstrates that it is possible to build real PNs.



Samenvatting

Een personal area network (PAN) is bedoeld om apparaten die een persoon
bezit, met elkaar te verbinden, op voorwaarde dat deze apparaten zich dicht
genoeg bij elkaar bevinden om draadloze communicatie over korte afstand toe
te staan. Een personal network (PN) daarentegen is een veel breder concept.
Een PN is bedoeld om mogelijk te maken dat persoonlijke apparaten en
diensten met elkaar verbonden worden en samenwerken, ongeacht waar ze
zich bevinden. Een PN kan dus in principe een persoonlijk systeem zijn
dat zich geografisch globaal uitstrekt. Dit wordt mogelijk gemaakt door
gebruik te maken van zowel draadgebonden als draadloze netwerken, en zowel
infrastructuur als ad hoc netwerken. Om van nut te zijn voor zijn gebruiker
moet een netwerk zich aanpassen aan veranderingen in de omgeving, het
moet zelfconfigurerend zijn en zoveel mogelijk verschillende types netwerken
en apparaten ondersteunen. Het moet de toepassingen van de gebruiker
ondersteunen door rekening te houden met de context van de gebruiker, de
locatie en de communicatie mogelijkheden die beschikbaar zijn.

Dit proefschrift richt zich op de mechanismen binnen de netwerklaag van
PNs. Uitgaande van één individuele gebruiker, stellen we een PN architec-
tuur voor met twee typen knooppunten: persoonlijke knooppunten en ex-
terne knooppunten. Persoonlijke knooppunten zijn knooppunten die bij de
gebruiker horen, alle overige knooppunten zijn externe knooppunten. Het
PN van een gebruiker bestaat uit de verzameling van al zijn/haar persoon-
lijke knooppunten, zowel die op afstand als die dichtbij. Wanneer actieve
persoonlijke knooppunten van een gebruiker samenkomen en zonder externe
hulp met elkaar kunnen communiceren vormen ze een cluster. Een PN zal
doorgaans bestaan uit verschillende actieve clusters, zoals thuisclusters, een
kantoorcluster en een cluster in de auto.

De netwerkniveau architectuur die wij voorstellen onderscheidt communi-
catie tussen persoonlijke knooppunten van het zelfde PN van communicatie
naar, vanuit en tussen andere knooppunten en apparaten. Om dit mogelijk
te maken moet elk knooppunt weten tot welk PN het behoort en moet het
kunnen nagaan of een knooppunt in de buurt een persoonlijk knooppunt is of
niet. Dit wordt bereikt door de knooppunten in het PN een proces te laten
doorlopen dat we personalisatie noemen. Personalisatie is een voorwaarde
voor elke clustervorming en voor de vorming van een PN; het gebeurt echter
alleen wanneer een nieuwe knooppunt voor het eerst door de gebruiker wordt
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aangeschaft. Het knooppunt blijft permanent een persoonlijke knooppunt,
tenzij de gebruiker anders beslist.

Clusters bestaan uitsluitend uit actieve persoonlijke knooppunten die
met elkaar kunnen communiceren gebruik makend van hun eigen communi-
catiemogelijkheden en zonder hulp van buitenaf. Hiervoor stellen wij zelfge-
organiseerde cluster vorming- en onderhoudmechanismen voor. Clusters zijn
in principe ad hoc netwerken en kunnen daarom bestaan uit meervoudige het-
erogene draadloze technologieën en zijn dus multi-hop netwerken. Dergelijke
netwerken vereisen speciale broadcast en routing protocollen. Om die reden
onderzoeken we hoe clusterbrede broadcasting verbeterd kan worden. Een
geoptimaliseerd flooding algoritme wordt voorgesteld en zijn prestaties wor-
den vergeleken met andere algoritmen. We laten dit zien door simulaties en
metingen in een echte draadloze netwerk test omgeving.

Verder onderzoeken we hoe we de ad hoc routing van een cluster kun-
nen verbeteren. De nadruk ligt daarbij op hoe de kwaliteit van een draadloze
verbinding nauwkeurig en tijdig uitgevoerd kan worden (Link Quality Assess-
ment of LQA). Gebruik makend van de beschikbare informatie, inclusief zo-
genaamde cross-layer informatie, kunnen we de LQA verbeteren en daarmee
de routing efficiënter maken. Het voordeel is dat het routing protocol snellere
en betere beslissingen kan nemen indien het over betere informatie over de
kwaliteit van de link beschikt. Om onze LQA oplossing te valideren hebben
we een prototype ontwikkeld waarmee we verschillende LQA mechanismen
getest hebben. Ze vertonen allen sterke verbeteringen ten opzichte van de
klassieke LQA methode die gebaseerd is op het gebruik van Hello pakketten.

Voor het verbinden van verschillende clusters maken we gebruik van zoge-
naamde interconnectiestructuren zoals het Internet. Hiervoor worden tunnels
tussen de clusters tot stand gebracht en onderhouden. Gateway knooppun-
ten zijn persoonlijke knooppunten in clusters die kunnen verbonden worden
met externe knooppunten of de interconnectiestructuur. Het is de rol van
deze knooppunten om tunnels tot stand te brengen en de inter-cluster com-
municatie van het PN te verzorgen. Om ervoor te zorgen dat de clusters
van een PN elkaar kunnen vinden, maken we gebruik van een PN agent. De
rol van de PN agent bestaat erin de clusters te coördineren en hun locaties
op te slaan in een databank. Zo kunnen clusters elkaar makkelijk vinden.
Door een prototype te ontwikkelen tonen we de haalbaarheid van intra-PN
communicatie aan, zelfs met minimale steun van infrastructuur.

Een PN kan niet gëısoleerd bestaan, maar moet interactie kunnen hebben
met andere PNs en ook met externe knooppunten. We noemen dit externe
communicatie. Het gaat zowel om het gebruik van diensten van externe
knooppunten als ook het aanbieden van diensten aan deze knooppunten.
Gateway knooppunten behandelen extern verkeer anders dan intra-PN ver-
keer; niet goedgekeurd verkeer wordt geblokkeerd en kan het PN niet bin-
nendringen. Verder slaan de gateways een brug tussen de mechanismen die
binnen het PN gebruikt worden en de mechanismen die door externe knoop-
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punten gebruikt worden. Externe communicatie is het laatste onderwerp dat
behandeld wordt in het proefschrift. Hier stellen we twee benaderingen voor:
één op netwerkniveau gebruik makend van netwerk adres vertalers (Network
Address Translators of NATs) en een tweede die gebruik maakt van service
proxies. Het proefschrift besteed uiteraard ook aandacht aan de aspecten
veiligheid en mobiliteit.

De belangrijkste bijdrage van dit proefschrift is een architectuur voor
PNs. Door oplossingen uit te werken voor de netwerk gerelateerde onderdelen
van onze architectuur kunnen we aantonen dat de architectuur inderdaad
haalbaar is. Dit tonen we tevens aan door een werkend prototype te maken
dat alle kenmerkende aspecten van een PN, met uitzondering van externe
communicatie, behandelt. Ons prototype laat duidelijk zien dat het mogelijk
is om echte PNs te bouwen.
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