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Turning Maneuver Prediction of Connected Vehicles
at Signalized Intersections: A Dictionary
Learning-Based Approach

Hailun Zhang™', Rui Fu™, Chang Wang

Abstract—Vehicle-to-Infrastructure (V2I) communication has
provided a solution for the improvement of the traffic efficiency
of smart city intersections. For example, turning maneuvers
prediction at signalized intersections in a connected environment
helps traffic command centers time traffic lights and dynamically
predict traffic flow. However, the modeling methods used in exist-
ing research on this topic have some limitations, such as poor
scalability and interpretability of machine learning. Thus, this
study proposes a dictionary learning-based approach to predict
turning maneuvers before the intersection. The proposed dictio-
nary model estimates the LogDet divergence-based sparse inverse
covariance matrix (LDbSICM) of driving behavior samples. The
graphical lasso method is used to estimate the sparse inverse
covariance matrix of the driving samples to construct a dictio-
nary library of the maneuver behavior. The LogDet divergence is
used to calculate the difference between each inverse covariance
matrix. A driving simulator is utilized to collect experimental
data consisting of turning left (TL), turning right (TR), and going
straight (GS) behaviors to establish and evaluate the proposed
model. The experimental results demonstrate that the proposed
dictionary learning-based turning maneuver prediction model
achieves 100% prediction accuracy for TL and GS and 97.2%
for TR. The proposed model has substantial advantages over
existing methods. The model can predict TL, TR, and GS in a
connected environment 270, 280, and 290 m, respectively, before
the intersection.

Index Terms—Graphical lasso, LogDet divergence, signal-
ized intersection, turning maneuver prediction, Vehicle-to-
Infrastructure (V2I).

I. INTRODUCTION
A. Motivations and Challenges

THE SAFETY and smoothness of intersections are cru-
cial for urban traffic. However, statistics show that
intersection-related accidents account for a relatively high rate
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Traffic Command
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Fig. 1. Scenario in which CVs enter an intersection and interact with the
infrastructure.

of total accidents in the United States [1], [2], Europe [3],
and China [4]. These statistics reveal that maneuvering at
intersections is a highly dangerous driving task due to the
complex traffic flow in the area. Therefore, the construction
of smart cities and the development of intelligent trans-
portation systems require particular attention to traffic safety
and traffic efficiency issues at intersections. The connected
environment has received increasing attention [5]-[7] since
the U.S. Department of Transportation and the Ministry of
Science and Technology of the People’s Republic of China
launched their respective intelligent connected transportation
environment projects, which emphasize traffic safety and traf-
fic efficiency [8], [9]. Technological advances in sensors and
communication have promoted the development of a con-
nected traffic environment. Vehicle-to-Vehicle (V2V), Vehicle-
to-Infrastructure (V2I), and Vehicle-to-Everything (V2X) com-
munications are believed to improve driving behavior and
solve large-scale traffic problems related to mobility, effi-
ciency, safety, and environmental impact [10], [11].

In the V2I mode, a vehicle can communicate with the infras-
tructure via onboard sensors and communication networks
to obtain basic traffic information. The driver adjusts their
driving behavior in time by observing the traffic information
disseminated by the human—machine interface (HMI), improv-
ing traffic efficiency and traffic safety [10], [12]-[15]. Of
course, the roadside units (RSUs) can also obtain the vehi-
cle kinematics pattern in this environment to predict the
vehicle’s maneuvering behavior at the intersection. Achieving
large-scale maneuver prediction provides the basis for the
traffic command center (TCC) to dynamically plan traffic.
Fig. 1 illustrates a common case of a busy intersection.
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Connected vehicles (CVs) can interact with the traffic infras-
tructure via the V2I technology. RSUs send traffic light signal
information or other traffic information to the vehicles, and
vehicle sensors can send vehicle kinematic data to the TCC
via the RSUs. The TCC can then dynamically time the signal
lights according to the real-time traffic flow, thereby alleviat-
ing traffic congestion and improving traffic efficiency. Drivers
are a vital component of the transportation system. The con-
nected environment changes the behavior of drivers, affecting
the entire transportation system. According to this logic, this
work focuses on the prediction of driving maneuvers of CVs
at signalized intersections.

Few studies focused on turning prediction at intersections in
the Internet of Vehicles environment. Predicting turning inten-
tions in the traditional environment is typically achieved using
data-driven machine learning methods [16], [17]. However,
extensive research has been performed on trajectory and
motion prediction [18]-[20]. It should be noted that trajec-
tory prediction or motion planning refers to estimating the
potential driving trajectory of vehicles, and the model outputs
a trajectory sequence. This work focuses on predicting the
future driving state of the driver at intersections, i.e., turning
left (TL), turning right (TR), and going straight (GS).

It is challenging to predict turning maneuvers at a dis-
tance from an intersection without a dedicated lane. When a
driver receives information disseminated by the HMI, they will
inevitably make the most reasonable and safest decision [21].
In this case, the prediction of turning maneuvers is a more
challenging problem because the driver’s behavior is affected
by the connected information. In addition, due to the driver’s
access to connected information, the prediction model must
consider many variables, increasing the difficulty of model
training. In this work, a dictionary learning-based model is
developed to predict the maneuvers (i.e., turning or GS) of a
CV entering an intersection in a connected environment. This
model can be used in a traffic control system for predicting
and controlling the traffic flow after obtaining the maneuvering
intention of the CVs.

B. Related Research

Data-driven and advanced machine learning methods
have exhibited advantages over other methods for behav-
ior prediction/anticipation [22], [23]. This type of method
mainly uses behavior features extracted from raw data to
achieve maneuver detection and prediction [24], [25]. Unlike
behavior recognition [26], [27], driving maneuver prediction
refers to predicting a potential maneuver before it occurs.
Early prediction provides the TCC with more planning time,
enabling it to control the traffic.

When assessing the driving situation and deciding on the
next maneuver, the driver obtains information from different
sources, such as the surrounding traffic, vehicle status, and des-
tination. Therefore, the prediction model must fuse these mul-
tisource cues to predict the driver’s maneuver state [25], [28].
Before entering an intersection, the driver checks the traffic
situation, accelerates or decelerates the vehicle, and moves
into the appropriate lane. These behavior patterns can be used
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as input information for data-driven models [3], [29], [30].
Therefore, machine learning methods are used extensively
for driving behavior prediction and have provided encourag-
ing results [30], [31]. It was hypothesized that the vehicle’s
motion state information could be obtained via V2V and
V2I communication [32]. Two classifiers based on a support
vector machine integrated with Bayesian filtering (SVM-BF)
and a classifier based on the hidden Markov model (HMM)
were constructed. Some studies [33], [34] used a Gaussian
regression model to predict the maneuver behavior of traffic
participants at intersections. The absolute position and speed
of the vehicle were used as the model input, regardless of the
vehicle’s intention and the interaction between the vehicles.
Song et al. [35] developed a continuous HMM to predict high-
level movement intentions and low-level interaction intentions,
using the distance to the intersection, the longitudinal speed,
the acceleration, and the yaw rate as inputs, and achieved sat-
isfactory prediction performance. Tran et al. [36] developed
a vision-based method to predict the driver’s braking and
acceleration behavior using optical flow-based foot tracking
and HMM-based techniques to characterize temporal behav-
ior. Gadepally et al. [37] proposed a hybrid-state system (HSS)
based on the HMM to identify TL, TR, GS, and stopping
at an intersection. Yu et al. [38] developed a random for-
est (RF)-based algorithm to predict drivers’ reactions and
achieved an accurate prediction of the driver’s response within
87.4 m of the intersection. Doshi and Trivedi [39] found that
head movement, lane position, and vehicle dynamics pro-
vided a good combination of indicators for the prediction of
drivers’ intentions. Gaze information does not improve the
prediction performance of lane-changing behavior. However,
no research has explored the role of gaze information in
predicting driving behavior at intersections. Yi et al. [3]
proposed a personalized driver intention prediction system
for unsignalized T intersections consisting of polynomial
regression mixture clustering and classification and regression
tree (CART) algorithms. The system achieved good inten-
tion prediction performance and could be adapted to different
drivers.

Zyner et al. [30] used the lateral and longitudinal posi-
tions, heading angle, and speed relative to other vehicles as the
inputs of a recurrent neural network (RNN) to predict a poten-
tial conflict 1.3 s in advance. Similarly, Ou and Karray [25]
proposed a driving maneuver prediction system using a
deep RNN to fuse driver observation behavior and driv-
ing environment information. They achieved high-precision
prediction of driving maneuvers due to new data labeling
methods and effective sequence modeling. Ou and Karray [25]
designed a driver activity prediction framework composed
of RNNs and long short-term memory (LSTM) networks to
capture long-term dependencies. This method used sequence-
to-sequence prediction and achieved a prediction accuracy
of 83.8% at 3.78 s before the start of the turning behavior.
Similarly, RNNs were also used to predict the behavior of
drivers [25], [30], [40]. Olabiyi et al. [41] proposed a sliding
window bidirectional RNN to extract the feature represen-
tation of spatiotemporal information from both ends of the
input sequence. In addition, the researchers propose to use
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deep learning methods to predict driving maneuvers from
images. For example, Xu et al. [42] proposed an end-to-end
LSTM-based architecture to directly predict driving actions.
Du et al. [43] compared the prediction performance of transfer
learning, convolutional neural network, LSTM, and ResNet on
steering angle. Chen et al. [44] proposed a deep neural network
to predict action transitions and action selection probabilities.

The conclusions drawn from these studies can be summa-
rized as follows. Simple classifiers (i.e., SVMs or the k-nearest
neighbor (KNN) algorithm [37]) can only model and predict
the current observation vector but cannot model and mine
hidden states in the time series. The HMM is suitable for time-
series modeling, but its state transition probability cannot be
updated after training. Thus, the generalization ability of the
algorithm is low in complex traffic environments and for differ-
ent driving styles. Deep learning, e.g., RNNs, has become the
mainstream method for predicting driving maneuver behavior
at intersections due to its effectiveness. However, the limitation
of RNNs is their poor interpretability. These methods require
large amounts of time and effort for model training for a large
sample size and multiple variables.

Drivers dynamically adjust their driving behavior in the
V2I communication mode, indicating that the V2I mode
affects driving decisions. Also, maneuvering behaviors before
intersections often exhibit randomness due to various driv-
ing styles and environmental factors. Therefore, many vari-
ables must be included in a prediction model because it is
unknown which variables have a high predictive capability.
In recent years, sparse representation has become a hotspot
in machine learning and computer vision research. The basic
assumption is that the image represents a sparse signal, and
the input signal is expressed linearly with a set of over-
complete bases. The expansion coefficient provides a good
approximation of the original signal under certain sparseness
conditions [45]. Studies have shown that the sparse representa-
tion model based on signal reconstruction has achieved good
pattern recognition performance [46]. Excellent performance
has been achieved in different related fields, such as face
recognition [45], pedestrian trajectory recognition [47], and
speech emotion recognition [48]. The essence of sparse rep-
resentation is to express the maximum amount of information
with the minimum amount of resources to achieve fast calcu-
lations. Therefore, the maneuvering behavior time series can
be treated as a 2-D matrix for mathematical processing, and a
dictionary model can be constructed using sparse represen-
tation theory to express turning maneuvers effectively and
robustly. The model is characterized by modularity and can
incrementally model or update a certain maneuver without
affecting other parts of the model. This strategy overcomes
the limitation of the poor scalability of traditional methods.

C. Contributions

It is often difficult to predict steering maneuvers at a dis-
tance from the intersection and no dedicated turning lane.
A CV can send the driver’s turning intention to the TCC
to support efficient management of intersection traffic. We
establish a turning maneuver prediction model for connected
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environments to overcome the limitations of existing models.
To the best of our knowledge, dictionary learning for turning
maneuver prediction has not been used in previous studies.
The main contributions of this article are listed as follows.
1) The development of a turning maneuver prediction
model using dictionary learning by estimating the

LogDet divergence-based sparse inverse covari-
ance matrix (LDbSICM), which represents the
multidimensional parameter time series of driving
behavior.

2) The use of the graphical lasso method to estimate the
sparse inverse covariance, which improves the speed and
ease of updating the learning samples of the model.

3) The conduct of a driving simulator experiment in a
connected environment to collect high-quality vehicle
kinematic data, driver observation activity data, and
controller area network (CAN) bus data for model
establishment and evaluation.

The results indicate that the proposed model achieves higher

prediction accuracy than benchmark models.

D. Article Organization

The remainder of this article is organized as follows.
The theoretical explanation of the proposed method is given
in Section II. Section III provides a detailed description
of the driving simulator experiment, data collection, and
data processing. The experimental results are discussed in
Section IV. Finally, Section V concludes this article and
outlines the potential future work.

II. METHODOLOGY

This section briefly introduces the behavior of drivers at
intersections and formulates the problems addressed in this
research. The sparse representation concept is introduced, and
the model construction details are presented.

A. Analysis of Driving Behavior at an Intersection and
Problem Formulation

Maneuvering behaviors, such as changing lanes, overtak-
ing, and cutting in, are the results of the interaction between
the driver and the surrounding environment [27], [49]-[51].
The difference between these behaviors and turning behav-
ior is that the driver’s turning intention at an intersection is
often not influenced by other road users. While approach-
ing the intersection, drivers must observe and evaluate the
surrounding traffic environment and traffic lights, adjust the
speed and trajectory in time, and change lanes at specific
locations to comply with traffic rules. Analyses have revealed
that the indicators that predict the behavior of drivers at
intersections are the driver’s observations, the acceleration and
deceleration behavior, the vehicle trajectory, and the kinematic
characteristics.

An urban scene including multiple intersections was
designed, and a driving simulator experiment simulating daily
driving tasks was carried out (see Section III). The collected
data included the driver’s head rotation and gaze information,
the vehicle kinematic data, the vehicle trajectory data, and the
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Fig. 2. Architecture of the proposed method.

drivers’ behavior data (collected by the CAN bus). The goal
was to predict the future maneuvering state of the driver given
the historical observation sequence & with a length of T using
the sliding window technique. The input of the proposed model
is the information sequence

E=[& 1.6 7141,....&]

where £ is an observation sequence of length T'. & includes the
3-D coordinates of the Rodrigues head rotation (Rx, Ry, Rz)
and gaze direction (Gx, Gy, Gz), head heading, gaze head-
ing, abscissa and ordinate of the trajectory, heading angle and
yaw rate, longitudinal and lateral acceleration, longitudinal and
lateral velocity, vehicle speed, steering wheel torque, steering
wheel angle, steering wheel angular rate, brake pedal displace-
ment and force, and the throttle opening at time instance ¢. The
output is a set of log-likelihood values at ¢
Li=[L 12, ... L"]

where L] represents the log-likelihood value that a driver will
choose a maneuver action n in the near future. Hence, at any
time ¢, the maneuver prediction model models the conditional
likelihood

LY = L(kl[&o, ..., &l ¢). ke {1,...,n}
where k is the new observation input, L is the calculation for-
mula of the log likelihood, [y, ..., &] represents the previous
input information used to infer future maneuvers, and ¢
represents all parameters in the model.

B. System Architecture and Sparse Representation Theory

The essence of sparse representation is to express the max-
imum amount of information with the minimum amount of
few resources, thereby enabling rapid calculation. The vehicle
behavior expressed by multiple parameters can be mathemati-
cally treated as a 2-D matrix, and sparse representation theory
can be used to construct a dictionary model to express the
vehicle behavior effectively and robustly. The model is charac-
terized by modularity and can simultaneously model different
turning or GS behaviors and incrementally model a certain
behavior without affecting other parts of the model. This
strategy overcomes the limitation of the poor scalability of tra-
ditional methods. The architecture of the proposed algorithm
is illustrated in Fig. 2. Although the method has a similar
structure as existing machine learning methods commonly
used for classification problems, it has strong extensibility
and interpretability. First, unlike traditional pattern recogni-
tion models, the key of the proposed algorithm is to learn
a sparse inverse covariance dictionary from a large number
of samples using the graphical lasso method, thereby sim-
plifying the training process and reducing model complexity.
For newly added samples, it is only necessary to update the
sparse inverse covariance matrix of the corresponding sample
class using the graphical lasso method without retraining the
model. Second, for the newly added class, it is only neces-
sary to add the sparse inverse covariance matrix representing
the class to the dictionary. Subsequently, the log-likelihood
value corresponding to each class of the sample is calcu-
lated to recognize a new sample, and the maximum value is
selected for sample identification. The function of the LogDet
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Fig. 3. Schematic framework of the sparse representation theory.

divergence is to calculate the difference between each sparse
inverse covariance matrix.

The sparse representation is designed to find the smallest
possible number of solutions that contain nonzero terms; thus,
it is essential to find a concise representation of the signal.
Fig. 3 presents the process of expressing the test sample using
sparse representation theory. The basis of sparse linear rep-
resentation is to find an N x M dictionary matrix D for the
training sample. The given data y are then linearly modeled
as D - x. In other words, in sparse coding, a given test signal
y; € RY can be accurately represented as a linear combination
of the dictionary atoms D;; € RN*M and the sparse represen-
tation x; € RM. It is expected that x; can reconstruct y; while
being as sparse as possible.

When sparse coding is used for classification, the training
data can be used as atoms in the dictionary. Assuming that
there are k class samples in the database, the class i training
sample can be expressed as D; = [d; 1, di2, ..., dim] € R,
where d;; is the jth sample in class i, n is the dimension of
the sample, and m is the total number of class samples. Thus,
if test sample y belongs to class i, there may be a sparse
representation x using the dictionary D;, i.e., y = x;1d;1 +
Xi2di2 + - - - + X md; m, where most of the coefficients x; ; are
zero, and j=1,2,...,m.

Each D; is concatenated to form a dictionary D =
[D1,Ds, ...,Dy], which serves as a sparse coding dictio-
nary of the test samples, where i = 1,2,...,k, and each
D; describes an individual class. The linear combination
approximation of the test sample y can be expressed as

% = argmin|y — D - x|3; xllo < p (1
X

where p is the sparsity constraint. The imposition of p on
the representation x; leads to optimization problems. X is the
sparse representation coefficient of y, the £p-norm in the con-
straint condition represents the number of nonzero items in
the vector x, and its physical meaning is the degree of spar-
sity. Ideally, the coefficients corresponding to the base of all
classes should be zero, except for the coefficient correspond-
ing to the base of the class to which sample y belongs, which
is nonzero. It should be noted that solving the £g-norm is a

IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 22, 15 NOVEMBER 2022

nondeterministic polynomial hard (NP-hard) problem; there-
fore, the solution typically uses the £;j-norm instead of the
£o-norm. The £{-norm is defined as

helly =y " Jxil )
i=1

where n is the dimension of x.

The ¢;-norm provides computational advantages because
of its convex nature. The use of (1) leads to constrained
regression; thus, it is expressed as follows:

X = argminy — D -x%—i—kxl 3)
X

where A is the coefficient of regularization used to balance
the signal reconstruction error and the degree of sparsity. It is
often called a lasso in the literature.

C. LogDet Divergence

Divergence is a measure of dissimilarity between variables,
e.g., the Euclidean distance, relative entropy, and Bregman
divergence. It has been widely used for approximate estimation
and information classification.

The LogDet divergence Dy (X, Y) is a type of loss function
of the Bregman divergence; given two matrices X € Z" | Y €
Zi T Zﬁ is an n X n symmetric positive semidefinite matrix,
and Z' , is an n x n symmetric positive-definite matrix. The
LogDet divergence is defined as follows [52]:

DX, Y) = tr(XY‘1> — log det(XY_l) —n. )

It is asymmetrical, i.e., Diy(X, Y) # Dy (Y, X). This defini-
tion is not the same as the distance definition in the general
functional analysis and is convex only in the first argument.
In the sparse representation framework, if the matrix X is
a covariance matrix, and C is a given covariance sample,
the objective is to approximate X by a linear sum of a
series of covariance matrices. Therefore, the LogDet diver-
gence Djy(X, C) can be selected as the solution formula of the
objective function in the sparse representation framework. It
should be noted that the LogDet divergence has the same affine
invariance as the geodesic distance; thus, for any invertible X,
there are

Di(XDX", XD;X") = D1(D;, D). ®)

This property can be used to simplify the calculations.

D. Graphical Lasso for Inverse Covariance Estimation

The graphical lasso is an algorithm that can quickly esti-
mate the inverse covariance matrix. It uses the ¢; penalty to
increase the sparsity of the inverse covariance matrix and the
fast coordinate descent method to solve a single lasso problem.
When the dimension of the data is high, the calculation speed
is very fast [53].

Suppose there are n independent samples with a Gaussian
distribution. Each sample has p dimensions with a mean u
and a covariance matrix X. Let @ = 7! and let S be the
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empirical covariance matrix. The graphical lasso method is
used to maximize the penalized log likelihood as follows:

O = max(logdet ® — 1r(S®) — p[|®] ) (6)

where ® is the inverse covariance matrix, p denotes the
penalty parameters, which can determine the sparsity of the
inverse covariance [54], and p > 0.

Let W be an estimate of X. As described in a previous
study [55], (6) is convex and can be solved by optimizing
each row and the corresponding column of W using the block
coordinate descent method. W, S, and © are partitioned as

follows:
W= <W11 WIZ)’S: (STII 812>’® _ <®Tu 912)
2 Sy S22 0, On
@)

T
@iy
where Wiy, S11, and ©1; are matrices with p — 1 x p — 1
dimensions, @12, §12, and 01 are (p — 1)-dimensional column
vectors, and wyo, s22, and 0y, are scalars.
w17 satisfies the following equation:

@12 = Mgmin{wBWﬁlwlz oz = s12llee < P}- ¥
@12
Equation (8) is a box-constrained quadratic programming
problem, which can be solved by the interior point method.
By exchanging rows and columns, each column is equivalent
to solving (8), and the estimate of W is updated after each
phase. This process is repeated and updating occurs until W
converges.
By using convex duality, solving (8) is equivalent to solving
the following dual problem:

1 g P
mind 3 [wi8 - P+ g} o)

where w1y = Wy 8. If B8 can solve (9), (8) can be solved by
solving w1y = Wy B. B is a sparse vector. The speed will be
extremely fast when calculating @> = W“B. Equation (9) is
similar to (3).

Equations (6) and (9) are equivalent (see the Appendix for
the derivation process) and are similar to a lasso regression
problem; thus, they can be solved using the coordinate descent
method [53].

The solution of 8 is as follows. Let V.= Wy and Il = s5.
The update is performed using a soft threshold form as
follows:

Bi=o|l=> Vabip /v,;~ (10)
k+j
where j = 1,2,...,p,1,2,...,p,...untl it converges, and

@ is the soft threshold operator. When the average absolute
change in W is less than 7 - ave|S_diag|, the algorithm will
stop updating. Here, $~%2¢ s the off-diagonal element of the
covariance matrix S, and ¢ is a fixed threshold. In this work,
t = 0.001.

Based on the preceding derivation, the inverse covariance
matrix © can be quickly found. The algorithm of the inverse
covariance estimation is presented in Algorithm 1.
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Algorithm 1 Inverse Covariance Matrix Estimation

Input: Observation sample matrix and covariance matrix S
Output: Estimated covariance matrix 2)

Initialization: W = S + oI

1: Forj=1,2,...,p,1,2,...,p,...do
2: Split W and S into blocks
3: Solve Eq. (9) using the fast coordinate descent method,

obtain the (p—1)-dimensional vector solution ﬁ, and store it
in the j-th column of matrix B

4: Update w12 = W18 and W until convergence

5: End for

6: Output covariance matrix W .

7: Calculate ® using B and W: forj=1,2,.. D B isAthe
element of column j in matrix B, and calculate 61, = —f62,
and ézz =1 / (o — w1T2[i), respectively

8: Output estimated inverse covariance matrix ()

Algorithm 2 Learning the LDbSICM for Prediction

1: Input training samples of different classes

2: Find the mean u of each class

3: Find the inverse covariance © of each class using the
graphical lasso (Algorithm 1)

4: Save u and ©

5: For i =1 to Total training times do

6: Use u and © and the LogDet divergence to classify
the training set

7: Compare the classification results and perform further
training to iteratively update 2]

8: Find the optimal © with the highest classification
accuracy of the training samples

9: End for

10: Input the observation k

11: Calculate the log-likelihood value of each class corre-
sponding to observation k

12: Choose the maximum log-likelihood value, which is the
prediction result corresponding to observation k

The proposed driving behavior prediction method for learn-
ing the LDbSICM for prediction is presented in Algorithm 2.
Before training the model, we need to smooth the data.
Therefore, most of the computational cost of the proposed
model is attributed to solving the convex optimization
problem (9). According to W € Z™", the computational
complexity of solving (9) is 0(n3).

III. EXPERIMENT AND DATA COLLECTION

A driving scene highly similar to a real intersection in a con-
nected traffic environment was designed using a high-fidelity
real-time simulator, V2I communication software, and an HMI
to collect the data and ensure the safety of the drivers. The
experimental setup and data collection method are detailed in
this section.

A. Apparatus and Participants

Fig. 4 displays the driving simulation platform used in this
work. The simulator simulated real traffic scenes and the yaw,
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Fig. 4. Driving simulator and components.

roll, and pitch motions of the vehicle using a six-degree-of-
freedom (DOF) motion platform. Specifically, it also included
the following experimental equipment: a real vehicle cabin,
a front-view curved screen display system, a two-channel
rearview display system to monitor traffic through a rear-view
mirror, an E2M 6-DOF motion platform, a control system to
collect data, a high-performance industrial computer, and a
scene projection system containing five projectors. The data
acquisition system collected the yaw angle, yaw rate, lateral
and longitudinal speed, lateral and longitudinal acceleration,
and vehicle speed and trajectory. Moreover, the steering wheel
torque, steering wheel angle, steering wheel angular rate, brake
pedal pressure and position, and throttle opening were obtained
via the CAN bus.

The driver’s observation actions included head rotation
and eye gaze. The SmartEye 8.0 eye-tracking system was
employed and included four eye motion-tracking cameras and
three infrared light sources, as shown in Fig. 5. The data
recorded by the eye-tracking system included information
on the driver’s head rotation (Rodrigues rotation), head
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orientation, eye fixation point position, and eye orientation.
The sampling frequency of the eye tracker was 60 Hz. It
should be noted that the sampling frequencies of the simu-
lator, CAN bus, and eye tracker were synchronized to 60 Hz
during data collection, and Gaussian smoothing was used to
minimize noise interference [9].

A total of 35 experimental participants (26 male and
9 female participants) from different backgrounds were
recruited for the experiment. The participants were all healthy
and had good eyesight. They were between 24 and 50 years of
age, with an average age of 38.4 years. They all held a valid
Chinese driving license and had an average driving experience
of 16.3 (SD 10.6) years.

B. Experimental Scenario Design and Experimental Process

A layout consistent with a real urban scene was designed
in the driving simulator for a realistic driving environment.
It included multiple signalized intersections. Each part of the
intersection was a two-way, four-lane road with a lane width of
3.75 m. The centerline of the road was a double yellow solid
line, the centerline of each lane was a white dashed line, and
the edge lines were solid white lines. Fig. 6 illustrates one of
the intersection scenes. The upper graphic is a top view of the
urban scene, the bottom-left graphic is the driver’s perspective
when the vehicle arrived at one of the intersections, and the
bottom-right graphic is the schematic of a vehicle entering an
intersection in the V2I mode.

A channel for outputting the traffic information from the
driving simulator to the HMI was created to enable drivers
to obtain infrastructure information beyond the visual range.
The HMI display platform was designed based on the Python
language and was installed on the right side of the dashboard.
As shown in Fig. 7, it could display four types of information
in the connection mode: 1) the current traffic light status of the
intersection; 2) the real-time traffic light timing; 3) navigation
function information; and 4) the real-time distance between
the vehicle and the intersection.

Before conducting the experiment, the participants were
trained the V2I system. In addition, considering the difference
between the driving simulator and actual driving, each driver
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Fig. 7. HMI display.

was required to perform a 20-min test drive before the exper-
iment to become accustomed to the devices and operation.
Each participant performed the following driving tasks.

1) Traditional Drive (Baseline Group): No connection
information was provided, and the driver could only
perceive the surrounding traffic vehicles and infras-
tructure information via vision and hearing, which
is consistent with traditional driving. The test was
performed three times, and the paths were 1-2-
3-14-15-4-7-8-3-2-1, 1-9-10-1-12-13-14-3-8-7-4, and
1-10-9-8-7-4-15-14-3-2-1, as shown in Fig. 6.

2) Connected Drive (Treatment Group): The driving pro-
cess was carried out in a connected environment, and
the driver obtained infrastructure information via the
HMI. When the vehicle was 300 m from the intersection,
the HMI function was activated, and the connection
information was displayed in real time. The driver only
received a voice prompt once the HMI was activated to
avoid interference with the driving decisions. This test
was also performed three times, and the driving paths
were the same as those in the traditional drive.

The order of the traditional and connected drives was

different for each participant to prevent anticipation. Some
drivers performed the traditional drive first, followed by the
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connected drive, whereas others did the opposite. There was
no communication delay in the connection channel, and the
connection information was immediately received when the
vehicle arrived at the designated location [38]. Therefore,
the length of the drive for each analyzed intersection was
approximately 300 m before arriving at the intersection. It
should be noted that the activation of the VI2 communication
300 m before the intersection was determined in accordance
with the requirements of the People’s Republic of China’s
“Specification for Layout of Urban Road Traffic Signs and
Markings” and “Specification for Layout of Highway Traffic
Signs and Markings” to implement warning signs at level
intersections [56], [57]. In this work, the influences of the tem-
poral and spatial characteristics of the connection information
on the driver’s decision and behavior were not considered;
the possible maneuvers were predicted based solely on the
cues of the driver and vehicle. Therefore, the vehicle entering
the intersection may have been accelerating, decelerating, or
passing at a constant speed, or it may have been stopped.

The traffic density was moderate; as shown in Fig. 8, three
vehicles were moving around the subject CV. The drivers were
told to drive the vehicle according to their driving style and
habits, observe the rearview mirror before changing lanes,
pay attention to traffic safety, and avoid collisions with other
vehicles. The road in the experimental scene was flat, the tire-
road surface adhesion was good (the adhesion coefficient was
0.8), and the weather was sunny to ensure sufficient light for
driving.

The experiment lasted two weeks, and a total of 34 drivers
completed the experiment. Totals of 600 and 558 intersection-
approaching maneuvers were extracted in the connected and
traditional conditions, respectively. The summary statistics
of the extracted samples in the connected and traditional
conditions are listed in Table L.

C. Model Construction

Before executing a lane change, the driver checks the
rearview mirror to determine whether it is safe to change lanes.
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TABLE I
STATISTICS OF MANEUVER SAMPLES IN THE TRADITIONAL
AND CONNECTED DRIVES

TL TR GS Total

Connected 200 200 200 600
Traditional 186 186 186 558
Total 386 386 386 1158

Therefore, when researchers predict lane-changing behaviors,
they often use the first or last glance before the lane-changing
behavior as the key parameter [9], [58]-[60], which repre-
sents the starting point of the intent time window. However,
drivers in front of an intersection tend to pay less attention
to the vehicles behind them and are more focused on the
safe distance from the vehicles in front of them [61], traf-
fic lights [21], [62], or potential collisions with other road
users at the intersection [63]. Although the vehicle may stop
when it reaches the intersection because the traffic signal is
red, it is still possible to extract the preferences and steering
patterns of drivers by observing their actions, the operating
characteristics, and the kinematics and trajectory of the vehi-
cle before entering the intersection [3], [64]. Therefore, the
effective extraction of behavioral sequences is essential for
model construction.

1) Behavior  Sequence  Extraction for  Modeling:
Fig. 8 illustrates three different maneuvers at intersections. The
start (TO) and endpoints (T1, T2, and T3) of the maneuvers
are defined based on the intersection structure. In Fig. 8, TO,
T1, T2, and T3 are on the solid line of the crosswalk (not on
the side closest to the intersection). The maneuver starts or
ends when the vehicle crosses the crosswalk.

It is necessary to include the sequence before the start
of the maneuver to construct a maneuver prediction model.
Therefore, the location at 300 m before the start of the maneu-
ver was used as the starting point for sequence extraction in
this study (i.e., point TS in Fig. 8), and the endpoints were
T1 for TL, T2 for TR, and T3 for GS.

2) Feature Selection: As much data as possible was col-
lected because it is unclear which indicator variable has a high
predictive capability for turning maneuver prediction in an
intersection scene in a connected environment. Subsequently,
various combinations of the connected data were input into
the model, retraining was conducted, and the test results were
obtained to determine which indicator was the most important
for the prediction of the turning maneuvers. The characteristics
to construct the model included the following four categories:
1) the driver observation parameters, which reflect the driver’s
lane-change intention; 2) the vehicle trajectory parameters,
which reflect the driving characteristics; 3) the vehicle kine-
matic parameters, which reflect the driver’s intention and
behavior patterns; and 4) the parameters collected by the CAN
bus, which reflect the driver’s operating characteristics. There
were 23 parameters; Table II lists all the features and their
definitions. Fig. 9 illustrates an example of the changes in the
heading angles of the TL, TR, and GS behaviors when the
vehicles entered the intersection in the connected drive mode.
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Fig. 9. Examples of the dynamics of the heading angle for the three different
maneuvers in the connected drive. (a) TL. (b) TR. (c) GS.

The time series of the heading angles reveal that these param-
eter dynamics can reflect different maneuvering patterns when
approaching an intersection.

3) Model Training: Unlike traditional models, the
proposed model based on sparse representation theory has
incremental characteristics, i.e., the model can separately
estimate the sparse inverse covariance matrix for different
turning maneuvers and incrementally create a maneuver
prediction dictionary model, as described in Section II. The
sparse inverse covariance matrices representing different
turning maneuvers in the dictionary do not affect each other.

The maneuvers have different labels. Each data sequence
isa?23 x [TS - Ti] (G = 1, 2, 3) tensor, which represents
23-D input features with a sequence length ranging from TS
to Ti. The length of the sample sequence from TS to Ti was
selected to determine if the model could accurately identify
the maneuver behavior in the early stage of the maneuver.
The training procedure was performed on a computer with a
3.2-GHz Intel Core i7 processor and 16-GB installed memory.
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TABLE 11
FEATURES USED FOR TRAINING

Parameter

Category number Parameter
1 Rodrigues' head rotation Rx
2 Rodrigues' head rotation Ry
. 3 Rodrigues' head rotation Rz
Driver .
observation 4 Head h cading .
5 Gaze direction Gx (Pitch)
parameters 6 Gaze direction Gy (Yaw)
7 Gaze direction Gz (Roll)
8 Gaze heading
Trajectory 9 The abscissa of the trajectory
parameters 10 The ordinate of the trajectory
11 Heading angle
12 Yaw angle rate
Vehicle 13 Longitudinal acceleration
kinematic 14 Lateral acceleration
parameters 15 Longitudinal velocity
16 Lateral velocity
17 Vehicle speed
18 Steering wheel torque
19 Steering wheel angle
CAN bus 20 Steering wheel angular rate
parameters 21 Brake pedal displacement
22 Brake pedal force
23 Throttle opening

The fivefold cross-validation method was used to test the
model. All data were normalized to prevent the influence of
the variable dimensions. It should be noted that the samples
in this work were time-series data; thus, the recognition of
the driving maneuver represents a time-series classification.
Therefore, the receiver operating characteristic (ROC) curve
was used as the performance evaluation index of the proposed
method. This method evaluates the performance of a classifier
by assessing the true positive rate (TPR) and false positive
rate (FPR). The calculation formulas of the TPR and FPR are
as follows:

TP
TPR= —
TN + FN
FP
FPR= — (11)
TN + FP

where TP, TN, FP, and FN are the true positives, true neg-
atives, false positives, and false negatives, respectively. The
function provided in MATLAB was used to calculate the ROC
curves of the models, and the TP, TN, FP, and FN values were
calculated after obtaining the true class labels and the predicted
scores of the test samples.

IV. EXPERIMENTAL RESULTS

The prediction of the possible maneuver state (i.e., the
driving intention) of drivers at intersections can facilitate the
dynamic management of traffic at intersections for intelligent
transportation systems. Therefore, the system requires accurate
results as early as possible for turning maneuver prediction
based on driver behavior and vehicle kinematics. In this sec-
tion, the proposed model is evaluated and compared with
current state-of-the-art algorithms. All models are evaluated
using the prediction accuracy and prediction distance. The
prediction distance indicates the distance from the intersection
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Fig. 10. Confusion matrices for (a) connected drive mode and (b) traditional
drive mode.

at which the prediction model makes accurate predictions.
Although this evaluation index differs from that in the lit-
erature, in which the prediction horizon was typically used
to evaluate the performance of lane-change prediction mod-
els [25], [58], the two indices have similar meanings because
the purpose is to determine if the model can make accurate
predictions before the start of the maneuver.

A. Driving Behavior Prediction

1) Model Generalization Performance: Fig. 10 exhibits the
confusion matrix of the prediction of the turning maneuvers
in the two driving modes. Because the input of the model is a
segment of the driving sequence, it can be seen from the con-
fusion matrix result that the proposed model exhibited good
performance for the prediction of intersection maneuvers in
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different driving modes. The overall accuracies in the con-
nected and traditional drive modes were, respectively, 99.2%
and 98.2%. Specifically, the model achieved 100% prediction
accuracy for the TL and GS behaviors in both driving modes
and 97.2% and 95.1% for the TR behavior in the connected
and traditional drive modes, respectively. One TR maneuver in
the connected drive mode and two TR maneuvers in the tradi-
tional drive mode were incorrectly predicted as GS. The reason
may be that the driver did not exhibit clear steering intentions
before the start of the TR maneuver, although the driver knew
that they were about to make a right turn (i.e., there were no
apparent observation actions, no significant acceleration and
deceleration characteristics, etc.). Thus, the model was unable
to make accurate predictions based on the input sequence.
Nevertheless, the predictive ability of the model was very sat-
isfactory. The predictive ability of the model is crucial, i.e., the
model must predict the maneuvering intention of the driver as
early as possible. Therefore, the index of the prediction dis-
tance (i.e., the distance of the vehicle from the intersection at
which the model can achieve an accurate prediction) was used
to evaluate the model.

2) Statistics of the Prediction Distance: A sliding time
window was used to obtain the position of the vehicle when
a maneuver was identified. The schematic of the sliding time
window is shown in Fig. 11. The sliding time window slid
forward on the time series of the driving maneuver, and an
observation sample was obtained for each step. The sample
was evaluated until the correct recognition result was obtained.
Algorithm 3 is the pseudocode of the sliding time window
algorithm. It should be noted that all test sequences used
for the time-lapse analysis needed to be correctly identified.
The rules for the correct prediction of the samples used in a
previous study [65] were adopted in this work, as shown in
Fig. 12. For a test sequence of TL (correspondingly TR), if
an identification result in frame ¢ (i is the arbitrary position
of the sequence) was TR or GS (correspondingly TL or GS),
and the result remained the same for more than five frames,
the prediction was considered incorrect. If an identification

Fig. 12.
result.

Rules for evaluating the accuracy of a test sequence prediction

Algorithm 3 Sliding Time Window Algorithm

: Input the time series sample R for testing

: Calculate the length of R, lenR

: Define the initial position ip of the sliding time window
: Define the moving step ms of the sliding time window
: Define the size of the sliding time window, Tw

:For i =ip tolenR - Tw + 1 do
Ri=R(Gtwi+Tw-1)*

ip =1ip + ms

9: return R; for identification

10: End for
# MATLAB syntax.

result was TR or GS (correspondingly TL or GS) at the start-
ing point of the sequence, the prediction continued. The same
rules were applied to the prediction of GS.

The initial position of the sliding time window was the
beginning of the time sequence, and the moving step ms was
1 frame (i.e., the sliding window moved forward frame by
frame). The size of the sliding time window ranged from 0.5 to
2 s to obtain the maximum prediction accuracy; this range
was obtained according to previous studies [32], [65], [66],
and 1.5 s was selected after the evaluation using the fivefold
cross-validation method.

Fig. 13 presents the statistical distribution of the prediction
distances in the connected and traditional driving environ-
ments. In the connected driving environment [Fig. 13(a)], more
than 80% of TL maneuvers were predicted at 270-280 m from
the intersection. Similarly, the TR maneuvers were also cor-
rectly identified at 280-290 m from the intersection. More
than 80% of the GS maneuvers were identified at the begin-
ning of the sequence. In contrast, some differences are evident
in Fig. 13(b). Although the prediction was achieved before
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and (b) baseline group.

the start of the maneuver in the traditional environment, the
prediction distances for the three maneuvers lagged behind
those in the connected environment. Specifically, in the tradi-
tional drive mode, the prediction positions of TL were mostly
concentrated in the range of 160-190 m from the intersection,
and those of TR occurred in the range of 160-200 m from
the intersection. These results demonstrate that the connected
driving environment changed the driving behavior; thus, the
maneuvering process resulted in distinguishable characteristics
to enable the model to achieve early prediction of the turning
maneuvers. Early prediction is required for traffic management
using intelligent transportation systems.

3) Performance Comparison With Existing Methods: The
prediction accuracy of the proposed model was further com-
pared with those of existing methods to demonstrate the
superiority of the model. Fivefold cross-validation was used
to evaluate each model based on the same experimental data.
The following methods were evaluated.

1) The HMM is often used to recognize lane change
and turning maneuvers [37], [50], [67]. However, the
HMM has achieved a lower performance than the HMM
with Bayesian filtering (HMM-BF) [65], [66]. Therefore,
HMM-BF was used as one of the benchmark algorithms
in the present study. It should be noted that the input
of the HMM is a time series, and the output result
is a maneuvering state (i.e., a scalar). Thus, BF was
used to minimize the fluctuations in the preliminary
classification results to improve the prediction accuracy.
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Statistical distributions of the distance to the intersection of the correct recognition results for different maneuvers in (a) treatment group

Several other supervised learning approaches, such
as the SVM [32], KNN [68], and RF [38] models
were used as benchmark algorithms for comparison.
They were implemented in the Statistics and Machine
Learning Toolbox provided by MATLAB. It should be
noted that the input data forms of the SVM, KNN, and
RF algorithms are vectors. The method described in
a previous study [69] was adopted to concatenate the
observed variables in the time window of each step to
obtain the input feature vector of the model. This method
only changes the form of the data and does not affect
the maneuvering characteristics.

In addition, two novel deep learning models based on the
RNN [30], i.e., the bidirectional LSTM (Bi-LSTM) [70]
and LSTM-RNN [58], have achieved good maneuver
prediction performance. These two approaches were also
adopted as benchmark models for comparison with the
proposed method. The LSTM-RNN model was trained
using the MATLAB Deep Learning Toolbox with the
Adam optimizer, an initial learning rate of 0.001, and
a gradient decay rate of 0.9. The maximum number of
epochs was 150, and the mini-batch size was 32. The
LSTM layer had 120 hidden units, followed by two fully
connected (FC) layers with 100 neurons and an output
layer with three neurons.

As a very competitive deep learning method, gen-
erative adversarial networks (GANs) have shown
excellent performance for multivariate time-series
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represents the TPR at an FPR of 0.05.

classification [71]. Therefore, this method was used as
a benchmark model. It was trained with the MATLAB
Deep Learning Toolbox. Refer to [71] for the parameter
definitions of the generator and adversarial networks.
Multivariate time series were transformed into images
by measuring the similarities between the variables for
each time step [72].

Fig. 14 presents the ROC curves for maneuver prediction (i.e.,
TL, TR, and GS) at distances from the intersection of 250, 150,
and 50 m. The prediction results indicate the following.

1) The proposed LDbSICM model achieved the best recog-

nition results. Although the performance of HMM-BF
was slightly better than that of LDbSICM at 250 m, the
prediction results of LDbSICM were better at the other
two distances. Overall, the prediction performances of
the Bi-LSTM and LSTM-RNN models were not good,
and these models could not accurately predict the
maneuvers at intersections, especially TR and GS. These
findings indicate that although the RNN models achieved
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m, (b) 150 m, and (c) 50 m from the intersection. The dashed line

good performance for modeling time series, they could
not accurately predict the turning maneuver when the
vehicle was far from the intersection. The performance
of GAN was generally better than that of the RNN-
based model. It achieved an average prediction accuracy
of more than 80% at three distances; however, its
performance was not as good as the LDbSICM model.
All models achieved good prediction performances for
TL, but the predictions for TR and GS were not good,
except for those of LDbSICM and HMM-BF. This result
demonstrates the superiority of the LDbSICM model
for detecting the hidden state in the data and indicates
that the TR and GS maneuvers are often difficult to
distinguish before the start of the maneuvers.

The similarity of the prediction accuracies at the three
distances indicates that predicting turning maneuvers
at an intersection is not the same as predicting lane-
change intentions. In the latter, the closer to the start
of the maneuvering behavior, the higher the prediction
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Fig. 15. Relationship between the prediction accuracy and the distance to
the intersection.

accuracy is, as described in a previous study [58]. When
predicting a turning maneuver, the prediction accuracy
of the LDbSICM and the other benchmark models did
not increase as the vehicle approached the intersection.
This result is similar to that obtained in a previous
study [73].

4) The other benchmark models exhibited no significant
change in prediction accuracy as the distance to the
intersection decreased, indicating that the driver’s driv-
ing pattern (trajectory feature) may be highly useful as
an indicator of maneuver prediction because the vehicle
showed a distinct deceleration trend when approach-
ing an intersection. The specific behavior characteristics
(observation actions, operating behaviors, etc.) before
approaching an intersection may not be the best indi-
cators for behavior prediction.

Based on these, the variable importance for turning maneu-

ver prediction is evaluated in the subsequent section.

B. Variable Importance for Maneuver Prediction

This section analyzes the variable importance in the
predictive model. All parameters were divided into four cate-
gories according to Table II, and the model was retrained to
determine which types of parameters were the most important
for maneuver prediction.

Fig. 15 presents the impacts of different inputs and their
combinations on the prediction performance. The test sequence
was shifted back for every 25 m. The “observation” lines
indicate that the model was trained without using the vehicle-
related features (trajectory, kinematic, and CAN bus data). The
“trajectory,” “kinematics,” and “CAN” lines also have similar
meanings. “Trajectory + kinematics” represent that the model
was trained using the trajectory and kinematic features, and
“Trajectory + CAN” has a similar meaning. It can be seen
that it was impossible to obtain accurate maneuver prediction
results by using only the driver’s observation behavior, vehicle
kinematic characteristics, or CAN bus data. However, when the
trajectory information was used to train the model, improved
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Fig. 17. Relationship between the prediction accuracy and the distance to
the intersection using the trajectory in this work and the NGSIM trajectory.

prediction performance was achieved. The combination of
trajectory and CAN features achieved the highest prediction
accuracy. This result demonstrates that trajectory information
is an effective indicator of turning patterns before the vehi-
cle begins to maneuver. The CAN bus parameters reflect the
operating behavior of the driver, which reflects the driving
characteristics and preferences and is crucial for predicting
turning maneuvers. Fig. 16 shows the prediction results for
five randomly selected sequences (5 TL, 5 TR, and 5 GS
samples). The model achieved good prediction performance.
Accurate prediction results were obtained quickly for TL but
more slowly for TR and GS. After obtaining the correct
prediction results, the model maintained a stable prediction
performance.

We used next-generation simulation (NGSIM) data for
testing [74] to demonstrate the performance of the proposed
model using only trajectory information. TL, TR, and GS
samples were obtained using the extraction criteria in our
previous work [75]. It should be noted that the total length
of the four intersections in the NGSIM data of Lankershim
Boulevard is 484.02 m (1588 feet). Thus, we conducted the
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Fig. 18. Variable importance at distances of 250—100 m from the intersection
in the connected driving mode.

test 100 m from the intersection [73]. The test sequence length
was 10 m. Fig. 17 shows the results of testing the proposed
model using our trajectory data and the NGSIM trajectory
data. The proposed model also achieved relatively good results
using the NGSIM trajectory data. The accuracy was higher
for the NGSIM trajectory closer to the intersection, espe-
cially within 50 m. The likely reason is that Lankershim
Boulevard has many dedicated lanes, which enables more
accurate predictions.

The RF algorithm was used to construct a prediction model
(a bagged ensemble of 200 regression trees) and estimate the
predictor importance values by permuting out-of-bag (OOB)
observations among the trees. For the details of the RF
algorithm, refer to [38] and [76]. It should be noted that
the data required normalization to obtain a consistent data
range. Fig. 18 shows the variable importance at distances of
250-100 m from the intersection in the connected environ-
ment. The numbers on the abscissa from 1 to 23 refer to the
23 variables listed in Table II.

Fig. 18 reveals that trajectory information was the most
important predictor variable at a distance of less than 180 m
from the intersection, indicating that the vehicle trajectory can
reflect the maneuvering intention when predicting long-term
turning maneuvers. These results are similar to those of a
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previous study [3], in which the trajectory feature of the vehi-
cle at a “high level” was a spatiotemporal process reflecting the
driver’s long-term behavior information, such as driving pref-
erences and turning patterns. After entering the 180-m range,
the importance of the other variables increased, although the
importance of the trajectory information remained high. In
addition, the importance of the heading angle increased as
the vehicle approached the intersection.

The driver’s observation behavior had relatively low impor-
tance in the predictive model. However, this does not mean
that the driver’s observation actions in the connected envi-
ronment are not important. The reason for the relatively high
maneuver prediction in the connected environment is that the
driver interacts with the HMI and produces a response, which
is reflected in the operating behavior.

V. CONCLUSION

In this research, maneuvers at signalized intersections in a
connected environment were predicted using data related to the
driver’s observations, vehicle trajectory, kinematic character-
istics, and driving before the vehicle entered the intersection.
Moreover, the variable importance of the proposed model was
analyzed.

A connected driving environment in a driving simulator was
designed to collect experimental data. The driving data of
34 skilled drivers were collected and analyzed. Subsequently,
a novel dictionary learning-based maneuver prediction model,
i.e., a dictionary model, was proposed by estimating and learn-
ing the sparse inverse covariance matrix based on the LogDet
divergence of different turning maneuvers. Existing models do
not use incremental learning to update the model. In contrast,
the proposed model is characterized by incremental learning
and scalability, i.e., the sparse inverse covariance matrix can
be updated without updating the entire dictionary. The experi-
mental results demonstrated that the proposed model exhibited
excellent predictive ability for turning maneuvers in both the
connected and traditional environments. In the connected driv-
ing environment, the prediction accuracy of TL and GS was
100%, and that of TR was 97.2%. The ROC curves demon-
strated the superiority of the proposed model over existing
models. Another advantage of the proposed model is its ability
to predict the driving behavior at a sufficient distance before
entering the intersection. The statistical distribution results of
the prediction distance indicated that the proposed model pro-
vided a rapid prediction of the maneuvers in a connected
environment. Finally, it was found that the trajectory and head-
ing angle of the vehicle were the most important variables in
the RF-based prediction model. The trajectory data were the
most important information in a connected environment when
the distance between the vehicle and the intersection exceeded
180 m. In addition, the driver’s operating behavior should also
be included in the predictive model.

A. Limitations

Drivers in a connected environment should be able
to receive sufficient beyond-the-horizon traffic or advi-
sory information via V2I communication equipment. This
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information, such as speed recommendations and information
on pedestrians, cyclists, and other road users, cannot be
obtained in traditional traffic environments. In one of the
connected driving scenarios, the driver received the real-time
status of the traffic light and the remaining time of the current
status. Due to the complexity of the connected driving environ-
ment, it is impossible to simulate this environment accurately.
Therefore, it is reasonable to consider only one connected driv-
ing scenario. The driving behavior in a specific scene can also
reflect the characteristics of the driving behavior in a connected
environment because the driver must frequently interact with
the HMI to improve their driving behavior. In addition, the
reason for setting the connection information prompt at a dis-
tance of 300 m from the intersection was the lack of relevant
standards and reports for establishing a connected traffic envi-
ronment. Researchers utilize different experimental variables
and conditions based on their understanding of the connected
driving environment.

B. Future Work

The driver’s interaction with the HMI and the response to
connection information will be investigated in future work.
In addition, drivers may focus more on the HMI and less on
real-time traffic conditions in a connected driving environment;
thus, this impact on car-following requires evaluation.

APPENDIX

It can be demonstrated that (6) is equal to (9). From W = X
and ® = X!, WO=1 can be obtained as the following

expression:
Wi on\(On 6\_(1 0 (12)
a)}; w72 91T2 922 ()T 1)
According to (10), the following formulas can be obtained:
Wii012 + w1202 = 0 (13)
®1,012 + wnbyn = 1. (14)

The subgradient equation that maximizes the log likelihood
(6) is defined as follows:

W—-S—p-T=0 (15)

where the derivative of log det ® is 9_1=W, the derivative of
tr(SO®) to O is S, and the subgradient of |®] is I'. Here, I" is
a (p x p)-dimensional matrix with I';; € sign(®;;), in which
[ = sign(®y) if ©;; # 0; otherwise, I';; € [—1, 1] if ®;; = 0.
Moreover, ©;; refers to the element in row i and column j in
©®, and I';; refers to the element in row 7 and column j in I'.

Equation (12) is expanded according to the matrix block
form as follows:

Wi o St s r
( i 12)_( 11 12)—,0( u )/12):0 (16)
W, 2 S, $22 Yio Y22

where I'1] € sign(®q;) is a matrix of p—1 xp—1 dimensions,
Y12 € sign(@12) is a (p — 1)-dimensional column vector, and
Y20 € sign(fyy) is a scalar.

The following formula can be obtained from (14):

wp—Ssp—p-ypp=0. )
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Finding the subgradient of (9) yields the following:

WiB—sp+p-v=0 (18)

where v € sign(B).0; = —Wl_llwlzegz can be derived
from (11). Because 65, > 0 and 8 = Wl_llwlz, sign(f17) =
sign(—Wl_llwnOzz) = —sign(Wl_llwlz) = —sign(B) and
v = —y,. Because w1 = W1, i.e., (15) and (16) are equal,
(6) and (9) are equal. Therefore, the objective function changes
from (6) to (9).
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