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Target-oriented acquisition geometry design based on full-wavefield
migration

Billy Revelo-Obando1 and Gerrit Blacquière1

ABSTRACT

The ultimate goal of survey design is to find the acquisition
parameters that enable acquiring high-quality data suitable
for optimal imaging, while fulfilling budget, health, safety,
and environmental constraints. We develop a target-oriented
acquisition design algorithm based on full-wavefield migration.
The algorithm optimizes a receiver density function that indi-
cates the number of receivers per unit area required for
obtaining the best possible image quality. The method makes
use of available seismic data to create a reference model that is
included in our objective function. To make the design target
oriented, the objective function is multiplied with a mask that
gives more weight to the target areas of interest. The results
of the 2D and 3D implementations indicate an optimized
receiver density function with higher values at the zones where
more data are needed for improving image quality. The corre-
sponding receiver geometries have more receivers placed in
these areas. We validate the results by computing the images
of the target zone using uniform and optimized geometries. The
use of the latter indicates an improvement in the image quality
at the target zone. In addition, we compute the number of
receivers required for achieving a certain signal-to-noise ratio
after imaging based on the optimized receiver density function.

INTRODUCTION

Acquisition design for seismic surveys aims to optimize the ac-
quisition parameters that enable adequate sampling of the seismic
wavefield and noise. These parameters have to be adjusted accord-
ing to the area under consideration, budget, expected signal proper-
ties, noise level, and health, safety, and environment constraints.
Two of the acquisition parameters, namely the temporal and the spa-

tial sampling interval, should ideally be chosen in such a way that
signal and noise are recorded unaliased, i.e., these intervals satisfy
the Nyquist criterion of more than two samples per smallest wave-
length. For the temporal sampling interval, this is no problem, but
for the spatial sampling interval, this is often not feasible due to the
associated costs. The spatial sampling locations are determined by
the positions of the seismic sources and the active receivers during
each shot record, known as the active spread. This set of locations is
known as the acquisition geometry. Knowing that the ideal geom-
etry is not obtainable, it must be designed to achieve the following:
adequate spatial sampling of the low-velocity noise, high trace
multiplicity to achieve an acceptable signal-to-noise ratio (S/N),
in particular at the subsurface target(s) of economic interest, and
all these while fulfilling the economic constraints.
The spatial sampling requirements must also be selected accord-

ing to the data processing algorithms that follow the data acquis-
ition. In the preprocessing stage, for instance, noise-suppression
algorithms are applied to improve the data quality. These algorithms
may require a certain minimum spatial sampling to successfully re-
move the noise. In land acquisition, for example, the low-velocity
noise such as ground roll may require a finer sampling than the sig-
nal of interest. For the purpose of imaging and velocity inversion,
some algorithms may require a denser spatial sampling than others.
Algorithms such as reverse time migration and Marchenko imaging,
for instance, require densely sampled data (Wapenaar et al., 2014).
When this is not possible, extra preprocessing steps such as data
interpolation may be needed. In marine acquisition, algorithms such
as full-wavefield migration (FWM) (Davydenko and Verschuur,
2017), which make use of multiple reflections for imaging, may
require less dense spatial sampling and allow imaging below acquis-
ition gaps, provided that the water bottom is sufficiently deep.
In a traditional acquisition geometry, sources and receivers are

placed along straight lines. One of the most common types of land
geometry is orthogonal geometry, in which the source and receiver
lines are orthogonal to each other (Cordsen et al., 2000; Vermeer,
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2012). The separation between these lines, their lengths, the spatial
sampling along the lines, and the active spread determine the
common-midpoint properties of the survey, such as offset distribu-
tion, azimuth, and fold (Vermeer, 2012). The fold and the S/N of
the data dictate the resulting S/N of the final seismic product. There-
fore, in areas in which a high level of incoherent noise is expected, the
acquisition geometry should be adjusted to obtain a suitable S/N.
Ideally, in the noise-free case, the expected resolution of a seis-

mic image could be computed from the acquisition aperture and the
seismic bandwidth. However, in complex media, the wavefields il-
luminating the target zones and reflecting back to the acquisition
surface are highly scattered, possibly resulting in a decreased illu-
mination and detection of the target zone (Revelo-Obando and
Blacquière, 2021). Therefore, in areas where prior information
on the subsurface is available, the survey design can be adjusted
to obtain better imaging.
One way to optimize the survey design is through the use of

numerical modeling studies, in which a seismic experiment is simu-
lated numerically to obtain the expected seismic image correspond-
ing to a certain acquisition geometry. When the outcome of the
experiment is not satisfactory, the acquisition geometry is manually
adjusted (Theriot et al., 2014; Singh et al., 2016). This type of study
does not provide a theoretical relation between the changes in the
acquisition geometry and the resulting seismic image. Other types
of model-based optimization studies use a seismic model to deter-
mine the location of seismic sources and receivers that allows maxi-
mizing the information content in full-waveform inversion (Maurer
et al., 2010; Krampe et al., 2021; Winner et al., 2023).
In areas where seismic surveys have been carried out previously,

legacy seismic data and corresponding seismic images are available.
These can be used to optimize the design of a future survey. When the
target area of economic interest has been identified, the acquisition
geometry can be optimized to improve the illumination and detection
properties at that target area. For instance, the focal beam analysis
method (Volker et al., 2001; van Veldhuizen et al., 2008) is suitable
for analyzing the illumination and resolution properties of a specific
acquisition geometry at one particular subsurface target point. The
method can also include additional illumination from multiple reflec-
tions (Kumar et al., 2016) or be used to automatically compute the
acquisition geometry for optimum illumination at the target point
(Wu et al., 2022). A similar illumination and resolution analysis
can be performed through the use of point-spread functions, also
called a resolution function (Berkhout, 1984; Beylkin, 1985;
Lecomte and Gelius, 1998; Revelo-Obando and Blacquière, 2021).
The family of compressive sensing (CS) (Donoho, 2006) meth-

ods provides a framework for data acquisition and processing,
which is based on irregular sampling (Herrmann, 2010). The sparse
and irregularly sampled data can subsequently be recovered with
transform-based recovery methods or matrix completion algorithms
(Kumar et al., 2015). The irregular sampling for a seismic survey
can be further improved by optimizing the spectral gap ratio of the
survey design (Lopez et al., 2023).
In productive subsurface reservoirs, e.g., for carbon capture and

storage, hydrocarbon production, and geothermal wells, the elastic
properties of the reservoir change due to the injection and/or extrac-
tion of fluids or gases. Therefore, multiple surveys can be acquired at
different time instances to monitor the changes in these properties.
This type of acquisition is known as time-lapse or 4D acquisition.
In the first 4D surveys, the acquisition and processing parameters

are kept constant so that the changes in processed 3D volumes could
be attributed to changes in the reservoir only (assuming that no
changes in the overburden take place) (Greaves and Fulp, 1987).
However, new techniques have been proposed to estimate the
changes in the dynamic properties of the reservoir using data ac-
quired with nonreplicated geometries (Oghenekohwo et al., 2017;
Nakayama et al., 2019; Qu and Verschuur, 2020). In this case, at sub-
sequent production stages, the survey design can be adjusted specifi-
cally to the target zone without replicating the baseline survey.
In this paper, we present an iterative algorithm based on our pre-

vious work (Revelo-Obando and Blacquière, 2023) for designing a
target-oriented acquisition geometry. In this initial phase of our
work, we assume the source geometry to be fixed and aim to opti-
mize the receiver geometry, which we assume to be stationary. We
parameterize the latter with a density function that is related to the
number of receivers per unit area. This receiver density function is
updated at each iteration using a gradient descent scheme. We pro-
pose an objective function that measures the difference between the
image obtained with the current-iteration acquisition geometry and
a reference image obtained with an ideal receiver distribution. To
implement a target-oriented acquisition design, the objective func-
tion is computed using a spatially varying mask that puts more
weight on the target zone and less weight on areas that are less im-
portant. The actual receiver positions are computed from the
receiver density function with a weighted Voronoi stippling algo-
rithm. The resulting receiver locations are irregularly distributed,
such as in the case of CS. The receiver density is interpreted as
a relative density, meaning that the actual number of receivers is
chosen separately, e.g., depending on the expected noise level or
the available equipment.
The paper is organized as follows. First, we lay out the framework

of survey design and FWM. Subsequently, we define the parameter-
ization and the target-oriented objective function. Next, we explain
the iterative process that is the core of the optimization algorithm.
Then, we show some case studies to demonstrate the performance
of the algorithm. We finalize with some concluding remarks.

THEORY

Framework of the survey design

We describe 3D seismic data with the matrix notation introduced
by Berkhout (1982). For a stationary acquisition geometry, one fre-
quency component of a seismic data set can be formulated as

P−ðzd; zsÞ ¼ DðzdÞX−ðzd; zsÞSðzsÞ: (1)

Matrix P− is the upgoing acoustic pressure wavefield recorded at
the acquisition level zd and generated by the sources at the level
zs. Matrices DðzdÞ and SðzsÞ are the receiver and source matrices,
respectively. They describe the acquisition geometry and contain
the properties of the receivers and sources, such as sensitivity, direc-
tivity, and spectral properties. The superscripts − and þ (which will
appear subsequently) indicate wavefields in the upgoing and down-
going directions, respectively. Matrix X− is the transfer operator of
the subsurface, containing the propagation and reflection effects. It
can be considered as the ideal data set, i.e., with fully sampled ideal
point sources and receivers. If the sources and receivers are located at
the surface z0, i.e., z0 ¼ zs ¼ zd, equation 1 becomes

P22 Revelo-Obando and Blacquière
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P−ðz0; z0Þ ¼ Dðz0ÞX−ðz0; z0ÞSðz0Þ: (2)

Assuming ideal fully sampled point sources, the matrix Sðz0Þ
becomes the identity matrix I. In this case, equation 2 becomes

P−ðz0; z0Þ ¼ Dðz0ÞX−ðz0; z0Þ: (3)

The modeling of the data set X−ðz0; z0Þ can be done with any mod-
eling engine, e.g., with finite-difference modeling. We choose full-
wavefield modeling (FWMod) (Berkhout, 2014). This is an iterative
method that models the downgoing wavefield Xþ

i ðzn; z0Þ and the
upgoing wavefield X−

i ðzn; z0Þ recursively in depth for N depth
levels. At each iteration i, the downgoing wavefield is computed
for zn ¼ z0; z1; : : : ; zN and, subsequently, the upgoing wavefield
is computed for zn ¼ zN; zN−1; : : : ; z0. Each iteration is called
one round trip, as it starts with the downgoing wavefield at the sur-
face z0 and ends with the upgoing wavefield at the same level. At
each round trip, one order of multiple reflections is added, starting
with the primary reflections when i ¼ 0 and adding the L-order
multiple reflections for L iterations. It can be formulated as

Xþ
i ðzn;z0Þ¼

Xn−1
m¼1

Uþðzn;zmÞR∩ðzmÞX−
i−1ðzm;z0ÞþUþðzn;z0Þ;

(4a)

X−
i ðzn; z0Þ ¼

XN
m¼nþ1

U−ðzn; zmÞR∪ðzmÞXþ
i ðzm; z0Þ: (4b)

This scheme is equivalent to a Bremmer series expansion (for details,
see Davydenko, 2016). Matrices R∩ðzmÞ and R∪ðzmÞ are the up-
down and down-up angle-dependent reflection operators at depth
level zm, respectively. Matrix Uþðzn; zmÞ includes all propagation
and transmission effects of wavefields propagating in the downward
direction from depth level zm to depth level zn, and so does operator
U−ðzn; zmÞ for wavefields propagating in the upward direction. They
are computed as follows:

Uþðzn; zmÞ ¼
" Ymþ1

k¼n−1
Wþðzkþ1; zkÞTþðzkÞ

#
Wþðzmþ1; zmÞ;

(5a)

U−ðzn; zmÞ ¼
" Ym−1

k¼nþ1

W−ðzk−1; zkÞT−ðzkÞ
#
W−ðzm−1; zmÞ;

(5b)

where Wþðzkþ1; zkÞ is the downward wavefield propagation oper-
ator from depth level zk to depth level zkþ1, W−ðzk−1; zkÞ is the
upward wavefield propagation operator from depth level zk to
depth level zk−1, TþðzkÞ is the transmission operator of the down-
going wavefield crossing depth level zk from above, and T−ðzkÞ is
the transmission operator of the upgoing wavefield crossing depth
level zk from below.
The use of this type of modeling allows us to specify the reflec-

tivity and transmissivity independently from the propagation

velocity. The output of this scheme, after L iterations, is the modeled
perfectly sampled data X−

Lðz0; z0Þ ¼ X−ðz0; z0Þ. The more realistic
data set Piðz0; z0Þ can be obtained via multiplication with Dðz0Þ
(see equation 3) (still under the assumption of a perfect source
distribution). As we discuss the acoustic case, the transmission
operators can be described in terms of the reflectivity:

TþðzkÞ ¼ Iþ R∪ðzkÞ; (6a)

T−ðzkÞ ¼ Iþ R∩ðzkÞ: (6b)

Reflectivity estimation with FWM

FWM is an iterative least-squares imaging algorithm that esti-
mates a reflectivity model by minimizing the difference between
the observed and synthetic data modeled through FWMod. During
iteration i, the reflectivity is updated using a gradient descent
scheme:

Riþ1ðznÞ ¼ RiðznÞ þ αiδRiðznÞ; (7)

where δRiðznÞ is the update direction and αi is the scaling parameter
for the gradient descent scheme. The detailed derivation is discussed
by Davydenko and Verschuur (2017).

METHOD

The method that we introduce in this paper is based on our pre-
vious work (Revelo-Obando and Blacquière, 2023). Our objective
is to design the optimal receiver matrix Di that leads to the best
possible reflectivity estimate Ri given a fixed number of receivers
nd, which comes down to determining the optimum locations of
these nd receivers. This is done through an iterative process. At each
iteration i, matrix Di contains the position of the nd receivers. The
receiver locations are not completely arbitrary; they are located on a
predefined grid.
Assuming ideal point receivers, i.e., with a flat unit sensitivity for

each frequency component, matrix Diðz0Þ is a diagonal matrix
whose elements are either one or zero, indicating the presence or
absence of a receiver at a grid position, respectively. Therefore, up-
dating the operator implies changing a zero into a one at certain
locations while changing a one into a zero at an identical number
of other locations. In this way, the total number of receivers does not
change.
We assume that the fully sampled ideal data X−ðz0; z0Þ are avail-

able, i.e., modeled based on prior subsurface information. From
these data, we create a reference image R through FWM using
the velocity model from the same subsurface information. This im-
age is considered the best possible reflectivity estimate (given the
imaging method) as full receiver sampling is used. Therefore, at the
end of each iteration, we compare the reflectivity estimate Ri with
the reference image R through a target function that is introduced
subsequently. We use a gradient descent scheme for minimizing this
target function and updating the acquisition geometry. However,
such a scheme requires a continuous real-valued function rather
than the binary elements of matrix Di. Therefore, an intermediate
parameterization is required. This is described in the next section.

Target-oriented acquisition design P23
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Parameterization

We use a density functionΦi that indicates the relative density of
receivers per unit area at the acquisition surface (Wu, 2020). This
function is translated into an actual acquisition geometry through a
transformation g as follows:

Di ¼ gðΦiÞ: (8)

The transformation g is based on the weighted Voronoi stippling
algorithm (Secord, 2002). First, the receivers are placed in a grid
following a rejection sampling principle: the higher the value of
the receiver density at a certain location, the higher the probability
of a receiver being placed there. From these locations, a Voronoi
diagram is computed and the receiver locations shifted toward
the centroids of the Voronoi cells. The last two steps constitute
Lloyd’s algorithm (Lloyd, 1982). One of the advantages of using
this parameterization is that the final receiver locations can be com-
puted after the receiver density has been optimized. Therefore, the
final choice of acquisition geometry could be made according to the
available budget, equipment, or level of noise. The latter aspect will
be discussed subsequently.
Figure 1 shows the transformation process. As an example, we

create a density function that increases linearly from zero to one in
the x-direction (Figure 1a). In the zone of smaller x coordinates, the
density values are low. Consequently, fewer receivers per unit area
are placed here (Figure 1b). The opposite occurs for the higher x
coordinates: the density values are high, resulting in a large number
of receivers per unit area.

Objective function

In our previous work, we introduce a least-squares objective
function to measure the performance of an acquisition geometry.
This objective function quantifies the absolute difference between
the updated reflectivity image Riþ1ðznÞ, which is obtained with the
current acquisition geometry Di and the reference image RðznÞ. The
objective function is defined as

JR;i ¼
X
n

kΔRiðznÞk2F; (9a)

ΔRiðznÞ ¼ RðznÞ − Riþ1ðznÞ: (9b)

The residual ΔRi is the difference between the reference image and
the new estimate. The initial reflectivity image R1ðznÞ is obtained
after one FWM iteration using an initial receiver geometry Di for
i ¼ 0 and with nd receivers. We now introduce a modification of the
objective function that gives more weight to one or more target
zones. In this way, the focus is to obtain an acquisition geometry
that enables better imaging of these target zones. For this purpose,
we apply a mask ΨðznÞ that scales the residual image:

JT;i ¼
X
n

kΨðznÞΔRiðznÞk2F; (10)

where JT;i is the new target-oriented objective function. Matrix
ΨðznÞ is a spatially varying weighting function whose elements
range between zero and one. Target zones are given higher values
than zones of less importance. In the case that a uniform image qual-
ity is desired, matrix Ψ must be filled with equal numbers.

Gradient descent scheme

The receiver density function is updated through an iterative
gradient descent scheme:

Φiþ1 ¼ Φi þ βiδΦi; (11)

where Φi is the current-iteration receiver density, δΦi is the update
direction, βi is the step length, and Φiþ1 is the updated next-iter-
ation receiver density.

Update direction and step length

The update direction for the receiver density is related to the gra-
dient of the objective function JT;i (equation 10) with respect to
receiver density Φ. Therefore, the derivative to be computed is

∂JT;i
∂Φ

¼ ∂
∂Φ

�X
n

kΨðznÞΔRiðznÞk2F
�
: (12)

As demonstrated in Appendix A, this derivative can be expressed
as

∂JT;i
∂Φ

¼ −2αi
X
n

X
ω

ΔPrðΨðznÞΔRiðznÞÞ½ΔX−
i ðz0; z0Þ�H;

(13)

a) b)Figure 1. (a) Relative receiver density and
(b) receiver geometry created through the transfor-
mation g for nd ¼ 1000.
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where ΔX−
i is the data residual, i.e., the difference between the

modeled and reference data. The term ΔPr is a seismic wavefield
modeled from the weighted residual image ΨðznÞΔRi. Equation 13
contains the correlation between this wavefield and the data residual
ΔX−

i . Therefore, it can be interpreted as a mapping from the model
domain, specifically the scaled residual image, to the data domain,
indicating the sampling locations where more data are needed to
improve the imaging of the target zone.
The update direction is given by the negative conjugate of

equation 13:

δΦi ¼ −
∂J�T;i
∂Φ

; (14)

and the step length (Appendix B) is given by

βi ¼
ðδΦiÞHδΦi

diag
n
−2αi

P
n

P
ω
ΔPrðΨðznÞRϕðznÞÞ½ΔX−

i ðz0;z0Þ�H
o
H
δΦi

;

(15)

where δΦi is a vector obtained from δΦi ¼ diagfδΦig. Matrix
RϕðznÞ is an image associated with the receiver density update di-
rection in equation 14 and ΔPrðΨðznÞRϕðznÞÞ is the corresponding
wavefield perturbation.
Before updating the receiver density function, we apply a spatial

filter to the update direction in equation 14 to smooth the gradient and
account for possible unstable behavior caused by sparse 3D acquis-
ition geometries. Subsequently, the receiver density function can be
updated using equation 11. The resulting updated density Φiþ1 is
transformed into the new acquisition geometry
Diþ1 through the transformation g.

Algorithm

As a start, the reference reflectivity model
RðznÞ and a propagation velocity model, i.e.,
operator W, are obtained from legacy seismic
data and/or other available information,
e.g., from a neighboring area. From this refer-
ence model, perfect seismic data X−ðz0; z0Þ,
i.e., fully sampled, are modeled. These data
are used as the observed data during FWM.
At each iteration of the algorithm, the current
receiver geometry is applied to the fully
sampled data set, leading to the practical data
P−
i ðz0; z0Þ ¼ Diðz0ÞX−

i ðz0; z0Þ. With these data,
one iteration of FWM is performed, updating
the reflectivity estimate from RiðznÞ to
Riþ1ðznÞ. Subsequently, the objective function JT;i is evaluated.
If the updated reflectivity does not satisfy a predefined quality
criterion ε, the acquisition geometry is updated. The quality of
this geometry is evaluated through a new FWM iteration and
repetition of the aforementioned steps until the quality criterion
is satisfied.
The iterative process to optimize the receiver geometry is sum-

marized in Figure 2. In the next section, it will be discussed whether

it may be necessary to change the number of receivers nd and restart
this process.

Modifying the number of receivers

The output of our algorithm is the optimized receiver density Φ.
This function is related to the number of receivers per unit area. This
means that multiple acquisition geometries with different numbers
of receivers can be generated. In practice, this number of receivers
can be chosen based on constraints such as the available hardware,
or a minimum target S/N, that depends on the field noise level. In
the case of incoherent noise, the S/N is expected to increase with a
higher number of receivers.
To determine the number of required receivers that are neces-

sary to achieve a certain S/N, we model the seismic data
P− ¼ DX− with nd receivers and add realistic seismic noise. Using
these data, Φ is computed with our algorithm. Next, we generate
an acquisition geometry Dκ with κnd receivers, where κ is a factor
that can be larger or smaller than one, corresponding to more or
fewer receivers, and apply it to obtain seismic data P−

κ ¼ DκX−.
Then, through FWM, we obtain the corresponding image RκðznÞ
and compute the corresponding S/N. Depending on the outcome,
we either increase or decrease κ and repeat the procedure until the
S/N criterion is met. We use white noise to demonstrate how this
principle works.

RESULTS

2D implementation

First, we tested our algorithm with a 2D implementation. We
used a slice of the SEG salt model (Figure 3). We then created syn-
thetic data via FWMod and did imaging via FWM using full

Figure 2. Algorithm for target-oriented acquisition design. The blocks in blue are the
steps required to obtain the reference model and data. The blocks in orange are part of
the iterative loop to update the acquisition geometry.

Figure 3. The 2D section of the SEG salt model. The red rectangle
delimits the target zone.
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receiver sampling to create the reference reflectivity model. The
sources were uniformly distributed every 400 m.
We aim to optimize a sparse acquisition geometry with nd ¼ 20

receivers. These are initially located uniformly at the acquisition
surface z0 ¼ 0m (Figure 4). In the first experiment, we use a uni-
form maskΦ, i.e., all the elements of the matrix have a value of one.
Therefore, no extra weight is given to any zone and the design is not
target oriented. We call the resulting geometry optimized design
(Figure 5).
The results in Figure 5 show that the optimized receiver density is

rather homogeneous. The separation between the receivers in the
corresponding receiver geometry is almost constant. Subsequently,
we use an acquisition mask Φ that gives more weight to the zone
contained within the red box in Figure 3. We assume that the area
under the salt dome in this section is of interest and we aim to obtain
a better image of this target zone. We call the resulting geometry
target-oriented design (Figure 6). It shows higher density values on
the right side of the model, roughly above the target zone, than in

the rest of the model. The corresponding receiver geometry has
more receivers located in this area than on the left side.
To evaluate the effect of the optimized geometries on the image

quality, we compare the images obtained with the optimized design
(Figure 5) and the target-oriented design (Figure 6). The results are
shown in Figure 7b and 7c, respectively. The reference image,
i.e., obtained with dense spatial sampling, is shown in Figure 7a.
The image obtained with the target-oriented geometry (Figure 7c)
shows better continuity in the region delineating the salt dome than
the image obtained from the optimized design (Figure 7b). The
underlying reflector is also better defined. The S/N improvement
in the image quality of the target zone is 0.47 dB with respect
to the optimized geometry and 0.58 dB with respect to the uniform
geometry.

Computing the number of receivers

To illustrate the procedure for computing the number of receivers
described in the previous section, we use the model in Figure 8. This
model contains horizontal layers with a high-velocity perturbation
embedded in the first layer.
We use our optimization algorithm to compute the optimized

receiver density (Figure 9). The resulting function is higher in
the region above the high-velocity perturbation than at the edges,
where the model is less complex. This indicates that more receivers
are needed in this area to improve image quality. The corresponding
receiver geometry for the case of nd ¼ 24 receivers is also plotted.

Figure 4. Starting geometry for the model in Figure 3.

Figure 5. Optimized geometry for the model in Figure 3.

Figure 6. Target-oriented geometry.

a) b) c)

Figure 7. Comparison of the images of the target zone: (a) reference image obtained with dense spatial sampling, (b) image obtained with the
optimized design, and (c) image obtained with the target-oriented design.

Figure 8. Model with high-velocity perturbation.

Figure 9. Optimized receiver density and corresponding receiver
geometry for nd ¼ 24.
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From the optimized receiver density, we generate several receiver
geometries with different numbers of receivers nd. We assume that
it is desired to obtain an image with an S/N of 15 dB. We add white
noise to the data to simulate the acquisition noise. Subsequently, we
compute the images associated with the generated receiver geom-
etries. Each one has an associated S/N after imaging. We plot the
resulting S/N versus nd in Figure 10.
Figure 10 shows that there are two points for nd ¼ 24 receivers.

The point with a lower S/N corresponds to a uniform acquisition
geometry. The point with a higher S/N corresponds to the image
obtained when using the optimized receiver geometry in Figure 9.
The rest of the points show how the S/N is increasing for an increas-
ing number of receivers. The S/N obtained when doubling the num-
ber of receivers from 24 to 48 is approximately 6 dB higher, as
expected. The red horizontal line in Figure 10 shows that the desired
S/N of 15 dB is obtained when using nd ¼ 44 receivers.

3D results

We test the 3D implementation of the algo-
rithm with the model, as shown in Figure 11.
It contains a high-velocity intrusion that runs
along the y-direction.
The (fixed) source geometry consists of sources

located every 200m in the x- and y-directions. The
initial receiver geometry and density are uniform
and these are shown in Figure 12.
In the first experiment, we run our algorithm to

obtain the optimized geometry. Therefore, no
extra weight is given to any area. The results
are shown in Figure 13.
The optimized receiver density in Figure 13b

shows that the density is relatively somewhat
higher in the zone above the high-velocity
intrusion that runs along the y-direction. It is also
higher in the lower y values. This could be due to
the presence of the thin (orange) layer at the bot-
tom that only appears for this range of y values.
Otherwise, the receiver distribution is rather uni-
form. Subsequently, we compute the target-ori-
ented geometry using a mask that gives more
weight to a zone approximately in the middle
of the model: with x ranging from 1000 to
1500 m, y ranging from 700 to 900 m, and z rang-
ing from 440 to 600 m. The target-oriented
design is shown in Figure 14.
The target-oriented receiver density is shown

in Figure 14b. As expected, it is higher in the
center, i.e., roughly above the target zone, than
the original receiver density in Figure 13b. This
indicates that more receivers are needed in
this area to obtain a better image quality of this
zone.
Finally, we test our 3D implementation with

the SEG salt model (Figure 15). We create a
reference model by using a densely sampled
receiver geometry, i.e., receivers every 20 m in
the x- and y-directions. We consider a uniform
sparse source geometry with ns ¼ 36 sources.
The initial receiver geometry is a uniform grid

with receivers every 400 m in the x- and y-directions, for a total
of nd ¼ 17 × 17 ¼ 289 receivers (Figure 16a). The corresponding
receiver density function is uniform (Figure 16b).

Figure 10. Imaging S/N versus the number of receivers. The dashed
horizontal line indicates that nd ¼ 44 receivers are necessary to
achieve an S/N of 15 dB.

Figure 11. The 3D model with high-velocity perturbation along the y-axis.

a) b)

Figure 12. (a) Initial uniform receiver geometry and (b) receiver density for the model in
Figure 11.

a) b)

Figure 13. (a) Optimized receiver geometry obtained from the (b) optimized receiver
density for the model in Figure 11.
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Using the reference model and the initial
geometry shown in Figure 16, we compute the
optimized acquisition design (Figure 17). The
optimized receiver density (Figure 17b) is higher
at the center of the acquisition surface, above the
top of the salt dome, than at the edges, resulting
in an acquisition geometry with more receivers
placed in this area (Figure 17a). This could be
due to the presence of the high-velocity salt
dome which is located roughly at the center of
the model. Subsequently, we compute the tar-
get-oriented design, with a mask that gives more
weight to the region with x ranging from 2000 to
3000 m, y ranging from 2000 to 3000 m, and z
ranging from 1000 to 1500 m. This region cor-
responds to an area of possible interest beneath
the salt dome. The resulting target-oriented de-
sign is shown in Figure 18.
The target-oriented geometry in Figure 18

clearly shows a higher density close to the area
above the designated target zone (x = 2000–
3000 m and y = 2000–3000 m) than the optimized
geometry in Figure 17. To validate these results, we
compare the images of the target zone obtained via
FWM using the uniform geometry (Figure 16a),
the optimized geometry (Figure 17a), and the tar-
get-oriented geometry (Figure 18a). The best pos-
sible scenario, i.e., the image obtained with
full receiver sampling, is included as a reference
(Figure 19a). The results are plotted in Figure 19.
The image in the target zone obtained with the

target-oriented geometry (Figure 19d) shows a bet-
ter delineation of the salt region than the image ob-
tained with the optimized geometry (Figure 19c).
As expected, the improvement is larger when com-
paring the former with the image obtained with the
uniform geometry (Figure 19b). The target-ori-
ented geometry offers an improvement of
1.74 dB in the image quality with respect to the
uniform geometry, whereas the optimized design
offers an improvement of 1.15 dB with respect
to the uniform geometry. This upgrade in the image
quality shows that uplift is possible even when us-
ing a sparse geometry: we used nd ¼ 289 receivers
in the target-oriented design, whereas the reference
image was obtained with approximately 400 times
more receivers.

DISCUSSION

The optimized acquisition geometries ob-
tained in our examples consist of irregularly
located receivers. To implement such an acquis-
ition geometry in practice, nodal acquisition sys-
tems would be required either in marine or land
scenarios. In this way, the receivers can be indi-
vidually located without the constraints of wired
connections. The design of the final acquisition
geometry must also take into account the pos-
sible processing limitations that could arise from

a) b)

Figure 14. (a) Target-oriented receiver geometry obtained from the (b) target-oriented
receiver density for the model in Figure 11.

Figure 15. SEG salt model.

a) b)

Figure 16. (a) Initial uniform receiver geometry and (b) receiver density for the model in
Figure 15.

a) b)

Figure 17. (a) Optimized receiver geometry obtained from the (b) optimized receiver
density for the model in Figure 15.
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sparse spatial sampling. Because the data acquired with such
geometry will be irregularly sampled, when using a low number
of receivers, acquisition gaps could be present in the geometry
design. Therefore, the subsequent processing must be able to deal
with these data, i.e., the combination of the chosen imaging
algorithm and its use of multiple reflections in the area under con-
sideration should enable optimal imaging in the areas where there
are gaps.
The optimized density function is independent of the noise and

the acquisition geometry generated from it, and so it could be ad-
justed to the conditions in the field. In principle, any type of realistic
noise can be taken into account at the moment of choosing the final
acquisition geometry. In the case of incoherent noise, the S/N will
increase by 3 dB when the number of receivers is doubled. How-
ever, when the noise is coherent, this relationship may not hold and

another approach may be needed, such as manually imposing con-
straints in the density function or adding extra weight in the target
mask that accounts for noisy areas.
This paper deals with the optimization of the receiver geometry

assuming a constant source geometry. Because image quality is di-
rectly influenced by the illumination provided by the sources, in
future work, optimizing their geometry could complement the ben-
efits offered by the optimized receiver geometry. In practice, this
could be achieved by adding relatively more shooting or vibration
locations in the areas indicated by the algorithm. Blended acquis-
ition could also be taken into account, potentially increasing the
spatial sampling offered by the source geometry and/or further
reducing costs.
The algorithm for acquisition geometry optimization uses FWM

as the imaging engine. From the implementation point of view, this
saves computational costs because the wave-
fields Xþ and X− are computed only once for
receiver density and reflectivity updates. How-
ever, in principle, any imaging engine that uses
multiples for imaging could be incorporated into
the algorithm.

CONCLUSION

We propose a new algorithm that enables the
design of target-oriented acquisition geometries.
Our 3D algorithm makes use of multiple reflec-
tions for imaging via FWM and enables the design
of sparse acquisition geometries that improve the
image quality at the target zone. The imaging re-
sults obtained when using the target-oriented de-
sign show that the image quality at the target zone

a) b)

Figure 18. (a) Target-oriented receiver geometry obtained from the (b) target-oriented
receiver density for the model in Figure 15.

a) b)

c) d)

Figure 19. Comparison of images obtained using different acquisition geometries. Slice at y = 2400 m. The target zone is enclosed by the
dashed red line: (a) Imaging using dense spatial sampling, (b) imaging with the uniform geometry in Figure 16, (c) imaging with the optimized
geometry in Figure 17, and (d) imaging with the target-oriented geometry in Figure 18.
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is better than when using a uniform geometry. In addition, we illus-
trate how the number of receivers required to obtain a certain S/N
after imaging can be computed from the optimized receiver density.
In practice, based on the expected noise level during acquisition, the
available hardware, and financial constraints, an optimized receiver
geometry that allows a target S/N could be computed. In our exam-
ples, we only consider the case of white noise. However, in reality,
acquisition noise is much more complex, and other types of noise
could be modeled to better resemble the conditions in the field.
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APPENDIX A

DERIVATION OF THE UPDATE DIRECTION

We repeat equation 12 as being the derivative of target function
JT;i with respect to the receiver density Φ:

∂JT;i
∂Φ

¼ ∂
∂Φ

�X
n

kΨðznÞΔRiðznÞk2F
�
: (A-1)

Using the definition of the Frobenius norm, we rewrite this expres-
sion as

∂JT;i
∂Φ

¼ ∂
∂Φ

�X
n

Tr½ðΨðznÞΔRiðznÞÞðΨðznÞΔRiðznÞÞH�
�
:

(A-2)

To find the derivative in equation A-2, it is necessary to express
ΔRiðznÞ in terms of Φ. Using equation 7, the term ΔRðznÞ can
be written as

ΔRiðznÞ ¼ RðznÞ − RiðznÞ − αiδRiðznÞ: (A-3)

From equation 9b, it follows that ΔRi−1ðznÞ ¼ RðznÞ − RiðznÞ. By
substituting this in equation A-3, we obtain

ΔRiðznÞ ¼ ΔRi−1ðznÞ − αiδRiðznÞ: (A-4)

The reflectivity update direction δRiðznÞ (Davydenko and
Verschuur, 2017) can be expressed as

δRiðznÞ ¼ δR∪
i ðznÞ − δR∩

i ðznÞ; (A-5)

where the overbar indicates the angle-independent reflectivity
approximation. The terms δR∪

i ðznÞ and δR∩
i ðznÞ are the down-up

and up-down reflectivity update directions, respectively. They are
defined as

δR∪
i ðznÞ¼ diag

�X
ω

½U−
i ðz0;znÞ�HΔPiðz0;z0Þ½Xþ

i ðzn;z0Þ�H
�
;

(A-6a)

δR∩
i ðznÞ¼diag

�X
ω

½U∪
i ðz0;znÞ�HΔPiðz0;z0Þ½X−

i−1ðzn;z0Þ�H
�
;

(A-6b)

where diagfMg clears all off-diagonal elements of matrix M. For
notational brevity, we will omit this part of the notation in the re-
mainder of this paper. The term ΔPiðz0; z0Þ is the data residual at
iteration i obtained with the current acquisition geometry Diðz0Þ. It
is defined as follows:

ΔPiðz0; z0Þ ¼ Diðz0ÞΔX−
i ðz0; z0Þ; (A-7a)

with

ΔX−
i ðz0; z0Þ ¼ X−ðz0; z0Þ − X−

i ðz0; z0Þ: (A-7b)

By substituting equation A-5 in equation A-4, we obtain

ΔRiðznÞ ¼ ΔRi−1ðznÞ − αi½δR∪
i ðznÞ − δR∩

i ðznÞ�: (A-8)

Subsequently, we replace equations A-6a and A-6b in equation A-8:

ΔRiðznÞ¼ΔRi−1ðznÞ−αi
X
ω

½½U−
i ðz0;znÞ�HΔPiðz0;z0Þ½Xþ

i ðzn;z0Þ�H

− ½U∪
i ðz0;znÞ�HΔPiðz0;z0Þ½X−

i−1ðzn;z0Þ�H�: (A-9)

Then, we replace equation A-7a in equation A-9:

ΔRiðznÞ¼ΔRi−1ðznÞ−αi
X
ω

½½U−
i ðz0;znÞ�HDiðz0ÞΔX−

i ðz0;z0Þ½Xþ
i ðzn;z0Þ�H

− ½U∪
i ðz0;znÞ�HDiðz0ÞΔX−

i ðz0;z0Þ½X−
i−1ðzn;z0Þ�H�: (A-10)

To move along the direction of the steepest descent, finite real-
valued updates are needed for the acquisition geometry. Therefore,
instead of using the receiver matrix Diðz0Þ, we use the receiver
density matrix Φiðz0Þ in equation A-7a, which then becomes

ΔPiðz0; z0Þ ¼ Φiðz0ÞΔX−
i ðz0; z0Þ: (A-11)

Subsequently, we substitute equation A-11 in equation A-10 and
obtain

ΔRiðznÞ¼ΔRi−1ðznÞ−αi
X
ω

½½U−
i ðz0;znÞ�HΦiðz0ÞΔX−

i ðz0;z0Þ½Xþ
i ðzn;z0Þ�H

− ½U∪
i ðz0;znÞ�HΦiðz0ÞΔX−

i ðz0; z0Þ½X−
i−1ðzn;z0Þ�H�: (A-12)

Therefore, we can write the term ΨðznÞΔRiðznÞ as

ΨðznÞΔRiðznÞ ¼ A1YB1 − A2YB2 þ C; (A-13)

where

A1 ¼ −αiΨðznÞ
X
ω

½U−
i ðz0; znÞ�H; (A-14a)
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A2 ¼ −αiΨðznÞ
X
ω

½U∪
i ðz0; znÞ�H; (A-14b)

B1 ¼ ΔX−
i ðz0; z0Þ½Xþ

i ðzn; z0Þ�H; (A-14c)

B2 ¼ ΔX−
i ðz0; z0Þ½X−

i−1ðzn; z0Þ�H; (A-14d)

C ¼ ΨðznÞΔRi−1ðznÞ; (A-14e)

Y ¼ Φðz0Þ: (A-14f)

Using this notation, we can write the derivative in equation A-2 as

∂JT;i
∂Φ

¼
X
n

∂
∂Y

Tr½ðA1YB1−A2YB2þCÞðA1YB1−A2YB2þCÞH�:

(A-15)

We expand the right side of equation A-15 and obtain

∂JT;i
∂Φ

¼ ∂
∂Y

TrðA1YB1BH
1 Y

HAH
1 − A1YB1BH

2 Y
HAH

2 þ A1YB1CH

− A2YB2BH
1 Y

HAH
1 þ A2YB2BH

2 Y
HAH

2 − A2YB2CH

þ CBH
1 Y

HAH
1 − CBH

2 Y
HAH

2 þ CCHÞ: (A-16)

To find the derivatives in equation A-16, we make use of the next
two identities (Petersen and Pedersen, 2012):

∂
∂Y

TrðAYBYHCÞ ¼ AHCHYBH þ CAYB; (A-17)

∂
∂Y

TrðAYHBÞ ¼ BA: (A-18)

By applying equations A-17 and A-18 to equation A-16, we obtain
the expression

∂JT;i
∂Φ

¼AH
1 A1YB1BH

1 þAH
1 A1YB1BH

1 −AH
1 A2YB2BH

1 −AH
2 A1YB1BH

2

þAH
1 CB

H
1 −AH

2 A1YB1BH
2 −AH

1 A2YB2BH
1 þAH

2 A2YB2BH
2

þAH
2 A2YB2BH

2 −AH
2 CB

H
2 þAH

1 CB
H
1 −AH

2 CB
H
2 ; (A-19)

which can be further reduced to

∂JT;i
∂Φ

¼ 2AH
1 ðA1YB1 − A2YB2 þ CÞBH

1

− 2AH
2 ðA1YB1 − A2YB2 þ CÞBH

2 : (A-20)

Finally, by substituting equations A-14a–A-14f in equation A-20,
we obtain

∂JT;i
∂Φ

¼−2αi
X
n

X
ω

½U−
i ðz0;znÞΨðznÞΔRiðznÞXþ

i ðzn;z0Þ

−U∪
i ðz0;znÞΨðznÞΔRiðznÞX−

i−1ðzn;z0Þ�½ΔX−
i ðz0;z0Þ�H:

(A-21)

The first term between braces in equation A-21 is a modeled wave-
field based on the weighted residual reflectivity image
ΨðznÞΔRiðznÞ. We define it as

ΔPrðΨðznÞΔRiðznÞÞ ¼ U−
i ðz0; znÞΨðznÞΔRiðznÞXþ

i ðzn; z0Þ
− U∪

i ðz0; znÞΨðznÞΔRiðznÞX−
i−1ðzn; z0Þ: (A-22)

Therefore, we replace equation A-22 in equation A-21 and obtain

∂JT;i
∂Φ

¼ −2αi
X
n

X
ω

ΔPrðΨðznÞΔRiðznÞÞ½ΔX−
i ðz0; z0Þ�H:

(A-23)

Equation A-23 contains the correlation between the data residual
ΔX−

i and the wavefield ΔPr modeled from the residual reflectivity
image ΨðznÞΔRi. Therefore, it can be interpreted as a mapping
from the model update to the data space, at the sampling locations
where more data are needed. Finally, the update direction is given
by

δΦi ¼ −
∂J�T;i
∂Φ

: (A-24)

APPENDIX B

DERIVATION OF THE SCALING PARAMETER

In the gradient descent scheme, the optimal scaling parameter is
found when the update direction at iteration iþ 1 is orthogonal to
the direction at iteration i (Shewchuk, 1994). Therefore, the follow-
ing condition must hold:

½δΦiþ1�HδΦi ¼ 0: (B-1)

To find the update direction δΦiþ1, we use equation A-23 and
assume that the term Φ, which is implicitly contained, can be
linearized:

δΦiþ1 ¼−2αi
X
n

X
ω

½ΔPrðΨðznÞΔRiðznÞÞ�Φ½ΔX−
i ðz0;z0Þ�H:

(B-2)

The subscript Φ in this and subsequent equations refers to the
variables computed for finding the optimal scaling parameter,
which means in the direction of δΦiþ1. The wavefield
½ΔPrðΨðznÞΔRiðznÞÞ�Φ is therefore

½ΔPrðΨðznÞΔRiðznÞÞ�Φ ¼U−
i ðz0;znÞ½ΨðznÞΔRiðznÞ�ΦXþ

i ðzn;z0Þ
þU∪

i ðz0;znÞ½ΨðznÞΔRiðznÞ�ΦX−
i−1ðzn;z0Þ; (B-3)

where ½ΔRiðznÞ�Φ is an image obtained from
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1



½ΔRiðznÞ�Φ ¼ΨðznÞΔRi−1ðznÞ
−αiΨðznÞ

X
ω

f½U−
i ðz0;znÞ�HΦiþ1ΔX−

i ðz0;z0Þ½Xþ
i ðzn;z0Þ�H

þ½U∪
i ðz0;znÞ�HΦiþ1ΔX−

i ðz0;z0Þ½X−
i−1ðzn;z0Þ�Hg: (B-4)

In equation B-4, the receiver density Φiþ1 is used instead of Φi.
Therefore, we may substitute equation 11 in equation B-4:

½ΔRiðznÞ�Φ¼ΨðznÞΔRi−1ðznÞ
−αiΨðznÞ

X
ω

f½U−
i ðz0;znÞ�HðΦiþβiδΦiÞΔX−

i ðz0;z0Þ½Xþ
i ðzn;z0Þ�H

þ½U∪
i ðz0;znÞ�HðΦiþβiδΦiÞΔX−

i ðz0;z0Þ½X−
i−1ðzn;z0Þ�Hg: (B-5)

By substituting equation B-5 in equation B-3, and substituting the
result in equation B-2, we obtain

δΦiþ1 ¼ δΦi − 2αiβi
X
n

X
ω

ΔPrðΨðznÞRϕðznÞÞ½ΔX−
i ðz0; z0Þ�H;

(B-6)
where matrix RϕðznÞ is an image obtained from:

RϕðznÞ¼−2αi
X
ω

f½U−
i ðz0;znÞ�HδΦiΔX−

i ðz0;z0Þ½Xþ
i ðzn;z0Þ�H:

þ½U∪
i ðz0;znÞ�HδΦiΔX−

i ðz0;z0Þ½X−
i−1ðzn;z0Þ�Hg: (B-7)

Finally, by substituting equation B-6 in equation B-1, we obtain the
optimal scaling parameter:

βi ¼
ðδΦiÞHδΦi

diag
n
−2αi

P
n

P
ω
ΔPrðΨðznÞRϕðznÞÞ½ΔX−

i ðz0;z0Þ�H
o
H
δΦi

:

(B-8)

In equation B-8, the denominator is computed following these steps:

1) Compute the reflectivity image RϕðznÞ.
2) From this image, model seismic data ΔPrðΨðznÞRϕðznÞÞ.
3) Correlate these data with the data residual ΔX−

i ðz0; z0Þ.
4) Correlate this result with the current update direction δΦi.
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