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Chapter 1

Introduction

The λ-calculus is an abstract tool that is used in an area where mathematics meets computer
science, to study algorithms, programming languages and even category theory. It was con-
ceived by Alonzo Church, primarily as a foundation for mathematics instead of set theory
or type theory [Chu32]. A couple of years later, Church used it to show that the ‘Entschei-
dungsproblem’ was unsolvable: the problem asked for an algorithm that could tell about
any mathematical statement whether it was true or false, and Church showed that such an
algorithm could not exist [Chu36]. A year later, Alan Turing showed, using previous work
of Kleene [Kle36], that an algorithm is definable using the λ-calculus if and only if it is de-
finable using a Turing machine [Tur37], solidifying the position of both the λ-calculus and
Turing machines as ways to talk about algorithms.

Later, all kinds of different flavours and extensions of the λ-calculus were put forth,
with colorful names like ‘simply typed λ-calculus’, ‘System T’ and ‘PCF’. Even though the
λ-calculus was originally a very theoretical tool, it was also the inspiration for functional
programming languages, and traces of it can be seen in imperative programming languages,
where unnamed functions are commonly called ‘lambda expressions’ [Ora22] and are some-
times even written like lambda x y : (x - y) * (x + y) [Pyt24].

Even so, the theoretical study of the λ-calculus and its extensions continues to this day.
For example, in 20171, a paper by Martin Hyland was published with the title ‘Classical
lambda calculus in modern dress’ [Hyl17]. In this paper, Hyland approaches the λ-calculus
from the viewpoint of universal algebra, using algebraic theories, and more generally cate-
gory theory, to study it. This way, he obtains two new proofs for old theorems. The paper
also contains a new theorem that shows that two different ways to study the λ-calculus using
universal algebra are equivalent.

Now, in the last century, mathematics has changed a lot. Of course, new theorems have
been proved, new conjectures have been made and entire new areas of mathematics have
come into existence. However, like in many professions, the arrival of the computer has
affected the way that work is done in mathematics. All kinds of tools have been created
that aid mathematicians in their job. Some of these tools help with quick calculations for
formulating or disproving new conjectures. Other tools help in structurally verifying ideas.
There even have been some ‘proofs by computer’, which consist of a proof on paper that a
theorem can be reduced to a finite, but very large, computation, and a computer program
that then executes this computation. For example, the first proofs of the four color theorem
[AH76] and the Kepler conjecture [Hal02] were done this way.

However, because the computation part of such a proof involves a lot of code, and com-
puter code tends to contain bugs, accepting a proof by computer involves a certain amount of
trust. Therefore, both of the theorems mentioned have subsequently also been proved using
‘computer proof assistants’ [Gon08; Hal+17]. Such proof assistants, like ‘rocq’, ‘lean’ and

1Note that the paper has been around since 2012, when it was first published as a preprint on arXiv.
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1. INTRODUCTION

‘Agda’, are computer programs with only a very small ‘trusted codebase’2, that can verify
mathematical reasoning. In this way, if we trust the small core of such a proof assistant, and
the proof assistant says that a proof is correct, then we can trust that indeed, the proof is
correct.

This sounds great in theory, but in practice, the way that these programs reason about
mathematics is very formal and rigid. This means that ‘formalizing’, proving something
using a proof assistant, usually involves a great amount of effort, usually much more than
doing a pen-and-paper proof. However, representing this as a choice betweendoing pen-and-
paper proofs and working with proof assistants would be too simplistic. Often, doing a pen-
and-paper proof can help one to develop an intuition and get new ideas, whereas formalizing
those ideas can then help to get a better view of the subtleties of a proof and to sharpen the
understanding of why the proof works. Therefore, there is a lot of ongoing research into
tools and best practices to make the process of formalizing as smooth as possible; to make
these programs, which sometimes are experienced as ‘proof obstructors’, really into ‘proof
assistants’.

Now, much of contemporary mathematics is built on the foundation of set theory with
classical logic, which we will often refer to as classical mathematics. Usually, ‘set theory’ refers
to ZFC: Zermelo Fraenkel set theory with the axiom of choice, developed in the early 1900s
[Zer08]. On the other hand, most of the formalization in proof assistants is built on the foun-
dation of type theory. This is because computers can reason better with types than with
sets, as evidenced by the many typed programming languages that are around nowadays.
However, type theory has been around longer than computers have: it was initially devel-
oped by Bertrand Russell in the early 1900s [Rus03, Appendix B], to create a foundation of
mathematics that avoided Russell’s paradox3.

Nowadays, there are many flavours of type theory around. The proof assistant rocq is
based on the ‘calculus of constructions’ whereas the proof assistant Agda works with the
‘unified theory of dependent types’. Every flavour has its advantages and disadvantages,
but in this thesis we will work with ‘univalent foundations’, set forth by Vladimir Voevodsky
[Voe14]. The advantage of working with univalent foundations is that it makes explicit the
common mathematical principle that ‘things with a similar structure4 are the same’, which
allows us to use it when formalizing.

Unfortunately, there is a trade-off here: we do not get ‘similar objects are the same’ for
free. This is because two objects can often have a similar structure in more than one way. For
example, the set tJ,Ku has two bijections to the set t0, 1u. To accomodate for this, in univalent
foundations, two things can sometimes ‘be the same’ in more ways than one. For example,
we have two equalities between tJ,Ku and t0, 1u. This means that the concept of ‘sameness’
becomesmore complicated toworkwith in univalent foundations than it is in set theory. This
is one of the reasons that there are subtleties involved in transferring definitions and proofs
from set theory to univalent foundations. It is therefore still a topic of ongoing research how
well different parts of set-basedmathematics can be transferred to univalent foundations and
what subtleties pop upwhenmaterial from set-basedmathematics is transferred to univalent
foundations. For example, often in set-based mathematics, two definitions are equivalent if
we assume the axiom of choice. However, sometimes in univalent foundations, the axiom
of choice is not sufficient to make two such definitions equivalent, and then we have two
different definitions. It is then interesting to explore the behaviour of these two different

2The trusted core is the part of the codebase of which we have to trust that it is correct. Among other things,
it verifies the output of every other part of the codebase, so if the trusted core is correct, the rest is too.

3Russell’s paradox is the question “Consider the set of all sets that do not contain themself. Does this set
contain itself?” Answering this question with either ‘yes’ or ‘no’ leads to a contradiction.

4For example, two sets with a bijection between them have a similar structure. Also, two graphs G and H
have a similar structure when there is a bijection f between their sets of vertices, such that for every two vertices
v, w : G, we have a bijection between the set of edges from v to w, and the set of edges from f(v) to f(w).

2



definitions in univalent foundations.
In this thesis, we study the paper ‘Classical lambda calculus in modern dress’ through

the lens of univalent foundations, work out the details of the proofs, and formalize part of
the paper and its preliminaries. The major contributions are:

• More detailed versions of Hyland’s definitions and proofs, complemented with some
examples (Chapters 4 and 6). Also, thework of Dana Scott and Paul Taylor that Hyland
expands upon (Chapter 5), and most of the category theoretical preliminaries needed
to understand the paper (Chapter 2), to make this thesis reasonably self-contained. All
this makes Hyland’s paper more accessible to computer scientists.

• The translation ofHyland’s paper and thework of his predecessors to univalent founda-
tions (Chapter 6). This shows that his work can be translated to univalent foundations,
and contributes to the knowledge about translating classical mathematics to univalent
foundations in general.

• A formalization of part of the paper in rocq (Chapter 7). Of particular interest here
is a tactic for applying β-reduction and substitution to λ-terms (Section 7.10.1). This
formalization contributes to the knowledge about formalization in general.

• A new proof for the fundamental theorem of the λ-calculus (Section 6.4). This version
is easier to read and verify, because it is more elementary and uses less category theory
than Hyland’s proof.

• An analysis of the behaviour of the Karoubi envelope in univalent foundations in gen-
eral (Section 2.12), and in the specific case of Paul Taylor’s and Martin Hyland’s work
(Remark 6.11). It is one of the places where subtleties arise when translating from
classical mathematics to univalent foundations.

Now, most of this thesis works towards Chapter 6, about the three main proofs of Hy-
land’s paper. Because this thesis works from a univalent point of view, Chapter 3 introduces
univalent foundations and builds the preliminary knowledge in that area for the rest of the
paper. As mentioned before, the work of Hyland’s predecessors that is covered in Chapter
5 helps to understand his paper. The category theoretical preliminaries for understanding
Hyland’s paper are covered in Chapter 2. It is probably wise to skim this chapter, and pe-
riodically come back to it to better understand the material in the other chapters. Hyland’s
three main theorems deal with a couple of objects that he introduces. These objects, together
with some properties and examples, are introduced in Chapter 4. Lastly, the formalization
of part of the material covered in this thesis is discussed in Chapter 7.

Throughout this document, links are included to documentation of the corresponding for-
malizedmaterial. The documentation refers to the state of the UniMath repository at commit
5eb5c8958c4dddd4219f895bf7bc51547395522d.
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Chapter 2

Category Theoretic Preliminaries

This chapter will introduce most of the category theory that is needed to understand the
rest of the thesis. The chapter assumes familiarity with the category theoretical concepts
presented in [AW23]. These include categories, functors, isomorphisms, natural transforma-
tions, adjunctions, equivalences and limits.

It is probably wise to skim this chapter upon first reading, and periodically come back to
it to better understand the material in the other chapters.

2.1 Notation
Throughout this thesis, objects of a homotopy set, for example morphisms, will usually be
denoted with lowercase letters like f, g, h and sometimes with Greek letters like ϵ, η, φ, ψ.
Objects of a homotopy 1-type, like objects in a category, will usually be denoted with capital
letters like X,Y, Z . Lastly, (displayed) (bi)categories themselves will usually be denoted
with boldface capital letters like Set or D.

Throughout this thesis, an objectX in a categoryCwill be denoted byX : C. Amorphism
f between objects X and Y in a category C will be denoted by f : C(X,Y ) or sometimes
f : X Ñ Y . Composition of morphisms f : C(X,Y ) and g : C(Y, Z) will be denoted by f ¨ g.
And composition of functors F : AÑ B and G : BÑ C will be denoted by F ‚G.

Throughout this thesis, we will use the notation A – B for an isomorphism of objects in
a category, or of categories themselves. We will use the notation A » B for an equivalence
of types or of categories. If A and B are sets or univalent categories, A – B is equivalent
to A » B. We will often, instead of A – B or A » B just write f : A

„
ÝÑ B, giving the

isomorphism or equivalence a name.
In this thesis, we will often work with ‘tuples’: elements of Sn for some set S and some

natural number n. We will denote

(si)i = (s1, s2, . . . , sn) and s+ t = (s1, . . . , sn, t1, . . . , tm) : S
n+m

for s : Sn and t : Sm.

2.2 Universal Arrows
One concept in category theory that can be used to describe a lot of limits and adjunctions is
that of a universal arrow (see for example [Mac98], Part III)

Definition 2.1. A universal arrow from an object X : D to a functor F : C Ñ D consists of
an object Y : C and a morphism f : D(X,F (Y )) such that for every similar pair (Y 1, f 1), f 1
factors uniquely as f ¨ F (g) for some g : C(Y, Y 1):

5



2. CATEGORY THEORETIC PRELIMINARIES

X

F (Y ) F (Y 1)

f
f 1

F (g)

Alternatively, we can characterize universal arrows by their action on hom-sets:

Lemma 2.2. Let F : C Ñ D be a functor and X : D an object. An object Y : C and an arrow
f : D(X,F (Y )) form a universal arrow from X to F if and only if the function

(g ÞÑ f ¨ F (g)) : C(Y, x)Ñ D(X,F (x))

is a bijection.
Conversely, for all Y : C and X : D, every bijection

C(Y, Z) – D(X,F (Z))

that is natural in Z arises in this way from some universal arrow f : D(X,F (Y )).

Proof. See [Mac98, Chapter III.2, Proposition 1].

There is also the dual concept: a universal arrow (X, f) from a functor F to an object
Y : C. Its universal property can be summarized in the following diagram:

F (X 1) F (X)

Y
f 1

F (g)

f

2.3 Adjunctions and Equivalences
Recall that an adjunction L % R is a pair of functors

D C
R

L

with natural transformations (the unit and co-unit)

η : idC ñ L ‚R and ϵ : R ‚ Lñ idD

such that the diagrams

L L

L ‚R ‚ L

η‚L

idL

L‚ϵ

R R

R ‚ L ‚R

R‚η

idR

ϵ‚R

commute (these are called the triangle identities or zigzag identities). Here the natural trans-
formation η ‚ L : L ‚ R ‚ L is the natural transformation η whiskered on the right by L, and
the other whiskered transformations are similar.

An alternative characterization [Mac98, Chapter IV.1, Theorem 2] of an adjunctionL % R
is as a natural bijection

φ : D(L(X), Y )
„
ÝÑ C(X,R(Y )).

6



2.3. Adjunctions and Equivalences

Naturality means that for all f : C(X 1, X), g : D(Y, Y 1) and h : D(L(X), Y ),
φ(L(f) ¨ h ¨ g) = f ¨ φ(h) ¨R(g).

Lastly, one can construct an adjunction using universal arrows. This lends itself particu-
larly well for a formalization, where it is often preferable to have as few ‘demonstranda’ as
possible:

Lemma 2.3. One can construct an adjunction (L,R, η, ϵ) as above from only the functor L : CÑ D
and, for each X : C, a universal arrow (R(X), ϵX) from L to X .

Proof. See [Mac98, Chapter IV.1, Theorem 2 (iv)].

2.3.1 Adjoint Equivalences
An (adjoint) equivalence of categories has two equivalent definitions, that only differ in
which notion they take as the base. In this case, we will use the definition that is based
on adjunctions:

Definition 2.4. An adjoint equivalence between categoriesC andD is a pair of adjoint functors
L % R like above such that the unit η : idC ñ L ‚ R and co-unit ϵ : R ‚ L ñ idD are
isomorphisms of functors.

The alternative is to define an adjoint equivalence as an equivalence of categories (a tuple
(L,R, η, ϵ) of two functors and two natural transformations, where η and ϵ are isomorphisms
of functors) that additionally satisfies the zigzag identities.

2.3.2 Weak Equivalences
There is also the notion of ‘weak equivalence’. In some cases, this is equivalent to an adjoint
equivalence (for example, when its domain is univalent, see Section 3.2).

Definition 2.5. A functor F : C Ñ D is called a weak equivalence if it is essentially surjective
and fully faithful. We will sometimes denote a weak equivalence with

C D

because intuitively it is injective and surjective, up to isomorphism.

2.3.3 Exponential Objects
Note that in the category of sets, for allX,Y : Set, we have a set of functions (X Ñ Y ). Also,
for all X,Y, Z , there is a (natural) bijection

(X ˆ Y Ñ Z) – (X Ñ (Y Ñ Z))

which we can also write as
Set(X ˆ Y, Z) – Set(X, (Y Ñ Z)).

In other words, we have functors X ÞÑ X ˆ Y and Z ÞÑ (Y Ñ Z), and these two form an
adjunction. The following generalizes this

Definition 2.6. A category C has exponential objects (or exponentials) if for all X : C, the
functor X 1 ÞÑ X 1 ˆX has a right adjoint, which we denote Y ÞÑ Y X .

Remark 2.7. It is actually very well possible that a category does not have all exponentials,
but it has some objects X,Y, Y X : C with a bijection

C(X 1 ˆX,Y ) – C(X 1, Y X)

that is natural in X 1. Then Y X is still called an exponential object.

7



2. CATEGORY THEORETIC PRELIMINARIES

2.3.4 Forgetful Functors and Free Objects
In mathematics, we often deal with objects that are ‘based on’ other objects. For example, a
ring is a set with some additional structure. Often, this is a relation between the respective
categories (for example, in the case of a displayed category, see Section 7.4), and such a
relation gives rise to a forgetful functor, that ‘forgets’ about the additional structure. In the
examples of rings and sets, the forgetful functor sends a ring to its underlying set, and a ring
morphism to the function between the sets. However, note that there is no formal definition
of forgetful functors. The name is more of a way to talk about the perceived relation between
the categories.

Definition 2.8. Given a forgetful functor F : C Ñ D, we define the free functor associated to
F to be the left adjoint to F , if it exists.

Example 2.9. Consider the forgetful functor from the category of commutative rings to the
category of sets, sending a ring to its underlying set. This has a left adjoint, sending the
set t1, 2, . . . , nu to the polynomial ring Z[X1, . . . , Xn], and more generally, sending S to the
polynomial ring Z[Xs]s:S . This ring is then called ‘the free commutative ring on S’. If S has
n elements, the ring is also called ‘the free commutative ring on n generators’.

The free functor sends a function f : S Ñ T to the ring morphism Z[Xs]s:S Ñ Z[Xt]t:T
that sends Xs to Xf(s).

The natural bijection
Rng(Z[Xs]s:S , R) – Set(S,R)

then sends f : Rng(Z[Xs]s:S , R) to s ÞÑ f(Xs) and g : Set(S,R) to the morphism that sends
Xs to g(s).

However, as with exponential object, sometimes we have a forgetful functor F : C Ñ D,
but we cannot give a free functor on the entire category D. In such a case, we might still talk
about free ‘objects’:

Definition 2.10. Let F : C Ñ D be a forgetful functor. Given X : D, the free object on X is a
universal arrow (Y, f) from X to F .

Remark 2.11. By [Mac98], Chapter IV.1, Theorem 2 (ii), if we have a free object on everyX : D,
we can piece these together to get a free functor associated to F .

2.4 Yoneda
LetC be a category. One of the categories that is often important in the study ofC is its presheaf
category PC = [Cop,Set]. Its objects are the functors from Cop to Set and its morphisms are
the natural transformations between the functors.

We can embed C fully faithfully into PC as follows [KS06, Section 1.4]:

Definition 2.12. The Yoneda embeddingよ : C ãÑ PC is given on objects byよ(Y ) = C(´, Y ):

よ(Y )(X) = C(X,Y ) and よ(Y )(f)(g) = f ¨ g

for X : C, f : C(X,X 1) and g : C(X 1, Y ). It sends a morphism f : C(Y, Y 1) to the natural
transformationよ(f) : C(´, Y )ñ C(´, Y 1) given by

よ(f)(X)(g) = g ¨ f

for X : C and g : C(X,Y ).

Now, this embedding has a couple of properties:
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2.4. Yoneda

Lemma 2.13. For any Y : C and F : PC, we have a bijection PC(よ(Y ), F ) – F (Y ), and this
bijection is natural in Y and F .

Proof. It sends a natural transformation a : PC(よ(Y ), F ) to the element aY (idY ). Conversely,
it sends an element X : P (Y ) to the natural transformation a given by aX(f) = P (f)(X) for
all f :よ(Y )(X) = C(X,Y ). For more details, see [KS06, Proposition 1.4.3].

Remark 2.14. For any category D, the category [C,D] has (co)limits of some kind (terminal
or initial object, (co)products, (co)equalizers) if and only if D does. These (co)limits are
computed pointwise: for example, for binary products, (F ˆ G)(X) = F (X) ˆ G(X). In
particular PC has all limits and colimits because Set has all limits and colimits.
Remark 2.15. Also, for any small category C (small means that the collection of objects is a
type in our type universe. For example: for a fixed universe of types, Type or Set are not
small categories, the universe of types is not contained in itself), the presheaf category PC
has exponential objects, given by

(FG)(X) = PC(よ(X)ˆG,F ),

the natural transformations from the product functor of the Yoneda embedding ofX and G,
to F [MM94, Section I.6, Proposition 1].

Definition 2.16. Suppose that we have a functor F : CÑ D, and C and D both have binary
products. Then forX,Y : C, we have morphisms π1 : X ˆ Y Ñ X and π2 : X ˆ Y Ñ Y and
applying F to these yields morphisms from F (X ˆ Y ) to F (X) and F (Y ). We then have a
product morphism

xF (π1), F (π2)y : F (X ˆ Y )Ñ F (X)ˆ F (Y ).

Now, if this morphism is an isomorphism for all X,Y : C, we say that F preserves binary
products.

One can imagine that there exists a similar definition of preservation of limits in general,
in which the limit morphism of ‘F applied to the projections from the limit’ is an isomor-
phism, for any limit in C.

Definition 2.17. Suppose that we have a functor F : CÑ D that preserves binary products,
and C and D have exponential objects. Then for X,Y : C, we have natural bijections

φ : C(XYˆY,X)
„
ÝÑ C(XY , XY ) and ψ : D(F (XY )ˆF (Y ), F (X))

„
ÝÑ D(F (XY ), F (X)F (Y ))

This gives amorphismF (φ´1(idXY )) : D(F (XYˆY ), F (X)). Precomposingwith the inverse
of the isomorphism f : F (XY ˆ Y )

„
ÝÑ F (XY )ˆ F (Y ) and applying ψ gives

ψ(f´1 ¨ φ´1(idXY )) : D(F (XY ), F (X)F (Y )).

We say that F preserves exponentials if this morphism is an isomorphism for all X,Y : C. A
name for a functor that preserves exponentials is a cartesian functor.

Lemma 2.18. The Yoneda embedding preserves limits.

Proof. See [Bor94, Volume 1, Proposition 2.15.5] for the full proof, but note that for binary
products, we have bijections

よ(X ˆ Y )(Z)
„
ÝÑよ(X)(Z)ˆよ(Y )(Z)

sending f : C(Z,X ˆ Y ) to the pair (f ¨ π1, f ¨ π2) and conversely, sending a pair (g1, g2) :
C(Z,X)ˆC(Z, Y ) to the product morphism xg1, g2y :よ(Z,XˆY ). This idea is also the core
of the proof about general limits.
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2. CATEGORY THEORETIC PRELIMINARIES

Lemma 2.19 (yoneda_preserves_exponentials). The Yoneda embedding preserves exponentials.

Proof. First of all, note that for X,Y, Z : C, we have a sequence of isomorphisms [Kam]

よ(XY )(Z) – PC(よ(Z),よ(XY ))

– C(Z,XY )

– C(Z ˆ Y,X)

– PC(よ(Z ˆ Y ),よ(X))

– PC(よ(Z)ˆよ(Y ),よ(X))

– PC(よ(Z),よ(X)よ(Y ))

– (よ(X)よ(Y ))(Z)

using (once or twice) the Yoneda lemma, fully faithfulness of the Yoneda embedding, the
property of the exponential object, and the fact that the Yoneda embedding preserves binary
products.

Some calculating shows that when applying this isomorphism to some f : よ(XY )(Z),
we get the natural transformation h : PC(よ(Z)ˆよ(Y ),よ(X)) given by

hZ(g1, g2) = xg1, g2y ¨ φ
´1(f)

for all Z : C and (g1, g2) :よ(Z)(Z)ˆよ(Y )(Z) and with the natural bijection

φ : C(Z ˆ Y,X)
„
ÝÑ C(Z,XY ).

It turns out that when we apply the morphism in Definition 2.17 to f , we get exactly the
same natural transformation. Therefore, themorphism in Definition 2.17 is the isomorphism
defined here and we conclude thatよ preserves exponentials.

For a functor between categories f : CÑ D, given the Yoneda embeddingsよC : CÑ PC
andよD : DÑ PD (we will often omit the subscript C and D), we can create a diagram

C D

PC PD

f

よ よ

f
op
˚

Note that the arrows in this diagram are functors, so objects in a category, instead of elements
of a set. Therefore, it often does not make a lot of sense to talk about ‘equality’ of the func-
tors along the different paths, but we rather talk about isomorphism in the functor category
[C, PC]. If we have such an isomorphism, we say the diagram ‘2-commutes’:

Lemma 2.20. If f : CÑ D is a fully faithful functor, the diagram above 2-commutes.

Proof. For Y,X : C, since f is fully faithful, we have isomorphisms of sets, given by

よ(Y )(X) = C(X,Y )
„

ÝÝÝÑ
fX,Y

D(f(X), f(Y )) = f
op
˚ (よ(f(Y )))(X).

Also, for g : C(X 1, X), the following diagram commutes

よ(Y )(X) f
op
˚ (よ(f(Y )))(X)

よ(Y )(X 1) f
op
˚ (よ(f(Y )))(X 1)

g¨´

fX,Y

fX1,X(g)¨´

fX1,Y
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2.5. Fibrations

so the isomorphism is natural in X and we haveよ(Y ) – f
op
˚ (よ(f(Y ))) in PC. Lastly, for

g : C(Y, Y 1) and X : C, the following diagram commutes

よ(Y )(X) f
op
˚ (よ(f(Y )))(X)

よ(Y 1)(X) f
op
˚ (よ(f(Y 1)))(X)

´¨g

fX,Y

´¨fY,Y 1 (g)

fX,Y 1

so the isomorphism is natural in Y and we haveよ – f ‚よ ‚ f
op
˚ in [C, PC].

2.5 Fibrations
Let P : E Ñ B be a functor. In this case, we will view this as the category E ‘lying over’ the
category B, with for every point X : B, a slice EX = P´1(B) lying ‘above’ X .

Definition 2.21. A morphism f : E(Y, Z) is called cartesian if for all g : E(X,Z) and h :
B(P (X), P (Y ))with h¨P (f) = P (g), there exists h : E(X,Y ) such that P (h) = h and h¨f = g,
like illustrated in the following diagram from [nLa24b]

E X Y Z

B P (X) P (Y ) P (Z)

P

@g

D!h f

@h

P (g)

P (f)

Definition 2.22. P is a fibration if for all Y : E and morphisms f : B(X,P (Y )), there exist an
object X : E and a cartesian morphism f : E(X,Y ) such that P (X) = X and P (f) = f :

E X Y

B X P (Y )

P

Df

@f

2.6 (Co)slice Categories
Given an object in a category X : C, the morphisms to and from X constitute the slice and
coslice categories

Definition 2.23. The slice category C Ó X is the category with as objects the morphisms toX :

(C Ó X)0 =
ÿ

Y :C
C(Y,X).

The morphisms from (Y1, f1) to (Y2, f2) are the morphisms g : Y1 Ñ Y2 making the following
diagram commute.

Y1 Y2

X

g

f1 f2
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The coslice category X Ó C is similar, but with the morphisms from X instead of to X :

(X Ó C)0 =
ÿ

Y :C
C(X,Y ).

Now, if we have an object in a slice category, we can again look at the slice of the slice
category over that object. However, this gives us nothing new:

Lemma 2.24. Let (Y, f) be an object in the slice category (C Ó X). The slice category ((C Ó X) Ó
(Y, f)) is equivalent to (C Ó Y ).

Proof. An object of ((Z, g), a) : ((C Ó X) Ó (Y, f)) is an object (Z, g) : (C Ó X), together with a
morphism a : (C Ó X)((Z, g), (Y, f)). That is, a morphism a : C(Z, Y ) such that the obvious
triangle commutes (shown in the diagram below on the far left).

Then amorphismbetween ((Z1, g1), a1) and ((Z2, g2), a2) is amorphism b between (Z1, g1)
and (Z2, g2) that commutes with a1 and a2. Note that a morphism between (Z1, g1) and
(Z2, g2) is a morphism between Z1 and Z2 that commutes with g1 and g2.

Z1 Z2

Y

X

g1

a1

b

g2

a2

f

ô

Z1 Z2

Y

a1

b

a2

Now, note that g1 and g2 are completely determined by gi = ai ¨ f , so we can leave them
out. Also, if b commutes with a1 and a2, it automatically also commutes with g1 and g2.
Therefore, as shown above, we have a correspondence between objects and morphisms

b : ((Z1, g1), a1)Ñ ((Z2, g2), a2)ô b : (Z1, a1)Ñ (Z2, a2).

Now, the slice categories inherit some structure from the original category:

Lemma 2.25. For (Y1, f1), (Y2, f2) : (C Ó X), their product in the slice category is given by their
pullback, or fibered product, Y1 ˆX Y2, together with the induced morphism g : Y1 ˆX Y2 99K X .

Proof. Consider the diagram below. The fibered product gives ‘projections’ h1 and h2. Also,
if we have some (Z, a) : (C Ó X), together with morphisms b1 : (Z, a) Ñ (Y1, f1) and b2 :
(Z, a)Ñ (Y2, f2). Then b1 and b2 commute with f1 and f2, so by the universal property of the
fibred product, there exists a unique morphism γ : Z Ñ Y1 ˆX Y2 that makes the triangles
with b1 and h1, and with b2 and h2 commute. Then γ commutes with a and g as well, so it
is a morphism in (C Ó X). This shows that (Y1 ˆX Y2, g) has the universal property of the
product in (C Ó X).

Z Y1 ˆX Y2 Y2

Y1 X

b1

b2

a

γ

h2

h1
g

f2

f1
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2.7. Dependent Products and Sums

For a category C with products, Hyland introduces the notation ∆XY for the element
(X ˆ Y, p1) : (C Ó X), and we will follow his example in this.

In fact, ∆X : C Ñ (C Ó X) is a functor, with ∆X(f) = idX ˆ f for f : C(Y, Y 1). If C has
a terminal object T and we identify C with (C Ó T ), then ∆X is the pullback functor along
(C Ó T ) Ñ (C Ó X) along the morphism ! : X Ñ T . This functor preserves the terminal
object, products and pullbacks:

Lemma 2.26. ∆X preserves all limits.

Proof. Take a diagram ((Yi)i, (fj)j) in C. Suppose that this has a limit L : C with projections
gi : C(L, Yi). Now, consider an object (Z, q) : (C Ó X), together with morphisms hi : (C Ó

X)((Z, q),∆XYi), that commute with the ∆Xfj :

Z

X ˆ L

X ˆ Ymj X ˆ Ynj

hmj hnj

∆Xgmj ∆Xgnj

∆Xfj

Then the morphisms in (C Ó X)((Z, q),∆XL), commuting with the ∆Xgj and hj are the
morphisms in C(Z,XˆL) – C(Z,X)ˆC(Z,L) that commute with the projections toX and
the idX ˆ gj and hj . Since the morphisms in C(Z,X) commuting with q and idX are exactly
q, we can forget about this component, and the morphisms we are looking for correspond to
the morphisms inC(Z,L) that commute with the gj and hj ¨p1. Since (L, (gj)j) is a limit, this
is a unique morphism.

Lemma 2.27. ∆X preserves exponential objects:

Proof. See [Bor94, Volume 3, Lemma 5.8.2]. There, the following isomorphisms are used for
the proof:

(C Ó X)((W, f),∆XY
Z) – C(W,Y Z)

– C(W ˆ Z, Y )

– (C Ó X)((W ˆ (X ˆ Z), xf, p1y),∆XY )

– (C Ó X)((W, f)ˆ∆XZ,∆XY )

2.7 Dependent Products and Sums
The following is based loosely on Section 4.1 of [Tay86].

Take a category C. To talk about dependent sums
ř

x:X Yx and products
ś

x:X Yx in C,
we first need some way to construct the family of objects (Yx)x. Of course, we can do this
externally using a set X , and picking an object Yx : C for every element x : X . We then have
a category of such families CX , with objects (Yx)x and morphisms (fx)x : CX((Yx)x, (Zx)x),
with fx : Yx Ñ Zx. WewriteCX becausewe can view this as just theX-fold power ofC. Now,
this assignment of categories X ÞÑ CX can be turned into a contravariant (pseudo)functor
of 2-categories Setop Ñ Cat. It sends a morphism f : X1 Ñ X2 to the ‘relabeling’ or ‘substi-
tution’ functor CX2 Ñ CX1 , (Yx)x ÞÑ (Yf(x))x.

However, there is also an internal representation, as a morphism Y Ñ X . We can turn the
collection of these morphisms over all theX : C simultaneously into a category C2 (abusing
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2. CATEGORY THEORETIC PRELIMINARIES

notation a bit, writing 2 for the two-point category ‚ Ñ ‚). Then taking codomains (Y Ñ

X) ÞÑ X gives a functor C2 Ñ C. The fiber of this functor above X is the slice category
(C Ó X).

In Set, the external and internal ways of indexing are actually equivalent, because given
a family (Yx)x we can construct a morphism f = π1 :

ř

x:X Yx Ñ X and conversely, we can
recover the family (Yx)x as (f´1(x))x.

Also note that for Set, if we consider an indexed family (Zy)y as some function Z : Y Ñ
Set, then substitution over f : X Ñ Y is just given by postcomposition Z ˝ f : X Ñ Set. It
turns out that in the internal representation this is a pullback

ř

x:X Zf(x)
ř

y:Y Zy

X Y

π1
{

π1

f

This can be extended to a pullback or ‘substitution’ functor f˚ : (Set Ó Y ) Ñ (Set Ó X),
which Taylor calls Pf . This turns the functor Set2 Ñ Set into a fibration. We can construct
such a functor f˚ for any categoryCwith pullbacks and anymorphism f : C(X,Y ), and this
makes the functor C2 Ñ C into a fibration.

Now, in Set, for a family (Yx)x, consider the dependent product
ś

x:X Yx. Its elements
(yx)x can be identified with morphisms from the terminal set: t‹u Ñ

ś

x:X Yx, sending ‹ to
(yx)x. However, they can also be identified with the morphisms f : X Ñ

ř

x:X Yx that make
the following diagram commute, sending x to yx:

X
ř

x:X Yx

X

idX

f

π1

These are morphisms in (Set Ó X) from (X, idX) to (
ř

x:X Yx, π1). Note that for the terminal
morphism f : X Ñ t‹u, we have (X, idX) = f˚(t‹u, idt‹u). To summarize, we have a bijection

(Set Ó X)
(
f˚(t‹u, idt‹u), (Yx)x

)
– (Set Ó t‹u)

(
(t‹u, idt‹u),

(
ź

x:X

Yx, !

))

for ! the terminal morphism. Now, for an internal indexed family f : Y Ñ X and given
a family of families ((Zy)y:Yx)x:X , we can wonder whether we can construct the family of
dependent products (

ś

y:Yx
Zy)x. In Set, this is definitely possible, and from this, we get a

bijection again(
Set Ó

ÿ

x:X

Yx

)
(f˚(X, idX), (Zy)x,y) – (Set Ó X)

(X, idX),
(

ź

y:Yx

Zy

)
x

 .

with p :
ř

x:X

ř

y:Yx
Zy Ñ

ř

x:X Yx defined as p(x, y, z) = (x, y). These bijections suggest an
adjunction f˚ %

ś

.... We can use this to define in general

Definition 2.28. For a category C and a morphism f : Y Ñ X , the dependent product along f
is, if it exists, the right adjoint to the pullback functor:

(C Ó X) (C Ó Y )
f˚

ś

f

%
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Remark 2.29. As argued above, we can recover the familiar dependent product
ś

x:X Yx of a
family (Yx)x as the dependent product

ś

f (
ř

x Yx, π1) along the terminal morphism f : X Ñ

I . Here we use the equivalence between (C Ó I) and C.
Nowwe turn our attention to dependent sums. In Set, let (Yx)x and (Y 1x)x be two families

over X and let ((Zy)y:Yx)x:X be a family of families. Let f :
ř

x:X Yx Ñ X be the internal
representation of (Yx)x. A family of maps gx : (

ř

y:Yx
Zy)x Ñ Y 1x consists of maps Zy Ñ Y 1x

for all y : Yx, so these are maps gy : Zy Ñ Y 1f(y). This gives a bijection

(Set Ó X)

(ÿ

y:Yx

Zy

)
x

, (Y 1x)x

 – (Set Ó
(

ÿ

x:X

Yx

))
((Zy)y, f

˚((Y 1x)x)).

This, again, suggests an adjunction which we will use as a definition.

Definition 2.30. For a category C and a morphism f : Y Ñ X , the dependent sum along f is,
if it exists, the left adjoint to the pullback functor:

(C Ó X) (C Ó Y )
f˚

ř

f

%

However, note that the conversion from an external to an internal representation in Set
already contained a dependent sum, which is no coincidence. It turns out that in practice,
we will never have a hard time obtaining dependent sums:

Lemma 2.31. Let f : C(Y,X) be a morphism in a category. If the pullback functor f˚ : (C Ó X)Ñ
(C Ó Y ) exists, it has a left adjoint given by postcomposition with f .

Proof. For morphisms g : Z Ñ X , h : W Ñ Y , the universal property of the pullback, with
the following diagram

W f˚Z Z

Y X

φ

ψ

h
f˚g

{
g

f

gives a bijection between morphisms φ : W Ñ f˚Z that commute with h and f˚g, and
morphisms ψ :W Ñ Z that commute with h, g and f . In other words:

(C Ó X)(h ¨ f, g) – (C Ó Y )(h, f˚(g)),

which shows the adjunction.

Now, let g : Y Ñ X be the internal representation of an indexed family (Yx)x and let
f : X Ñ I be the terminal projection. We have

ř

x:X Yx = g ¨ f : Y Ñ I . By the equivalence
between (C Ó I) and C, we see that the dependent sum of the family (Yx)x is exactly Y .
Therefore, our attention is mainly focused on the dependent product.

We will close this section with a name for a category that has all dependent products:

Definition 2.32. A locally cartesian closed category is a category C with pullbacks such that
each pullback functor f˚ has a right adjoint.

Apart from having dependent sums and products, there also is the following theorem
that shows the significance of locally cartesian closedness:
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Lemma 2.33. A category C is locally cartesian closed if and only if (C Ó X) is cartesian closed for
each X : C.

Proof. See the end of Section 1.3 of [Fre72].

Remark 2.34. Note that for X,Y, Z : C and f : C(Y,X), the following diagram shows that
f˚∆XZ – ∆Y Z:

Y ˆ Z X ˆ Z Z

Y X I

p1

fˆidZ

p1

p2

!

f !

Lemma 2.35. For Z,X, Y : C and p1 : X ˆ Y Ñ X ,
ź

p1

∆XˆY Z – ∆XZ
Y

Proof. First of all, note that (C Ó X ˆ Y ) – ((C Ó X) Ó ∆XY ). Also note that the composite
morphism (X ˆ Y )ˆ Z

p1
ÝÑ X ˆ Y

p1
ÝÑ X is the element ∆X(Z ˆ Y ) : (C Ó X).

By Proposition 1.34 in [Fre72],
ś

p1
∆XˆY Z is given as the following pullback:

ś

p1
∆XˆY Z (∆XY ˆ Z)

∆XY

X (∆XY )∆XY

(∆Xp1)
∆XY

ByLemma2.27,∆X preserves exponential objects, so themorphismon the right is∆Xp
Y
1 :

(C Ó X)(∆X(Y ˆ Z)Y ,∆XY
Y ). However, we have an isomorphism (Y ˆ Z)Y – Y Y ˆ Y Z ,

and then the morphism on the right becomes

∆Xp1 : (C Ó X)(∆X(Y
Y ˆ Y Z),∆XY

Y )

We also have an isomorphismX – ∆XI . Then by Lemma 2.26 and Remark 2.34, the pullback
of this diagram is ∆XZ

Y :

∆XZ
Y ∆X(Y

Y ˆ ZY )

∆XI ∆XY
Y

∆Xp1

2.8 (Weakly) Terminal Objects
Definition 2.36. If a category has an object I , such that there is a (not necessarily unique)
morphism to it from every other object in the category, I is said to be a weakly terminal object.

Definition 2.37. Let C be a category with terminal object I . For an object X : C, a global
element of X is a morphism f : C(I,X).
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2.9. Kan Extensions

2.9 Kan Extensions
One of the most general and abstract concepts in category theory is the concept of Kan exten-
sions. In [Mac98], Section X.7, MacLane notes that

“The notion of Kan extensions subsumes all the other fundamental concepts of category
theory.”

In this thesis, we will use left Kan extension a handful of times. It comes in handy when
we want to extend a functor along another functor in the following way:

Let A, B and C be categories and let F : AÑ B be a functor.

Definition 2.38. Precomposition gives a functor between functor categories F˚ : [B,C] Ñ
[A,C]. If F˚ has a left adjoint, we will call this adjoint functor the left Kan extension along F
and denote it LanF : [A,C]Ñ [B,C].

A B

C

F

F˚G G

A B

C

F

G LanFG

Analogously, when F˚ has a right adjoint, one calls this the right Kan extension along F
and denote it RanF : [A,C]Ñ [B,C].

If a category has limits (resp. colimits), we can construct the right (resp. left) Kan ex-
tension in a ‘pointwise’ fashion (see Theorem X.3.1 in [Mac98] or Theorem 2.3.3 in [KS06]).
Below, I will outline the parts of the construction that we will need explicitly in this thesis.

Lemma 2.39. If C has colimits, LanF exists.

Proof. First of all, for objects X : B, we take

(LanFG)(X) := colim
(
(F Ó X)Ñ A G

ÝÑ C
)
.

Here, (F Ó X) denotes the comma category with as objects the morphisms B(F (Y ), X)
for all Y : A, and as morphisms from f1 : B(F (Y1), X) to f2 : B(F (Y2), X) the morphisms
g : A(Y1, Y2) that make the diagram commute:

F (Y1) F (Y2)

X

F (g)

f1 f2

and (F Ó X)Ñ A denotes the projection functor that sends f : B(F (Y ), X) to Y .
Now, a morphism h : B(X1, X2) gives a morphism of diagrams, sending the G(Y ) corre-

sponding to f : B(F (Y ), X1) to theG(Y ) corresponding to f ¨h : B(F (Y ), X2). From this, we
get a morphism (LanFG)(h) : C((LanFG)(X1), (LanFG)(X2)).

The unit of the adjunction is a natural transformation η : id[A,C] ñ LanF ‚ F˚. We will
define this pointwise, forG : [A,C] andY : A. Our diagramcontains theG(Y ) corresponding
to idF (Y ) : (F Ó F (Y )) and the colimit cocone gives a morphism

ηG(Y ) : C(G(Y ),LanFG(F (Y ))),

the latter being equal to (LanF ‚ F˚)(G)(Y ).
The co-unit of the adjunction is a natural transformation ϵ : F˚ ‚ LanF ñ id[B,C]. We

will also define this pointwise, for G : [B,C] and X : B. The diagram for LanF (F˚G)(X)

17
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consists of G(F (Y )) for all f : B(F (Y ), X). Then, by the universal property of the colimit,
the morphisms G(f) : C(G(F (Y )), G(X)) induce a morphism

ϵG(X) : C(LanF (F˚G)(X), G(X)).

Lemma 2.40 (pre_comp_split_essentially_surjective). If F : AÑ B is a fully faithful functor,
and C is a category with colimits, η : id[A,C] ñ LanF ‚ F˚ is a natural isomorphism.

Proof. To show that η is a natural isomorphism, we have to show that ηG(Y ) : G(Y ) ñ
LanFG(F (Y )) is an isomorphism for all G : [A,C] and Y : A. Since a left adjoint is unique
up to natural isomorphism [AW23, Exercise 153], we can assume that LanFG(F (Y )) is given
by

colim((F Ó F (Y ))Ñ A G
ÝÑ C).

Now, the diagram for this colimit consists of G(X) for each arrow f : B(F (X), F (Y )). Since
F is fully faithful, we have f = F (f) for some f : A(X,Y ). If we now take the arrows
G(f) : C(G(X), G(Y )), the universal property of the colimit gives an arrow

φ : C(LanFG(F (Y )), G(Y ))

which constitutes an inverse to ηG(Y ). The proof of this revolves around properties of the
colimit and its (induced) morphisms.

Remark 2.41. In the same way, if C has limits, ϵ is a natural isomorphism.

Corollary 2.42. If C has limits or colimits, precomposition of functors [B,C] along a fully faithful
functor is (split) essentially surjective.

Proof. For each G : [A,C] we take LanFG : [B,C], and we have F˚(LanFG) – G.

Corollary 2.43. If C has colimits (resp. limits), left (resp. right) Kan extension of functors [A,C]
along a fully faithful functor is fully faithful.

Proof. Since left Kan extension along F is the left adjoint to precomposition, we have

[A,C](LanFG,LanFG1) – [B,C](G,F˚(LanFG1)) – [B,C](G,G1).

2.10 Coends
This section is based on Section 1.2 of [Rie14].

In this thesis, we will encounter co-ends a couple of times, so we will introduce them
here.

Definition 2.44. Let C,D be categories and F : Cop ˆ CÑ D a functor. We define the coend
şX:C

F (X,X) to be the colimit

ž

f :C(Y,Z)
F (Z, Y )

ž

X:C
F (X,X)

ż C
F

F (f,idZ)

F (idY ,f)

Remark 2.45. An alternative way to phrase this, is that
şC
F : D is an object, equipped with

arrows F (X,X)Ñ
şC
F such that for all f : C(Y, Z), the following diagram must commute
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F (Z, Y ) F (Y, Y )

F (Z,Z)
şC
F

F (f,idY )

F (idZ ,f)

and such that for any other G : D with the same properties, we have a unique morphism
ş

C F Ñ G, making the triangles commute

F (X,X)
ş

C F

G

Remark 2.46. Of course, a co-end is actually the dual notion of an end, which can be defined
as the equalizer of the diagram above, but with the arrows reversed.
Remark 2.47. Left Kan extension can be expressed as a coend:

LanFG(Y ) =

ż X:A
D(Fa, Y ) ¨GX

where S ¨ Z for S a set and Z : C denotes the ‘copower’, which intuitively acts as the S-fold
coproduct:

S ¨ Z =
ž

s:S

Z.

2.11 Monoids as Categories
Take a monoidM .

Definition 2.48 (monoid_to_category_ob). We can construct a category CM with CM0 = t‹u,
CM (‹, ‹) = M . The identity morphism on ‹ is the identity 1 : M . The composition is given
by multiplication g ¨CM

f = f ¨M g.

Remark 2.49 (monoid_to_category). Actually, we have a functor from the category of monoids
to the category of setcategories (categories whose object type is a set).

A monoid morphism f : M Ñ N is equivalent to a functor Ff : CM Ñ CN . Any functor
Ff : CM Ñ CN sends ‹M to ‹N and corresponds to the monoid morphism as Ff (m) = f(m)
form : CM (‹, ‹) =M .

Lemma 2.50. An isomorphism of monoids gives an (adjoint) equivalence of categories.

Proof. Given an isomorphism f : M
„
ÝÑ N , we have functors Ff : CM Ñ CN and Ff´1 :

CN Ñ CM . Take the identity natural transformations η : idCM
ñ Ff‚Ff´1 and ϵ : Ff´1‚Ff ñ

idCN
. Of course these are natural isomorphisms.

Definition 2.51 (monoid_action). A right monoid action ofM on a setX is a functionXˆM Ñ

X such that for all x : X ,m,n :M ,

x1 = x and (xm)n = x(m ¨ n).

Definition 2.52 (monoid_action_morphism). A morphism between sets X and Y with a right
M -action is anM -equivariant function f : X Ñ Y : a function such that f(xm) = f(x)m for
all x : X andm :M .
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These, together with the identity and composition from Set, constitute a categoryRActM
of rightM -actions (monoid_action_cat).

Lemma 2.53 (monoid_presheaf_action_equivalence). There is an adjoint equivalence between the
presheaf category PCM and RActM .

Proof. This correspondence sends a presheaf F to the set F (‹), and conversely, the set X to
the presheaf F given by F (‹) := X . The M -action corresponds to the presheaf acting on
morphisms as xm = F (m)(x). A morphism (natural transformation) between presheaves
F ñ G corresponds to a function F (‹) Ñ G(‹) that is M -equivariant, which is exactly a
monoid action morphism.

Remark 2.54. Since RActM is equivalent to a presheaf category, it has all limits. However, we
can make this concrete. The set of the product

ś

iXi is the product of the underlying sets.
The action is given pointwise by (xi)im = (xim)i.

Note that the terminal set with M -action is t‹u, with action ‹m = ‹ (terminal_monoid_
action).

Lemma2.55 (monoid_action_global_element_fixpoint_iso). The global elements ofX : RActM
correspond to x : X that are invariant under theM -action.

Proof. A global element of X is a morphism f : t‹u Ñ X such that for all m : M , f(‹)m =
f(‹m) = f(‹). Therefore, it is given precisely by the element f(‹) : X , which must be
invariant under theM -action.

Lemma 2.56 (is_exponentiable_monoid_action). The category RActM has exponentials.

Proof. Given X,Y : RActM . Consider the set C(M ˆ X,Y ) with an M -action given by
(fm1)(m,x) = f(m1m,x) for f : C(M ˆ X,Y ). This is the exponential object XY , with
the (universal) evaluation morphism X ˆXY Ñ Y given by (x, f) ÞÑ f(1, x). Explicitly, we
get a natural isomorphism ψ : RActM (Z ˆ Y,X)

„
ÝÑ RActM (Z,XY ) given by

ψ(f)(z)(m, y) = f(zm, y) and ψ´1(g)(z, y) = g(z)(1, y).

Definition 2.57 (monoid_monoid_action). We can view M as a set UM with right M -action
mn = m ¨ n for m : UM and n : M . Note that UM is the Yoneda embedding of the object
‹ : CM .

2.11.1 Extension and Restriction of Scalars
Let f :M Ñ N be a morphism of monoids.

Remember that RActM is equivalent to the functor category PCM . Also, f is equivalent
to a functor Ff : CM Ñ CN . The following is a specific case of the concepts in the section
about Kan extension:

Lemma2.58 (scalar_restriction_functor). Weget a restriction of scalars functor f˚ : RActN Ñ
RActM .

Proof. Given a set X with right N -action, take the set X again, and give it a right M -action,
sending (x,m) to xf(m).

On morphisms, send an N -equivariant morphism f : X Ñ Y to theM -equivariant mor-
phism f : X Ñ Y .
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Since Set has colimits, and restriction of scalars corresponds to precomposition of CN -
presheaves, we can give it a left adjoint. This is the (pointwise) left Kan extension, which
boils down to a very concrete definition, reminiscent of a tensor product:

Lemma 2.59 (scalar_extension_functor). We get an extension of scalars functor f˚ : RActM Ñ

RActN .

Proof. Given X : RActM , take Y = X ˆ N/ „ with the relation (xm, n) „ (x, f(m) ¨ n) for
m :M . This has a right N -action given by (x, n1)n2 = (x, n1n2).

On morphisms, it sends the m-equivariant f : X Ñ X 1 to the morphism (x, n) ÞÑ
(f(x), n).

Lemma 2.60 (scalar_extension_preserves_monoid_monoid_action). For UM the set M with
rightM -action, we have f˚(UM ) – UN .

Proof. The proof relies on the fact that for allm : UM and n : N , we have

(m,n) „ (1, f(m)n).

Consider the category D with D0 = N and

D(n1, n2) = tm :M | f(m) ¨ n1 = n2u.

Lemma 2.61 (scalar_extension_preserves_terminal). Suppose that D has a weakly terminal
element. Then for IM : RActM the terminal object, we have f˚(IM ) – IN .

Proof. If D has a weakly terminal object, there exists n0 : N such that for all n : N , there
existsm :M such that f(m) ¨ n = n0.

The proof then relies on the fact that every element of f˚(IM ) is given by some (‹, n), but
then there exists somem :M such that

(‹, n) = (‹ ¨m,n) „ (‹, f(m) ¨ n) = (‹, n0),

so f˚(IM ) has exactly 1 element.

Remark 2.62. For f˚ to preserve terminal objects, we actually only need D to be connected.
The fact that f˚(IM ) is a quotient by a symmetric and transitive relation then allows us to
‘walk’ from any (‹, n1) to any other (‹, n2) in small steps.

For any n1, n2 : N , consider the category Dn1,n2 , given by

Dn1,n2,0 = t(n,m1,m2) : N ˆM ˆM | ni = f(mi) ¨ nu

and
Dn1,n2((n,m1,m2), (n,m1,m2)) = tm :M | f(m) ¨ n = n,mi = mi ¨mu.

Lemma 2.63 (scalar_extension_preserves_binproducts). Suppose thatDn1,n2 has a weakly ter-
minal object for all n1, n2 : N . Then for X,Y : RActM , we have f˚(X ˆ Y ) – f˚(X)ˆ f˚(Y ).

Proof. Now, any element in f˚(X) ˆ f˚(Y ) = (X ˆ N/ „) ˆ (Y ˆ N/ „) is given by some
(a, n1, b, n2).

The fact that Dn1,n2 has a weakly terminal object means that we have some n : N and
m1,m2 :M with ni = f(mi) ¨ n. Therefore,

(a, n1, b, n2) = (a, f(m1) ¨ n, b, f(m2) ¨ n) „ (am1, n, bm2, n),
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so this is equivalent to (am1, bm2, n) : f˚(X ˆ Y ). Note that this trivially respects the right
N -action.

The fact that (n,m1,m2) is weakly terminal also means that for all n : N andm1,m2 :M
with ni = f(mi) ¨ n, there exists m : M such that f(m) ¨ n = n and mi = mi ¨ m. This
means that the equivalence that we established is actually well-defined: equivalent elements
in f˚(X)ˆ f˚(Y ) are sent to equivalent elements in f˚(X ˆ Y ).

Therefore, we have an isomorphism ψ : f˚(X) ˆ f˚(Y )
„
ÝÑ f˚(X ˆ Y ). Now we only

need to show that the projections are preserved by this isomorphism. To that end, take x =
(a, n1, b, n2) „ (am1, n, bm2, n) : f

˚(X)ˆ f˚(Y ). We have

f˚(π1)(ψ(x)) = (am1, n) = π11(x).

In the same way, f˚(π2) ˝ ψ = π12 and this concludes the proof.

2.12 The Karoubi Envelope
Let C be a category and X,Y : C objects. We will denote the type of section-retraction pairs
of Y onto X with

X Ÿ Y :=
ÿ

r:C(Y,X)

ÿ

s:C(X,Y )

s ¨ r = idX .

Now, note that for (r, s) : XŸY , r¨s : C(Y, Y ) is an idempotentmorphism, since r¨s¨r¨s = r¨s.
We can also wonder whether for an idempotent morphism f : C(X,X), we can find some
Y : C and some (r, s) : XŸY such that f = r ¨s. If this is the case, we say that the idempotent
f splits. If f does not split, we can wonder whether we can find an embedding ιC : C ãÑ C
into some category C such that the idempotent ιC(f) : C(ιC(X), ιC(X)) does split. This is
one way to arrive at the Karoubi envelope:

Definition 2.64 (karoubi_envelope). We define the category C. The objects of C are tuples
(X, f) with X : C, f : C(X,X) such that f ¨ f = f . The morphisms between (X1, f1) and
(X2, f2) are morphisms g : C(X1, X2) such that f1 ¨ g ¨ f2 = g. This can be summarized in the
following diagram:

X1 X2f1
g

f2

The identity morphism on (X, f) is given by f and C inherits morphism composition from
C.

This category is called theKaroubi envelope, the idempotent completion, the category of retracts,
or the Cauchy completion of C.
Remark 2.65. Note that for a morphism f : C((X, a), (Y, b)),

a ¨ f = a ¨ a ¨ f ¨ b = a ¨ f ¨ b = f

and in the same way, f ¨ b = f .

Definition 2.66 (karoubi_envelope_inclusion). We have an embedding ιC : CÑ C, sending
X : C to (X, idX) and f : C(X,Y ) to f .

Lemma 2.67 (karoubi_envelope_is_retract). Every object X : C is a retract of ιC(Y ) for some
Y : C.
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Proof. Note that X = (Y, a) for some Y : C and an idempotent a : Y Ñ Y . We have

(a, a) : (Y, a)Ÿ ιC(Y ),

since a ¨ a = a = idX , so X is a retract of ιC(Y ).

Lemma 2.68 (karoubi_envelope_idempotent_splits). In C, every idempotent splits.

Proof. Take an idempotent f : C(X,X). Note that X is given by an object Y : C and an
idempotent a : C(Y, Y ). Also, f is given by some idempotent f : C(Y, Y ) with a ¨ f ¨ a = f .

Now, we have (Y, f) : C and
(f, f) : (Y, f)ŸX,

because f ¨ f = f = id(Y,f). Also, f = f ¨ f , so f is split.

Lemma 2.69 (karoubi_envelope_inclusion_fully_faithful). ιC is fully faithful.

Proof. This follows immediately from the fact that

C((X, idX), (Y, idY )) = tf : C(X,Y ) | idX ¨ f ¨ idY = fu = C(X,Y ).

Lemma 2.70 (retract_functor_is_equalizer, retract_functor_is_coequalizer). Let D be a
category and suppose that we have two objects X,Y : D and a retraction

(r, s) : Y ŸX.

Then Y is the equalizer of X X
idX

r¨s
.

Proof. Suppose that we have an object Z : D and a morphism f with (r ¨ s) ¨ f = f . Then f
factors as r ¨ (s ¨ f). Also, for any g : D(Y, Z) with r ¨ g = f , we have g = s ¨ r ¨ g = s ¨ f :

X Y X

Z

r

f

s

s¨f
f

.

In a similar way, Y is also the coequalizer of the given diagram.
Now, note that if we have a coequalizerW of idZ and a, and an equalizer Y of idX and b

(in particular, ifW and Y are retracts), the universal properties of these give a bijection

D(W,Y ) – tf : D(Z, Y ) | a ¨ f = fu – tf : D(Z,X) | a ¨ f = f = f ¨ bu,

which exactly describes the morphisms in C.

Z Z W

X X Y

idZ

a

idX

b

Remark 2.71. In this section, we have shown a couple of properties which classically are used
as a ‘universal property’ to characterize the Karoubi envelope:

• In C, every idempotent splits.
• We have a fully faithful embedding ιC : CÑ C;
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• Every object in C is a retract of an object in C.

Classically, one can show that if two categories D and E satisfy the three properties above,
thenwe have an adjoint equivalenceD „

ÝÑ E. This uses the axiom of choice to select, for every
object in D and E, a retraction from an object in C.

There is another construction that yields a category with the properties listed above. An
object in this alternative category is a presheaf F : PC that is a retract of the Yoneda em-
beddingよ(X) of an object X : C. Because it satisfies the universal property, it is classically
equivalent to C.
Remark 2.72. In classical mathematics, the only structure of a category is that of the objects
and morphisms. Therefore, the properties in Remark 2.71 characterize a classical category
uniquely up to adjoint equivalence. However, in univalent foundations, categories have ad-
ditional structure in the form of the identity types between objects. Therefore, there can be
structurally different categories which satisfy this universal property and we need an ad-
ditional constraint to single out the ‘right’ one. In fact, there are two branches of category
theory in univalent foundations, each giving its own constraint.

One branch is the theory of setcategories, where every identity type between two objects
is a mere proposition. For this branch, the universal property of the Karoubi envelope gets
the additional constraint that it must be a setcategory. Then we have exactly the classical
situation: using the axiom of choice, we can show that any two categories satisfying the
universal property are equivalent.

The other branch is the theory of univalent categories, where the identity type between
two objects is equivalent to the isomorphism type between them. In this branch, the Karoubi
envelope must be a univalent category. In this case, we can show that any two categories
satisfying the universal property are equivalent without using the axiom of choice.

There are two different ways to translate the definition at the end of Remark 2.71 to uni-
valent foundations. We can either interpret the existence of the object X and the retraction
(r, s) : F Ÿよ(X) as additional structure on F , or we can treat it as a property and ask formere
existence (see Definition 3.8) of X , r and s. This gives rise to two different categories:

Definition 2.73 (karoubi_envelope'). We define the category rC in which every object is a
presheaf F : PC, together with an objectX : C and a retraction-section pair (r, s) : FŸよ(X).
The morphisms from (F1, X1, r1, s1) to (F2, X2, r2, s2) are just the presheaf morphisms f :
PC(F1, F2). This can be summarized in the following diagram:

よ(X1) F1 F2 よ(X2)

r1

g

s1

s2

r2

Definition 2.74. We define the category pC as the full subcategory of PC consisting of objects
F : PC such that there merely exist an object X : C and a retraction-section pair (r, s) :
F Ÿよ(X), summarized in the following diagram:

よ(X1) F1 F2 よ(X2)

r1

s1

g

s2

r2

Because it is a full subcategory of a presheaf category (which is univalent), pC is univalent.
Now classically, C is equivalent to rC or pC. In general, this does not work for pC, but it does

work for rC:

Lemma 2.75 (karoubi_equivalence). We have an adjoint equivalence C „
ÝÑ rC.
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Proof. As shown in Remark 2.70, an object (X, f) : C is the equalizer of idX and f . Therefore,
we send it to the equalizer

F よ(X) よ(X)
s

idよ(X)

よ(f)

Note that for よ(f), we have よ(f) ¨ よ(f) = よ(f) ¨ idよ(X), so the universal property of
the equalizer gives a morphism r : PC(よ(X), F ) such that r ¨ s = よ(f). Using this same
universal property, we can show that s¨r = idF . We send amorphism g : C((X1, f1), (X2, f2))
to

s1 ¨よ(g) ¨ r2 : PC(F1, F2).

Note that this is an equivalence on the morphisms: For any morphism g : PC(F1, F2), we
have

r1 ¨ g ¨ s2 : PC(よ(X1),よ(X2)).

By the fully faithfulness of the Yoneda lemma, this corresponds to a morphism g : C(X1, X2)
and we can show that these two maps between C((X1, f1), (X2, f2)) and C(F1, F2) are in-
verses of each other.

F1 よ(X1) よ(X1)

F2 よ(X2) よ(X2)

s1

g

r1

idよ(X1)

よ(f1)
よ(g)

s2

r2

idよ(X2)

よ(f2)

Now, note that this map is also split essentially surjective. For some (F,X, r, s) : rC, r ¨ s
is an idempotent morphism on よ(X), and by fully faithfulness of the Yoneda Lemma, it
corresponds to an idempotent morphism f on X . We send (F,X, r, s) to (X, f). Note that
both F and the image of (X, f) are equalizers of idよ(X) and r ¨ s, so they are isomorphic.

The fact that a fully faithful and split essentially surjective functor is an adjoint equiva-
lence concludes the proof.

Remark 2.76. Note that since the morphism types of rC and pC are the same, and since the
objects of pC are just truncated versions of the objects in rC, we have a fully faithful embedding

rC ãÑ pC,

which just forgets the choices for X , r and s on the objects. Note that this is also essentially
surjective: by definition, for any (F,H) : pC, there merely exist X , r and s such that (X, r, s)
truncates toH . Therefore, we have a weak equivalence from rC to pC. However, as we will see,
rC is usually not univalent, so this does not give an adjoint equivalence of categories.

This all leads up to:

Corollary 2.77. We have three candidates for the category of retracts, which are related to each other
and to C and PC as follows:

C C rC pC PCιC „
Ď

The fact that pC is univalent, and has weak equivalences fromC and rC exhibits pC as the Rezk completion
of C and rC.

Even though univalence and the Rezk completion in general will be covered in Section
3.2, we will study univalence of the Karoubi envelope here:
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Lemma 2.78 (karoubi_univalence). If C is univalent, C is univalent as well.

Proof. The fully faithful embedding ιC : C ãÑ C induces equivalences (X – Y ) » (ιC(X) –
ιC(Y )). We also have an equivalence (X = Y ) » (ιC(X) = ιC(Y )), because, as it turns out,
any equality between X and Y also preserves the identity of X . Therefore, if C is univalent,
we have a chain of equivalences

(X = Y ) » (ιC(X) = ιC(Y )) » (ιC(X) – ιC(Y )) » (X – Y ),

which shows that C is univalent as well.

Remark 2.79. Note that the converse does not necessarily hold. Consider the commutative
monoid consisting of the three matrices

a =

(
1 0
0 1

)
, b =

(
1 0
0 0

)
and c =

(
´1 0
0 0

)
under matrix multiplication. As we saw in Section 2.11, we can turn this into a category CM
with one object ‹, and the three morphisms a, b and c. Only a is an isomorphism and since
‹ = ‹ has exactly one inhabitant, CM is univalent.

When we construct the Karoubi envelope CM , we get a category with objects a and b.
Now, note that since M is a set, b = b still has one inhabitant. Of course, b – b contains the
identity automorphism. However, since

b ¨ c = c and c ¨ c = b,

c is also an automorphism of b. Therefore, CM is not univalent and C is usually more patho-
logical than C itself.

We will also briefly study the identity types of rC.

Lemma 2.80. If C is a setcategory, rC is a setcategory as well.

Proof. Take P = (F1, X1, r1, s1) and Q = (F2, X2, r2, s2) as objects of rC. The identity type
P = Q is equivalent to

ź

f :F1=F2

ź

g:X1=X2

r1 ¨ idtoiso(f) =よ(idtoiso(g)) ¨ r2 ^ s1 ¨よ(idtoiso(g)) = idtoiso(f) ¨ s2.

F1 よ(X1)

F2 よ(X2)

idtoiso(f)

s1

よ(idtoiso(g))
r1

s2

r2

Since PC is univalent,

f = isotoid(idtoiso(f)) = isotoid(s1 ¨よ(idtoiso(g)) ¨ r2).

Sincemorphisms inC form a set, the identities on the ri and si aremere propositions, and the
only ‘structure’ of the identity type is the equality X1 = X2. Therefore, if C is a setcategory,
rC is a setcategory as well.

Since rC has the same isomorphisms as C, rCM is not univalent forM as in Remark 2.79.
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Remark 2.81. As mentioned in Remark 2.71, in univalent foundations, there are two different
Karoubi envelopes: one that is a setcategory and one that is univalent. As we have seen
above, ifC is a setcategory, bothC and rC are setcategories, so they are the Karoubi envelopes
in the theory of setcategories. Also, since pC is univalent, it is the Karoubi envelope in the
theory of univalent categories.

As mentioned before, in univalent foundations pC is usually not equivalent to C and rC
(Corollary 2.77), because they are the answer to different questions. In practice, we need to
be careful which definition we choose, because this choice has consequences.

On one hand, pC is univalent, but very abstract. In this category, there are classical con-
structions that we cannot do, because for every object, we only have mere existence of an
idempotent morphism, and because the objects of pC do not form a set, we cannot use the
axiom of choice to pick an idempotent morphism.

On the other hand, C and rC are very elementary and concrete, which sometimes helps
when doing constructions. However, they are not univalent, which makes working with
them complicated in a different way.

The remainder of this section works towards the adjoint equivalence between PC and
PC.

Since a functor preserves retracts, and since every object of C is a retract of an object in C,
we can generalize the construction of the functor that we do in Lemma 2.75 for the functor
よ : CÑ PC, to general functors F : CÑ D, if D has (co)equalizers.

For convenience, the lemma below works very abstractly with pointwise left Kan exten-
sion using colimits, but one could also prove this using just (co)equalizers (or right Kan
extension using C-small limits).

Lemma 2.82 (karoubi_pullback_equivalence). Let D be a category with C-small colimits. We
have an adjoint equivalence between [C,D] and [C,D].

Proof. We already have an adjunction LanιC % ιC˚. Also, since ιC is fully faithful, we know
that η is a natural isomorphism. Therefore, we only have to show that ϵ is a natural iso-
morphism. That is, we need to show that ϵG(X, a) : D(LanιC(ιC˚G)(X, a), G(X, a)) is an
isomorphism for all G : [C,D] and (X, a) : C.

One of the components in the diagram of LanιC(ιC˚G)(X, a) is the G(ιC(X)) correspond-
ing to a : C(ιC(X), (X, a)). This component has a morphism into our colimit

φ : C(G(ιC(X)),LanιC(ιC˚G)(X, a)).

Note that we can also view a as a morphism a : C((X, a), ιC(X)). This gives us our inverse
morphism

G(a) ¨ φ : C(G(X, a),LanιC(ιC˚G)(X, a)).

Lemma 2.83 (opp_karoubi). The formation of the opposite category commutes with the formation
of the Karoubi envelope.

Proof. An object in Cop is an object X : Cop (which is just an object X : C), together with an
idempotent morphism a : Cop(X,X) = C(X,X). This is the same as an object in Cop.

A morphism in Cop((X, a), (Y, b)) is a morphism f : Cop(X,Y ) = C(Y,X) such that

b ¨C f ¨C a = a ¨Cop f ¨Cop b = f.

A morphism in Cop
((X, a), (Y, b)) = C((Y, b), (X, a)) is a morphism f : C(Y,X) such that

b ¨ f ¨ a = f .
Now, in both categories, the identity morphism on (X, a) is given by a.
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2. CATEGORY THEORETIC PRELIMINARIES

Lastly, Cop inherits morphism composition from Cop, which is the opposite of composi-
tion in C. On the other hand, composition in Cop is the opposite of composition in C, which
inherits composition from C.

Corollary 2.84. As the category Set is cocomplete, we have an equivalence between the category of
presheaves on C and the category of presheaves on C:

[Cop,Set] » [Cop,Set] » [Cop
,Set].
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Chapter 3

Univalent Foundations

Since this thesis is, among other things, a case study in translating mathematics from set the-
ory to univalent foundations, this chapter will give an introduction to univalent foundations
and introduce some of the relevant concepts. It will also point out some issues that can arise
in such a translation, like the difference between existence and mere existence (Section 3.5).

First, we will introduce dependent type theory (Section 3.1). After this, we will talk
about the univalence principle (Section 3.2), and introduce the univalence axiom (Section
3.3). Then we will discuss how propositions and sets show up in univalent foundations
(Section 3.4) and introduce the related notions of propositional truncation and ‘mere exis-
tence’ (Section 3.5). After this, we will discuss the relation between equality and homotopy,
which is a central idea in homotpy type theory (Section 3.6), and lastly, we will talk about
transport over equalities (Section 3.7).

3.1 Dependent Type Theory
Univalent foundations takes place in a framework of type theory. In this section, we will
quickly introduce some topics that we will need in subsequent sections.

First of all, type theory is the study of ‘type systems’. A type system is a collection of terms
or elements, each of which has a corresponding type. A type is much like a set in set theory
in that it has elements (for example, true : Bool or 1 : N), but there are important differences.
First of all, in type theory, terms are declared together with their type, so every term has
exactly one type, whereas in set theory, something can be an element of multiple sets, like
5 P N and 5 P R. Secondly, equality in type theory canwork a bit differently than in set-based
mathematics, but I will cover this in the next section.

Of course, in computer science, we are very familiar with type systems. In most pro-
gramming languages, values explicitly (e.g. in Java) or implicitly (e.g. in Python) have a
type associated to them. For example, "Hello, World" is of type string, true and false are of
type boolean, 1 is of type integer and -5.8 is of type floating point number. And here, already, we
see some subtleties: due to their different internal representations, many programming lan-
guages distinguish between integers and floating point numbers, even though every integer
can be considered to be a floating point number. Usually, programming languages resolve
this by offering methods (sometimes in the form of coercions) to convert between the two
types (discarding what comes after the decimal point when converting a floating point num-
ber to an integer). Another coercion that occurs sometimes is the conversion of a character
like a, 1 or & to an integer and back.

So if we have types and elements, are types also elements of some type? This is a tricky
question, because if we say that there exists a type Type which contains all types (and there-
fore, itself), we introduce inconsistency in our type system [Hur95]. This is just like having
a ‘set of all sets’, which results in problematic questions like “does its subset, containing only

29



3. UNIVALENT FOUNDATIONS

the sets which do not contain itself, contain itself?” This is usually solved by either stat-
ing that types do not themselves have a type, or by assuming the existence of type universes
U1, U2, . . . , such that every type is an element of some Ui. Note that universes are allowed
to be inclusive or not: we may have Un Ď Un+1. In this thesis, we will not explicitly mention
particular universes. We will just write Type to denote some type universe (or its category
of types and functions). This is called typical ambiguity, meaning that every theorem holds
for all (suitable) assignments of universes to these instances of Type.

One notable class of types is given by the function types. For types A and B, our type
system might have the type A Ñ B. An element f of this type can be combined with an
element a of A to give an element f(b) of B. Of course, the elements of this type are thought
of (and usually are) functions from A to B.

Now, a type system may or may not have all kinds of constructs. One of these constructs
is dependent types. A dependent type is a type which depends on values of other types. For
example, array(T, n), the type of arrays of length n, with elements of type T . The study of
type systems that have such dependent types is called dependent type theory.

Suppose that we have a typeA, and a dependent type which wewill writeB : AÑ Type.
One of the possible constructs in a type system is a type

ř

a:AB(a) called the dependent
sum, consisting of all pairs (a, b) with a : A and b : B(a). So every element of

ř

a:AB(a)
gives an element of one B(a) (for some a : A). Note that for the constant dependent type
B(a) = B,

ř

a:AB is the product type AˆB.
Another construct which may exist, is a type

ś

a:AB(a), consisting of all ‘functions’ f
which map elements a : A to elements f(a) : B(a). Every element of

ś

a:AB(a) gives there-
fore elements of all the B(a) simultaneously. Note that

ś

a:AB is the function type AÑ B.
Lastly, there is a very strong connection between logic and type theory. This is called the

Curry-Howard correspondence or sometimes referred to as products as types. We can view a type
T as the proposition “T has an element”. An element of T is then a ‘proof’ or ‘witness’ of this
proposition. If the type system is strong enough, it allows us to do mathematics in it, where:

• A function f : A Ñ B that takes an argument of type A and yields a result of type
B corresponds to the proof of B under the hypothesis that A holds: “suppose that
A, then B”. Note that the notation A Ñ B also makes sense if we think of A and B
propositions.

• The empty type 0 corresponds to ‘false’. Note that for all types A, we can construct a
function 0Ñ A. In other words, we can prove everything from ‘false’.

• The unit type 1 corresponds to ‘true’.
• The negation of T is the function type T Ñ 0.
• The conjuction “A and B” is given as the product type AˆB.
• The disjunction “A or B” is given as the propositional truncation of the coproduct,

union or sum type A\B.
• The statement “For all a : A, B(a) holds”, for some dependent type B (i.e. predicate)

over A, is given as the dependent product
ś

a:AB(a).

If we think of types as propositions, the question whether some axiom is assumed or not
becomes the questionwhetherwe assume some (family of) type(s) to be inhabited. Note that
most of the axioms that we list here require the notion of mere propositions, propositional
truncation and mere existence, which we will cover from Section 3.4 onwards.

• If for all mere propositionsA, the type }A_ (AÑ 0)} is inhabited, we say that the type
system assumes the axiom of excluded middle: “Either A is true, or A is not true”. This is
axiom allows us to prove A from ‘not not A’.
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• If for all (homotopy) sets A, dependent sets B(a) and dependent propositions C(a, b),
the type (

ź

a:A

D(b : B), C(a, b)

)
Ñ D(f : AÑ B),

ź

a:A

C(a, f(a))

is inhabited, we say that the type system assumes the propositional axiom of choice: “The
product of a family of nonempty sets is nonempty”.

• In any type theory which has the required constructs, the following holds: For all de-
pendent types C over A and B, the type(

ź

a:A

ÿ

b:B

C(a, b)

)
Ñ

ÿ

f :AÑB

ź

a:A

C(a, f(a))

is inhabited. This axiom (or actuallymore of a theorem) is called the type theoretic axiom
of choice.

3.2 The Univalence Principle
“Isomorphic objects are equivalent.”

This principle is visible in most of mathematics: Sets with a bijection have the same num-
ber of elements, isomorphic groups have the same properties, and since the universal prop-
erty of limits makes them “unique up to unique isomorphism”, we can talk about ‘the’ limit
of some diagram in a category.

Now, the univalence principle takes this a step further. It states that
“Isomorphic objects are equal.”
Univalent foundations seeks to be a foundation for mathematics that is in line with this

principle. This is often done within the framework of ‘Martin-Löf dependent type theory’, a
type theory developed by Per Martin-Löf [Mar71]. It is a family of dependent type systems
with dependent products, dependent sums, an empty type, a unit type and union types. It is
a constructive type theory, so it does not automatically assume the axiom of excludedmiddle
or the propositional axiom of choice. It is however compatible with these axioms, so one can
still assume these alongside its usual axioms.

It is important to note that Martin-Löf type theory has identity types: given a type T and
elements x, y : T , we have a type IdT (x, y) (note that this is a dependent type), which we
will usually denote with x = y. An element p : x = y is a proof that x is ‘equal’ to y. This
type comes with an interesting induction principle called path induction: we can show any
statement about paths p : x = y for generic x and y, if we can show it about the ‘trivial’ path
refl : x = x for generic x. Often, a way to think about this, is that if we have a proof of
equality between x and y, we can replace y by x in any statement. For example, symmetry
of the equality boils down to a function

ś

xy:T x = y Ñ y = x. We construct this using path
inductionwith the function that sends refl : x = x to itself. Formore information, see [Uni13,
Section 1.12.1].

In set-theoretic mathematics, there is the concept of a ‘bijection’ S – T of sets (or an
isomorphism in the category Set), which is often treated as an equivalence. It consists of
functions f : S Ñ T and g : T Ñ S with f ¨ g = idS and g ¨ f = idT . In type theory,
we have a similar concept, which is called ‘equivalence’ (of types) S » T . Since bijections
are not well-behaved for types that are not sets (see Section 3.4), because in those cases, a
function f : S Ñ T can have multiple distinct inverses. Therefore, we define S » T :=
ř

f :SÑT isequiv(f), for some predicate isequiv : (S Ñ T ) Ñ Type [Uni13, Equation 2.4.10].
However, intuitively we can still think of these as bijections.

31



3. UNIVALENT FOUNDATIONS

Using the identity type, we can make our statement of the univalence principle more
precise (and a bit stronger). For types, we can construct a function

idtoequiv :
ź

S,T :Type
(S = T )Ñ (S » T ).

We construct this function using path induction with the identity equivalence
ś

S idS : (S »
S). More generally, for a category C, if we denote the type of isomorphisms between objects
c and d with c – d, we can construct a function

idtoiso :
ź

X,Y :C
(X = Y )Ñ (X – Y ),

using path induction with the identity isomorphism
ś

X:C idX : (X – X). If X and Y are
sets, then idtoequiv and idtoiso coincide. We can then formulate the univalence principle for
categories as

“For all c, d : C, idtoisoc,d : (c = d)Ñ (c – d) is an equivalence.”
A category that adheres to the univalence principle is called a univalent category.
Note that if B is a univalent category and A is any category, the functor category [A,B] =

BA is univalent as well [AKS15, Theorem 4.5]. In particular, the presheaf category PA =
[Aop,Set] is univalent.

Also, if A is univalent, any full subcategory B Ď A is also univalent, because isomor-
phisms and equalities of objects inB can be shown to be the ‘the same’ as their isomorphisms
and equalities in A.

Lemma 3.1. For every category C, there exists a univalent category D with a weak equivalence

ι : C ãÑ D.

Proof. One construction takes D to be the full subcategory of the presheaf category PC of
objects that are isomorphic (there merely exists an isomorphism) to the Yoneda embedding
よ(X) of some object X : C [AKS15, Theorem 8.5].

We call such a univalent category a Rezk completion of C. Actually, we can call it the Rezk
completion:

Lemma 3.2 (rezk_completion_unique). A Rezk completion is unique.

Proof. Precomposition with the weak equivalence ι : C ãÑ D gives an adjoint equivalence on
the functor categories [D,E] » [C,E] for any univalent category E. From this, it follows that
ι is the “initial functor” from C: any functor from C to a univalent category factors uniquely
through ι.

Now, two initial functors F : CÑ D and F 1 : CÑ D1 factor uniquely through each other:

F 1 = F ‚G and F = F 1 ‚G1

for two functors G and G1 and since F and F 1 also factor uniquely through themselves, we
have

G ‚G1 = idD and G1 ‚G = idD1 .

From this, we can construct an equivalence D » D1. Since D and D1 are univalent, this
equivalence gives an equality of categories, and because F ‚G = F 1, we have an equality of
pairs

(D, F ) = (D1, F 1).
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3.3 The Univalence Axiom
Now, even for a basic category, like the category of types, it seems impossible to prove that
the univalence principle holds. However, this is no surprise: It turns out that there is a
model in set theory for Martin-Löf type theory with univalence [KL18], but also for Martin-
Löf type theory with proof irrelevance [MW03]. In the latter, the type x = y has at most one
element for all x, y : T and all types T , which contradicts univalence. Therefore, univalence is
independent of the axioms of Martin-Löf type theory: both univalence or its negation cannot
be proved, but either can be assumed as an axiom.

As mentioned before, univalent foundations attempts to develop as much of mathemat-
ics as possible along the univalence principle. Therefore, we assume as our first axiom the
univalence axiom:

Axiom. For all S, T : Type, the function idtoequivS,T : (S = T )Ñ (S » T ) is an equivalence.

In other words:

Axiom. Type is univalent.

Remark 3.3. One consequence of the independence of the univalence axiom is that equivalent
objects are ‘indiscernible’. That is: even if we do not yet assume the univalence axiom, we
cannot formulate a property that is satisfied by some type, but not by another, equivalent
type. This is because such a property would yield a contradiction when we would assume
the univalence axiom.

Now, the question arises: howabout the univalence axiom for categories other thanType?
Do we need to keep assuming an additional axiom for every category that we want to be
univalent? It turns out that this is not necessary. In practice, most categories consist of ‘sets
(or types) with additional structure’. For example: topological spaces, groups, λ-theories
and algebraic theory algebras. In such categories, we can leverage the univalence of Type
to show that for isomorphic objects, their underlying types are equal. Also morphisms are
usually defined in such a way that they ‘preserve’ the ‘additional structure’, which is what
we need to show that the category is univalent.

Therefore, the univalence axiom is a very powerful axiom, and we usually do not need
to assume additional axioms to show that more categories satisfy the univalence principle.

The last structure in this section for which we want to consider the univalence princi-
ple, is the 2-category Cat of categories. In general, we cannot show that this satisfies the
univalence principle. However, we will restrict our attention to the sub-2-category of uni-
valent categories, which are the ‘well-behaved’ categories in some sense. Then Theorem 6.8
in [AKS15] shows that for univalent categories C and D, there is an equivalence between
C = D and C » D, where C » D denotes the type of (adjoint) equivalences of categories
(see Definition 2.4).

Lastly, a result about univalent categories that we will use a couple of times in this thesis:

Lemma 3.4. For a functor between univalent categories F : A Ñ B, the types ‘F is an adjoint
equivalence’ and ‘F is a weak equivalence’ are equivalent propositions (see Section 3.4).

Proof. See [AKS15, Lemma 6.8].

3.4 Propositions and Sets
If we have a type T and objects x and y, we can wonder howmany elements x = y has. In set-
based mathematics, this would be a nonsensical question: two elements of a set are either
equal or not equal. Therefore, we can expect the answer to be that x = y has at most one
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element. And indeed, if we do not assume the univalence axiom, we can assume another
axiom, called ‘uniqueness of identity proofs’, which states that for p, q : x = y, we have a
proof of equality h : p = q.

On the other hand, suppose that we do assume the univalence axiom. Consider the two-
element type T = t´1, 1u. We can construct two different equivalences idT , σ : T » T :

idT (x) = x and σ(x) = ´x.

By the univalence axiom, we must have that the identity type (T = T ) has (at least) two dis-
tinct elements, corresponding to idT and σ. Therefore, the univalence axiom is not compati-
ble with uniqueness of identity proofs, and we see that in a univalent setting, some identity
types have more than one element.

A consequence of this is that types in general have too little structure to serve as a foun-
dation for mathematics that was originally set-based. For example, suppose that we want
to formalize the theory of groups. A group homomorphism f : Grp(H,G) is defined as a
function on the underlying types f1 : H Ñ G, together with a proof that it commutes with
the group operations: f2 :

ś

x,y:H f1(x˝y) = f1(x)˝f1(y). Now, normally in group theory, to
show that two homomorphisms f, g : Grp(H,G) are equal, we show that

ś

x:H f1(x) = g1(x),
the ‘data’ is equal. However, if we are working with types instead of sets, we also need to
show that the proofs of the ‘properties’ are equal: f2 = g2 (note that we actually would need
to transport f2 here, for this equality to typecheck). This makes showing equality of mor-
phisms much more complicated for concrete groups, and sometimes outright impossible for
generic groups.

To deal with this, we need the concepts of mere propositions and (homotopy) sets:

Definition 3.5. A mere proposition is a type T such that for all x, y : T , x = y.

Definition 3.6. A homotopy set is a type T such that for all x, y : T , x = y is a mere proposition.

Since the identity types for a homotopy set aremere propositions, a homotopy set mimics
a set in set theory, where equality between elements ‘is’ or ‘is not’. Ifwe restrict the underlying
type of a group to be a homotopy set, it can be shown that

ś

x,y:H f1(x ˝ y) = f1(x) ˝ f1(y)
is a mere proposition, so f2 = g2 trivially. This is often true when translating definitions
from set theory to univalent foundations: if we base our objects on homotopy sets instead
of types, we only have to worry about equality of ‘data’, the equality of ‘properties’ follows
automatically.

For similar reasons, we restrict the hom-types C(c, d) of categories to be sets. Note that
Type is not a category under this definition (it is a ‘precategory’, for some definition of pre-
category), because in general, the type of functions between sets S Ñ T is not a set.

3.5 Truncation and (Mere) Existence
As mentioned before, if we want to do mathematics in a dependent type theory, we can
‘encode’ propositions as types. The elements of the type correspond to the proofs that the
proposition is true, see for example the identity types. However, we need to be careful here
about the distinction between types in general and mere propositions:

A proof that a type T is nonempty usually consists of giving an element t : T . If we
encode the statement “T is nonempty” as T , and if T is not a mere proposition, then “T is
nonempty” is not a mere proposition, so it has multiple distinct proofs. In some cases, this
is exactly what we want, because we want to retrieve the chosen element of T . However, in
some cases, wewant the fact that a set is nonempty (or any statement in general) to be amere
proposition, to avoid having to carry around a specific element and having to prove equality
of two specific elements. For such cases, we have the ‘propositional truncation’:
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Definition 3.7. For a type T , a type }T } exists [Uni13, Section 3.7] with the properties that
for all t : T , we have an element |t| : }T } and that }T } is a mere proposition. It has a recursion
principle stating that for a mere proposition B, a function f : T Ñ B induces a function
|f | : }T } Ñ B that commutes with | ¨ |. This object is called the propositional truncation.

The propositional truncation forgets the details about a type, and only keeps the informa-
tion about whether it is inhabited or not. The recursion principle means that if we are trying
to prove a mere proposition based on some element |t| : }T }, we can pretend that we do have
a concrete element t : T .

There also is the concept of higher order truncations. For example, the set truncation }A}0,
which is a homotopy set and has an equivalence (}A}0 Ñ B) » (A Ñ B) for any set B.
However, these higher truncation types become increasingly harder to construct, and in this
thesis, we will only need to consider the propositional truncation.

Often, when we prove a theorem or lemma that “there exists some x : X such that Y (x)”,
whatwe actuallymean is thatwe can construct an element x : X and then an element y : Y (x)
of the dependent type Y overX . This is equivalent to constructing an element of

ř

x:X Y (x).
However, this is in general not a mere proposition. If we want to express that the set of such
x is nonempty as a mere proposition, we talk about mere existence:

Definition 3.8. Given a dependent type Y overX , if we say that theremerely exists an element
x : X such that Y (x), we mean that we have an element of the propositional truncation

h : (Dx : Y (x)) :=

›

›

›

›

›

ÿ

x:X

Y (x)

›

›

›

›

›

.

For example, if we have objects in a category c, d : C andwewant to talk about a retraction
f of c onto d, we commonly define this as “a morphism f1 : C(c, d), such that there exists
a ‘section’: a morphism f2 : C(d, c) with f2 ¨ f1 = idd”. Now, we commonly consider f1 to
be the ‘data’ of the retraction; we consider retractions f and f 1 to be the same retraction if
f1 = f 11. This means that being a retraction is about the ‘mere existence’ of a section. Note,
however, that in this case, we cannot use the section in constructions, except when we are
trying to prove mere propositions.

Note that for the Curry-Howard correspondence, the product or conjunction A ^ B =
A ˆ B of two mere propositions is again a mere proposition. However, the union A \ B is
not necessarily a mere proposition. To make it into a mere proposition, we need to take the
propositional truncation A_B = }A\B}.

3.6 Equality and Homotopy
Univalent Foundations is often mentioned together with Homotopy Type Theory, because
they are related but distinct concepts. Therefore, we will mention it here.

As we saw before, if we do not assume uniqueness of identity proofs, given two elements
x, y : T , we can have multiple distinct proofs that x = y, which is counterintuitive. One way
to think about this, is the perspective of homotopy type theory. In homotopy type theory,
one considers a type T to be a ‘space’, intuitively similar to a topological space, but without
an explicit topology. The elements t : T are then the points of the space. Elements of the
identity type (s = t) are interpreted as ‘paths’ from s to t. That is why the induction principle
of (s = t) is called ‘path induction’. Of course, we can go higher: for p, q : x = y, the elements
(p = q) are ‘paths between paths’, (path) ‘homotopies’, ‘sheets’ or ‘1-cells’, for homotopies
h, h1 : p = q, the elements of h = h1 are paths between paths between paths, ‘volumes’ or
‘2-cells’ etc.

If we have a ‘geometric’ interpretation of our type theory, we can investigate the ‘shape’
of a (nonempty) type T , given by the structure of the (higher) identity types.
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x : T y : T

q : x = y

p : x = y

h : p = q

(a)

x : T y : T

q : x = y

p : x = y

(b)

x : T y : T
p : x = y

h : p = q

h1 : p = q

q : x = y

(c)

Figure 3.1: Different possible homotopy structures

First of all, if we have x, y : T for which x = y does not have an inhabitant, x and y lie in
different ‘connected components’. Now, we focus on a connected type:

For example, are all elements x, y : T of the type equal to each other, and are all elements
p, q : x = y of all the (higher) identity types also equal in a unique way? Then we have a
contractible type, which intuitively looks somewhat like a plane (Figure 3.1a).

It is also possible that any two elements x, y : T are equal, but that there are distinct paths
p, q : x = y, with no homotopy between them. Then intuitively T looks like a circle or a tube
or a projective space, or something more complicated (Figure 3.1b).
Remark 3.9. Note that we can give the type of paths x = x a group structure and x = y is a
‘torsor’ for this group. If x = y has exactly two distinct elements, the group x = x looks like
Z/2Z, which suggests some projective plane-like structure.

For something to look like a circle or tube, we need this group x = x to be isomorphic to
Z. For an example, see [Bez+20].

As a third example, consider a type T in which any two elements x, y : T are equal, and
any two paths p, q : x = y have two distinct homotopies h, h1 : p = q between them. Then
we can imagine the type to look somewhat like a sphere (Figure 3.1c) or something more
complicated.

This is the lens through which homotopy type theory studies types.

3.7 Transport
Suppose that we have a dependent type B : AÑ UU . Intuitively, B is a collection of spaces,
lying over the points of A (Figure 3.2a). Now, if we have a path p : a = a1 in A, we can use
path induction to get a function transportp : B(a)Ñ B(a1) (Figure 3.2b).

For example, this allows us to transfer an element from array(T, n + n) to array(T, 2 ¨ n)
with transport over the path n+ n = 2 ¨ n. Also, if we assume the univalence axiom, and we
have, for example, an isomorphism of groups f : G – G1 and a proof h that G is semisimple,
we can transport h along the equality given by f to a proof that G1 is semisimple.
Example 3.10. In addition, consider the following example. We take A to be a type universe,
and let B : T ÞÑ array(T, 3). Consider the types a = tJ,Ku and a1 = t0, 1u. We have
equivalences p and q between a and a1:

p(J) = 1, p(K) = 0 and q(J) = 0, q(K) = 1.

That means that we have distinct equalities p, q : a = a1. Now, suppose that we have an array
x = [J,J,K] : B(a). Since a = a1, we would want to treat x as an element of B(a1), but
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3.7. Transport

b : B(a)…

a : A

(a)

b : B(a)transportp

a : A
p : a = a1

a1 : A

(b)

Figure 3.2: A fibration with a path in the base space, giving rise to transport in the fibration

then we need to make a choice whether we treat it as [1, 1, 0] or [0, 0, 1] (or something else
altogether). This is exactly the question whether we transport along p or q, and therefore,
when our base type is not a set, it is important to be aware that we are transporting a property
along an equality, and we need to be careful which equality it is that we transport along.

Another placewhere transports occur frequently iswhen proving equality (x, y) = (x1, y1)
of elements of a dependent sum

ř

a:AB(a). We can start componentwise by proving p : x =
x1, but after this, we cannot directly prove q : y = y1, because these two live in different types:
B(x) and B(x1) respectively. Therefore, we need to transport, and then prove

transportp(y) = y1 : B(x1).

3.7.1 Caution: ‘Transport Hell’
Now, it seems that we can transport all properties and data along equalities. And of course,
that is true, but some caution needs to be takenwith thiswhenworkingwith a proof assistant.

For example, consider the situation in Example 3.10. As mentioned, we can transport x
to get an element y := transportp(x), which is an element of B(a1), but now suppose that
we want to compute something using its first coefficient y1. Of course, on paper it quickly
becomes clear that y1 = 1, but in practice, it takes quite some work to convince a proof
assistant of that fact. Of course, we could write a lemma which states that for any array x,
any equivalence pwith corresponding equality p, and any index i,

transportp(x)i = p(xi).

However, at that point, we have more or less constructed our own function between B(a)
and B(a1), which is much easier to work with than transportp.

Experience teaches that in general, it is fine to transport properties b : B(a) of which
we will never need the value, only the fact that it (merely) exists. On the other hand, for
properties and constructions of which wemight later want to use the actual value, it is much
better to transfer them ‘by hand’. Often, but not always, this criterion coincides with B(a)
being a mere proposition.

Another case where unwanted transports often occur is when showing the equality of
two complicated elements of a type. For example, ((x1, x2), (x3, x4)) = ((x11, x

1
2), (x

1
3, x

1
4)),

both elements of
ÿ

(x1,x2):
ř

a:AB(a)

ÿ

x3:C(x1)

D(x1, x2, x3).

This example involves proofs:
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3. UNIVALENT FOUNDATIONS

• p : x1 = x11;
• q : transportp(x2) = x12;
• r : transport(p,q)(x3) = x13, which can be simplified to transportfp(x3) = x13, since x3

does not depend on x2
• and finally s : transport((p,q),r)(x4) = x14.

In general, these latter proofs r and s are very challenging and best avoided whenever possi-
ble. The situation in which one has to work with such complicated transports, which make
a proof (seemingly unnecesarily) complicated is called transport hell. Some mathematical
tools have been developed (see for example Section 7.4 about displayed categories) that help
avoid transport hell in some cases. Additionally, the structure or ‘strategy’ of a proof can
sometimes be changed in order to avoid the worst of the transports. However, it is often not
possible to avoid transports altogether, and this is one of the reasons why proving something
in a proof assistant takes a lot more work than proving it on paper.
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Chapter 4

Algebraic Structures

In his paper, Hyland uses concepts from universal algebra to study the λ-calculus. This chap-
ter introduces these concepts: it consecutively introduces algebraic theories (Section 4.1), al-
gebras (Section 4.2), presheaves (Section 4.3) and λ-theories (Section 4.4). The last part of
this chapter, Section 4.5, is devoted to examples, so it may be useful to skip back and forth a
couple of times to get a better understanding of what the definitions are about.

4.1 Algebraic Theories
Definition 4.1 (algebraic_theory). We define an algebraic theory T to be a sequence of sets
Tn indexed over N with for all 1 ď i ď n elements (”variables” or ”projections”) xn,i : Tn
(we often leave n implicit and write xi), together with a substitution operation

_ ‚ _ : Tm ˆ T
m
n Ñ Tn

for allm and n, such that

xj ‚ g = gj

f ‚ (xl,i)i = f

(f ‚ g) ‚ h = f ‚ (gi ‚ h)i

for all 1 ď j ď l, f : Tl, g : T lm and h : Tmn .

Remark 4.2. For equivalent definitions of different kinds, see Chapter A.

Definition 4.3 (algebraic_theory_morphism). Amorphism f between algebraic theories T and
T 1 is a sequence of functions fn : Tn Ñ T 1n (we usually leave the n implicit and just write f if
the context is clear) such that

fn(xj) = xj

fn(s ‚ t) = fm(s) ‚ (fn(ti))i

for all 1 ď j ď n, s : Tm and t : Tmn .

Together, these form the category of algebraic theories AlgTh (algebraic_theory_cat).

Lemma 4.4 (limits_algebraic_theory_cat). We can construct binary products of algebraic theo-
ries, with sets (T ˆ T 1)n = Tn ˆ T

1
n, variables (xi, x1i) and substitution

(f, f 1) ‚ (g, g1) = (f ‚ g, f 1 ‚ g1).

In the same way, the category of algebraic theories has all limits.
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4. ALGEBRAIC STRUCTURES

Note that the forgetful functor F : AlgTh Ñ SetN (where SetN is the category of ‘sequences of
sets’ (Tn)n) creates limits, since any diagramD has a limit and the underlying set of the limit ofD is
the limit of the underlying sets of the objects in D.

Lemma 4.5 (is_univalent_algebraic_theory_cat). Since an isomorphism of algebraic theories
S – T consists of pointwise bijections fn : Sn – Tn that respect the variables and substitution, the
category of algebraic theories is univalent.

Later on, we will see an example of a trivial algebraic theory (the terminal theory) T , in
which every Tn only contains one element. Now, there are many different nontrivial alge-
braic theories, and it is not easy to find properties that every algebraic theory must satisfy.
However, to explore their general structure a little bit, we can show that their variables are
distinct, and so every Tn has at least n distinct elements. Therefore, no nontrivial algebraic
theory is ‘almost trivial’, if almost trivial means having some N such that every Tn has at
most N elements.

Lemma 4.6. Let T be an algebraic theory, such that Tn has at least two distinct elements for some n.
Then for all 1 ď i, j ď m with i = j, we have xi = xj .

Proof. We can also formulate the statement as: If there exist 1 ď i, j ď mwith i = j such that
xi = xj , then every Tn contains at most one distinct element.

So, suppose that xi = xj for some i = j. For a, b : Tn, we define v : Tmn as

vk =

"

a k = i
b k = i

,

so in particular, vj = b. Then we have

a = vi = xi ‚ v = xj ‚ v = vj = b,

so every Tn contains exactly one element, and T is trivial.

Now, there are also a lot of other, equivalent ways to define the objects that we call ‘alge-
braic theories’ here. For a couple of these alternative definitions, see Chapter A. In particular,
an algebraic theory is equivalent to a category L with L0 = N where the object n is 1n, the
n-fold product of 1.

4.2 Algebras
Definition 4.7 (algebra). An algebra A for an algebraic theory T is a set A, together with an
action

‚ : Tn ˆA
n Ñ A

for all n, such that

xj ‚ a = aj

(f ‚ g) ‚ a = f ‚ (gi ‚ a)i

for all j, f : Tm, g : Tmn and a : An.

Definition 4.8 (algebra_morphism). For an algebraic theoryT , amorphism f betweenT -algebras
A and A1 is a function f : AÑ A such that

f(t ‚ a) = f ‚ (f(ai))i

for all t : Tn and a : An.
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4.2. Algebras

Together, these form the category of T -algebras AlgT (algebra_cat).
Remark 4.9. The category of algebras has all limits. The set of a limit of algebras is the limit
of the underlying sets, so the forgetful functor to the category of sets creates limits.

Lemma 4.10 (is_univalent_algebra_cat). Just like with algebraic theories, the category of T -
algebras is univalent because its (iso)morphisms preserve ‚.

Remark 4.11. The notions of algebraic theories and their algebras stem from the field of uni-
versal algebra. In universal algebra, one studies the ‘collections of algebraic structures’. For ex-
ample, the collection of monoids: a monoid is a set with an associative binary operation and
an identity element. Other examples of collections are those of abelian monoids, (abelian)
groups or (commutative) rings. As we will see in Example 4.46, one can construct an alge-
braic theory T such that the category of monoids is equivalent to AlgT , and we can do very
similar things for the other structures mentioned. Therefore, one could say that universal
algebra studies algebraic theories and their algebras (or ‘models’).

Any category that is equivalent toAlgT for some algebraic theory T is called algebraic. For
example, in Remark 4.38, we will see that Set is algebraic. By the remark above, an algebraic
category has all limits. It turns out that it also has all colimits (see Lemma 6.51 for binary
coproducts, or [ARV10], Part 1, Theorem 4.5 for general colimits). Note, however, that the
proof for colimits is a lot more complicated than the proof for limits, just like colimits of
algebraic objects usually are more complicated than limits. For example, consider (binary)
products and coproducts of groups.

Note that this means that any category that does not have all limits or colimits, is not
algebraic. For example, the category of fields (commutative rings that also have a division
operation) is not algebraic: the product Qˆ Fp does not exist, because there is no (product)
field that has morphisms to fields of different characteristic.

Definition 4.12 (algebra_pullback). If we have a morphism of algebraic theories f : T 1 Ñ T ,
we have a pullback functor of algebras f˚ : AlgT Ñ AlgT 1 . It endows T -algebras with an action
from T 1 given by g‚T 1 a = f(g)‚T a. Then T -algebramorphisms commutewith this T 1-action,
so we indeed have a functor.

Remark 4.13. Note that byLemmaA.7, algebras forT are equivalent to finite-product-preserving
functors from its Lawvere theory to Set. Then f : T 1 Ñ T corresponds to a functor on the
Lawvere theories Lf : LT 1 Ñ LT , and f˚ : AlgT Ñ AlgT 1 corresponds to precomposition
with Lf :

LT 1 LT

Set

Lf

Actually, we can recover some information about the algebraic theory morphism from
this pullback functor. For example,

Lemma 4.14. If f˚ is an equivalence of categories, f is an isomorphism.

Proof. This proof uses the theory algebra, which will be properly defined in Example 4.54.
Note that to show that f is an isomorphism, we only need to show that the fn are bijec-

tions. From the fact that we have inverse functions gn : Set(T, T 1) for the fn, and the fact that
f is an algebraic theory morphism, we know that (gn)n is an algebraic theory morphism as
well, and that it is the inverse of f .

First of all, note that for all n : N and A : AlgT , the following diagram in Set commutes:
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4. ALGEBRAIC STRUCTURES

AlgT (Tn, A) AlgT 1(f˚Tn, f
˚A)

An AlgT 1(T 1n, f
˚A)

f˚

„ fn¨´

„

with fn : T 1n Ñ f˚Tn the T 1-algebra morphism with underlying function fn. Note that f˚ is
fully faithful, so the function at the top of the diagram is a bijection, and so precomposition
by fn is a bijection aswell. Since f˚ is essentially surjective, we have for allA : Alg1T , someB :
AlgT and an isomorphism h : f˚B

„
ÝÑ A, which gives the following commutative diagram:

AlgT 1(f˚Tn, f
˚B) AlgT 1(f˚Tn, A)

AlgT 1(T 1n, f
˚B) AlgT 1(T 1n, A)

fn¨´„

´¨h

„

fn¨´

´¨h

„

so the arrow on the right is an equivalence as well. Taking A = T 1n, there exists some g :
AlgT 1(f˚Tn, T

1
n) such that fn ¨ g = idT 1

n
. Also, note that

fn ¨ g ¨ fn = fn ¨ idf˚Tn

so taking A = f˚Tn, we see that
g ¨ fn = idf˚Tn ,

so fn, the underlying function of fn, is a bijection, with inverse g.

Remark 4.15. Hyland’s proof of this fact is almost the same, but in the last part, he uses some
category theory. Instead of explicitly constructing the inverse, he notices that the bijection

AlgT 1(f
˚Tn, A)

„
ÝÝÝÑ
fn¨´

AlgT 1(T
1
n, A)

is in fact the image of fop
n under the Yoneda embedding ofAlgop

T 1 (or of fn under the covariant
Yoneda embedding of AlgT 1) into the functor category AlgT 1 Ñ Set:

よ(fn) :よ(f˚Tn)Ñよ(T 1n).

Since the Yoneda embedding is fully faithful, this shows that fn is an isomorphism of T 1-
algebras, so in particular, it is a bijection.

Note that besides the categories AlgT , we can also consider the category of ‘all’ algebraic
theory algebras together (algebra_full_cat). That is, the category

ş

T AlgT with (
ş

T AlgT )0 =
ř

T :AlgTh,AlgT and (
ş

T AlgT )((S,A), (T,B)) consisting of pairs (f, f 1) : AlgTh(S, T )ˆSet(A,B)
such that for all t : Sn and a : An,

f 1(t ‚ a) = f(t) ‚ (f 1(ai))i.

We then have a functor P :
ş

AlgT Ñ AlgTh, projecting onto the first coordinate.

Lemma 4.16 (algebra_fibration). P is a fibration.

Proof. Given an algebraic theory morphism f : AlgTh(S, T ) and a T -algebra A, Definition
4.12 gives an S-algebra f˚A with underlying set A. The cartesian morphism is (f, idA) :
(
ş

AlgT )((S, f˚A), (T,A)).
It is cartesian because for (R,B) :

ş

AlgT and (g, g1) : (
ş

AlgT )((R,B), (T,A)) and h :
AlgTh(R,S) with h ¨ f = g, the required morphism over h is given by g1 : Set(B,A).

42

https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.AlgebraCategoryCore.html#algebra_full_cat
https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.AlgebraCategory.html#algebra_fibration


4.3. Presheaves

4.3 Presheaves
Definition 4.17 (presheaf). A presheaf P for an algebraic theory T is a sequence of sets Pn
indexed over N, together with an action

‚ : Pm ˆ T
m
n Ñ Pn

for allm,n, such that

t ‚ (xl,i)i = t

(t ‚ f) ‚ g = t ‚ (fi ‚ g)i

for all t : Pl, f : T lm and g : Tmn .

Definition 4.18 (presheaf_morphism). For an algebraic theory T , a morphism f between T -
presheaves P and Q is a sequence of functions fn : Pn Ñ Qn such that

fn(t ‚ f) = fm(t) ‚ f

for all t : Pm and f : Tmn .

Together, these form the category of T -presheaves PshfT (presheaf_cat).

Lemma 4.19 (limits_presheaf_cat). The category of presheaves has all limits. The nth set Pn of
a limit P of presheaves Pi is the limit of the nth sets Pi,n of the presheaves in the limit diagram. So
just like with algebraic theories and algebras, the forgetful functor from the category of presheaves to
the category of indexed sets creates limits.

Lemma 4.20 (is_univalent_algebra_cat). Note that just like with algebraic theories and algebras,
the category of T -presheaves is univalent because its (iso)morphisms preserve ‚.

Ananalogue to Lemma4.16 shows that, likewith algebras, the total category of presheaves
is fibered over the category of algebraic theories (presheaf_fibration).

The equivalence between algebraic theories and Lawvere theories gives an equivalence
between the presheaf categoryPshfT of an algebraic theory, and the presheaf categoryPLT =
[Lop
T ,Set] of its associated Lawvere theory (see Lemma A.8).

4.4 λ-Theories
Now we get to the core definition: λ-theories. It is what allows us to use algebraic theories
to reason about the λ-calculus.

Let ιm,n : Tm Ñ Tm+n be the ‘inflation’ function that sends f to f ‚ (xm+n,1, . . . , xm+n,m).
Note that

ιm,n(f) ‚ g = f ‚ (gi)iďm and ιm,n(f ‚ g) = f ‚ (ιm,n(gi))i.

Definition 4.21 (lambda_theory). A λ-theory is an algebraic theoryL, togetherwith sequences
of functions λn : Ln+1 Ñ Ln and ρn : Ln Ñ Ln+1, such that

λm(f) ‚ h = λn(f ‚ ((ιn,1(hi))i + (xn+1)))

ρn(g ‚ h) = ρm(g) ‚ ((ιn,1(hi))i + (xn+1))

for all f : Lm+1, g : Lm and h : Lmn .

Definition 4.22 (has_β has_η). We say that a λ-theory L satisfies β-equality (or that it is a λ-
theory with β) if ρn ˝λn = idLn for all n. We say that is satisfies η-equality if λn ˝ρn = idLn+1

for all n.
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Remark 4.23. Hyland claims that ‘a λ-theory is an algebraic theory L equipped with semi-
closed structure’. By ‘semi-closed structure’, he probably means the structure of a semi carte-
sian closed category on the Lawvere theory associated toL (LemmaA.6). Because a Lawvere
theory has finite products, we even would have a weak cartesian closed category. For more
information about weak cartesian closed categories, see Appendix B.

In the appendix, we see that a λ-theory structurewith β-equality on an algebraic theoryL
gives its associated Lawvere theoryC a weak cartesian closed structure with the exponential
object 11 equal to 1. Conversely, we can give L a λ-theory structure with β-equality from a
weak cartesian closed structure on C where 1 is a reflexive object. Note that we really need 1
to be a reflexive object to make the construction work.

However, note that a weak cartesian closed structure on C with 1 a reflexive object con-
tains more information than a λ-theory structure with β-equality on L: If we have a λ-theory
structure with β-equality on L, then construct from this a weak cartesian closed category
structure with 11 = 1 on C and derive from this again a λ-theory structure on L, we get the
same λ-theory structure that we started out with. If, on the other hand, we go from a weak
cartesian closed structure where 1 is a reflexive object to a λ-theory structure with β-equality
and then to a weak cartesian closed structure again, we might end up with a different struc-
ture than the one that we started out with. This is because a weak cartesian closed structure
is not necessarily unique up to isomorphism. In particular, we construct semi-exponential
objectsmn which are equal tom for allm,n : C, and derive their data (ev and cur) from just
the data of 11 in the original weak cartesian closed structure. Therefore, there are enough
ways in which the resulting weak cartesian closed structure can differ from the original one.

Note that here, we really need a choice for the exponential objects. It is not enough to just
ask for the mere existence of semi-exponential objects. This is because we need the informa-
tion contained in ev : L2 and cur : Ln+1 Ñ Ln to define λ and ρ.

Lastly, if L has both β- and η-equality, the weak cartesian closed structure becomes a
cartesian closed structure, which is unique, so in that case, giving an algebraic theory L a λ-
theory structure with β- and η-equality is the same as giving its associated Lawvere theory
a cartesian closed category structure.

Definition 4.24 (lambda_theory_morphism). A morphism f between λ-theories L and L1 is an
algebraic theory morphism f such that

fn(λn(s)) = λn(fn+1(s))

ρn(fn(t)) = fn+1(ρn(t))

for all s : Ln+1 and t : Ln.

Together, these form the category of λ-theories LamTh (lambda_theory_cat).

Lemma 4.25 (limits_lambda_theory_cat). The category of lambda theories has all limits, with the
underlying algebraic theory of a limit being the limit of the underlying algebraic theories. Therefore,
the forgetful functor to the category of algebraic theories creates limits.

Lemma 4.26 (is_univalent_lambda_theory_cat). Note that just like with algebraic theories, the
category of λ-theories is univalent because its (iso)morphisms preserve ρ and λ.

Definition 4.27. A λ-theory algebra or presheaf is an algebra or presheaf for the underlying
algebraic theory.

4.4.1 The λ-Calculus Operations
For a λ-theory L, we have variables xn,i : Ln and λ-abstraction f ÞÑ λ(f). We will sometimes
denote λ(f) as λxn+1, f for f : Ln+1. Now, consider the element ρ(x1,1) : L2.
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Definition 4.28 (app'). Using the substitution, we have binary operations on theLn, sending
(f, g) : Ln ˆ Ln to ρ(x1,1) ‚ (f, g) : Ln. We will denote ρ(x1,1) ‚ (f, g) as fg, and this gives us
our application operation.

This means that we can interpret all three operations (var, app and abs) of the λ-calculus
in L.
Remark 4.29 (app). Note that for f, g : Ln,

ρ(f) ‚ (x1, . . . , xn, g) = ρ(x1) ‚ (ιn,1(f), xn+1) ‚ (x1, . . . , xn, g) = ρ(x1) ‚ (ιn,1(f), g),

so we could also define the application as fg = ρ(f) ‚ (x1, . . . , xn, g), although that is more
complicated.

Lemma 4.30 (beta_equality). The definitions for β- and η-equality in Definition 4.22 correspond
to the usual notions.

Proof. If L has β-equality, we have

λ(f)g = ρ(λ(f)) ‚ (x1, . . . , xn, g) = f ‚ (x1, . . . , xn, g),

so we have the usual β-equality. In the same way η-equality of L gives

λ(ιn,1(f)xn+1) = λ(ρ(f)) = f.

Remark 4.31 (app_from_app'). Also note that for f : Ln,

ρ(f) = ρ(x1 ‚ f) = ιn,1(f)xn+1.

Therefore, we can also think of the application as being the primary operation, from which
we derive ρ. In the same way, we have

ρm(f) = ιn,m(f)xn+1 . . . xn+m.

Remark 4.32. Now, there are twoways to study λ-calculus-like structures using the tools given
here. We can study λ-theories, which by the reasoning above have a λ-calculus structure.
Alternatively, we can try to study the λ-calculus-like structures as algebras for some algebraic
theory Λ. However, it is not clear beforehand that this will succeed, because there is no
reason why the category of λ-calculus-like structures should be algebraic. In particular, λ-
abstraction causes problems, because it is not an algebraic operation. Of course, we can still
do exactly the same as in Example 4.46: We can let Λn be the set of Λ-terms with constants
x1, . . . , xn, which we can also regard as free variables (see Definition 4.42), and study the
category AlgΛ.

Later on, we will see that these two ways of studying λ-calculus-like structures do coin-
cide: we will see that the category LamTh is indeed algebraic, and moreover, that the objects
of AlgΛ are equivalent to λ-theories.

4.5 Examples
There are a lot of different examples of algebraic theories and λ-theories and their algebras.
In this section, we will discuss a couple of these examples.

45

https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.LambdaTheories.html#app'
https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.LambdaTheories.html#app
https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.LambdaTheories.html#beta_equality
https://arnoudvanderleer.github.io/cs-masters-thesis/UniMath.AlgebraicTheories.LambdaTheories.html#app_from_app'


4. ALGEBRAIC STRUCTURES

4.5.1 The Free Algebraic Theory on a Set
Example 4.33 (free_functor). Let S be a set. We can construct an algebraic theory F (S) by
taking F (S)n = S \ t1, . . . , nu with projections xi = i and substitution

i ‚ g = gi s ‚ g = s

for i : t1, . . . , nu and s : S.
If we have a function f : S Ñ S1, we get a morphism F (f) : F (S)Ñ F (S1) given by

F (f)n(i) = i F (f)n(s) = f(s)

for i : t1, . . . , nu and s : S.
Also, F obviously respects the identity and substitution morphisms, so it is a functor.
Note that we have a forgetful functor (¨)0 that sends a morphism of algebraic theories

g : T Ñ T 1 to the function g0 : T0 Ñ T 10.

Lemma 4.34 (free_functor_is_free). The algebraic theoryF (S) defined above, is the free algebraic
theory on the set S.

Proof. Let T be an algebraic theory. We have a bijection

AlgTh(F (S), T ) – Set(S, T0),

sending f : AlgTh(F (S), T ) to f0 : S = S\HÑ T0 (this is trivially natural in S and T ) and
f : Set(S, T0) to the functions gn : F (S)n Ñ Tn given by

gn(i) = xi gn(s) = f(s) ‚ ().

The proofs that F (S) is an algebraic theory and that F (f) and g are algebraic theory
morphisms are easy exercises in case distinction.

Corollary 4.35 (projections_theory). F (H) is the initial algebraic theory.

Proof. For S =H, the bijection of hom-sets becomes

AlgTh(F (H), T ) – Set(H, T0)

and the latter has exactly one element.

Lemma 4.36 (algebra_coslice_equivalence). There is an adjoint equivalence between the cate-
gory AlgF (S) and the coslice category S Ó Set.

Proof. For the equivalence, we send a F (S)-algebra A to the set Awith morphism s ÞÑ s ‚ ().
An algebra morphism f : A Ñ B is sent to the coslice morphism f : (S Ñ A) Ñ (S Ñ B).
This constitutes a functor.

Note that the category of F (S)-algebras is univalent.
Also, the functor is fully faithful, since one can show that for F (S)-algebras, the coslice

morphism φ : (f : S Ñ A) Ñ (f 1 : S Ñ B) also has the structure of an algebra morphism
φ : AÑ B.

Lastly, the functor is essentially surjective, since we can lift an object f : S Ñ X to a
F (S)-algebra X , with action

i ‚ x = xi and s ‚ x = f(s).

Therefore, the functor AlgF (S) Ñ (S Ó Set) is an adjoint equivalence.
The proofs of these facts work by simple case distinction, and by using the properties of

the coslice and algebra morphisms.
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Remark 4.37. F (H) is, in some sense, the smallest nontrivial algebraic theory. Then F (S) is
the smallest nontrivial algebraic theory that has the elements of S as constants.
Remark 4.38. Note that the category of F (H)-algebras is equivalent to the coslice-category
(H Ó Set), which, sinceH is the initial set, is just equivalent to Set. Therefore, Set is algebraic.

4.5.2 The Free λ-Theory on a Set
In this subsection, we will use the λ-calculus operations defined in Subsection 4.4.1.

Like with the free algebraic theory, we will construct the free λ-theory as the ‘pure’, in-
ductive λ-calculus, with some additional constants.

Let S be a set. Consider the sequence of inductive typesXn with the following construc-
tors:

Varn : t1, . . . , nu Ñ Xn;

Appn : Xn Ñ Xn Ñ Xn;

Absn : Xn+1 Ñ Xn;

Conn : S Ñ Xn.

Define a substitution operator ‚ : Xm ˆX
m
n Ñ Xn by induction on the first argument:

Varm(i) ‚ g = gi;

Appm(a, b) ‚ g = Appn(a ‚ g, b ‚ g);

Absm(a) ‚ g = Absn(a ‚ ((gi ‚ (xn+1,j)j)i + (xn+1)));

Conm(s) ‚ g = Conn(s).

And then quotient X by the relation generated by
Appm(Absm(f), g) „ f ‚ ((xn,i)i + (g))

for all f : Xn+1 and g : Xn. This gives a sequence of sets (Λ(S)n)n.
Example 4.39. We can give Λ(S) an algebraic theory structure with variables xm,i = Varm(i)
and the substitution operator ‚ defined above. We can give Λ(S) a λ-theory structure with
β-equality by taking

λn(f) = Absn(f) and ρn(f) = Appn+1(f ‚ (Varn+1(i))i, Varn+1(n+ 1)).

Now, given a function S Ñ S1, we define a morphism LamTh(Λ(S),Λ(S1)) by induction,
sending Var(i), App(a, b) and Abs(a) in Λ(S) to their corresponding elements in Λ(S1) and
sending Con(s) to Con(f(s)).

Note that, like with the previous example, we have a forgetful functor ()̇0 : LamThÑ Set.

Lemma 4.40. Λ(S) is the free λ-theory on S.

Proof. Let L be a λ-theory. We have a bijection
LamTh(Λ(S), L) – Set(S,L0),

sending f : LamTh(Λ(S), L) to f0|S : S Ñ L0 (again, trivially natural in S and L) and
conversely, g : Set(S,L0) to the inductively defined f : LamTh(Λ(S), L) given by

f(Var(i)) = xi;

f(App(a, b)) = f(a)f(b);

f(Abs(a)) = λxn+1, f(a);

f(Con(s)) = g(s) ‚ ().
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Remark 4.41. One can also consider this lemma a proof that we can ‘interpret’ the λ-calculus
with some constants inside any λ-theory L if we give an interpretation of the constants as
terms in L0.

The proofs that Λ(S) is indeed a λ-theory and that Λ(f) and g are λ-theory morphisms,
mainly work by definition of ‚, λ and ρ, by induction on the terms of Λ(S) and by invoking
the properties of the λ-theory L.

Definition 4.42 (lambda_calculus_lambda_theory). We define the ‘pure’ λ-calculus Λ to be
Λ(H).

Corollary 4.43. Λ is the initial λ-theory.

About Λ-Algebra Morphisms

Lemma 4.44. Let A and B be Λ-algebras and let f : Set(A,B) be a function that preserves the
application and the Λ-definable constants:

f((x1x2) ‚ (a, b)) = (x1x2) ‚ (f(a), f(b)) and f(s ‚ ()) = s ‚ ()

for all a, b : A and s : Λ0. Then f is a Λ-algebra morphism.

Proof. Note that for s : Λn+1 and a : An+1,

(x1x2) ‚ (λ(s) ‚ (ai)i, an+1) = s ‚ a.

By induction, we can express s ‚ a using a combination of (x1x2) ‚ (¨, ¨) and λn(s):

f(s ‚ a) = f((x1x2) ‚ (. . . ((x1x2) ‚ (λ
n(s) ‚ (), a1), . . . ), an))

= (x1x2) ‚ (. . . ((x1x2) ‚ (f(λ
n(s) ‚ ()), f(a1)), . . . ), f(an))

= s ‚ (f(ai))i,

so f is a Λ-algebra morphism.

4.5.3 The Free Object Algebraic Theory
Example 4.45 (free_object_theory, free_object_algebra_functor). Take a category C, with
a forgetful functor G : C Ñ Set and a free functor F : Set Ñ C. Let η : idSet ñ F ‚ G be
the unit of the adjunction and let φ : C(F (X), Y ) – Set(X,G(Y )) be the natural bijection of
homsets.

We define an algebraic theory T with Tn = G(F (t1, . . . , nu)), projections xn,i = ηt1,...,nu(i).
For the substitution, note thatwe can view t : Tmn as a function t : t1, . . . ,mu Ñ G(F (t1, . . . , nu)).
We then take

s ‚ t = G(φ´1(t))(s).

Now, given an object X : C, we can give G(X) a T -algebra structure, with action

s ‚ t = G(φ´1(t))(s).

Also, for a morphism f : C(X,Y ), we get a T -algebra morphism G(f) : G(X) Ñ G(Y ).
Therefore, we can view G as a functor G : CÑ AlgT .

The proofs that T is an algebraic theory, that G(X) is an algebra and that G(f) is an
algebra morphism mainly rely on the fact that φ is natural.

Sowe have a functor fromC to the category of T -algebras. One canwonderwhether there
also is a functor the other way, or whether G : CÑ AlgT is even an equivalence. If the latter
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is true, C is trivially an algebraic category, but the question for which algebraic categories G
is an equivalence is harder to answer.

Of course, for many common categories in algebra, where an object of C is a set with
some operations between its elements, one can carefully choose some elements of T0, T1, T2
etc., which act on an algebra like the specified operations, which turnsG into an equivalence.
Example 4.46 (monoid_algebra_equivalence). For C the category of monoids, G : C Ñ AlgT
is an adjoint equivalence.

Note that Tn is the free monoid on n elements. Its elements can be viewed as strings with
the characters x1, . . . , xn (for example, x1x5x3x18 . . . x7), with the xi the generators of the
monoid, acting as the projections of the algebraic theory.

Let A be a T -algebra. We can give A a monoid structure by taking, for a, b : A,

ab = (x1x2) ‚ (a, b)

and unit element
1 = () ‚ ().

Then the laws like associativity follow from those laws on the monoid and from the fact that
the action on the algebra commutes with the substitution:

a(bc) = (x1(x2x3)) ‚ (a, b, c) = ((x1x2)x3) ‚ (a, b, c) = (ab)c.

Note that if we take a monoid, turn it into a T -algebra and then into a monoid again, we still
have the same underlying set, and it turns out that the monoid operation and unit element
are equal to the original monoid operation and unit element. Therefore, G is essentially
surjective. It is also fully faithful, since any T -algebra morphism respects the action of T ,
which makes it into a monoid morphism. Therefore, G is an adjoint equivalence.
Remark 4.47. In the same way, one can characterize groups, rings and R-algebras (for R a
ring) as algebras of some algebraic theory. On the other hand, one can not use this method
to describe fields as algebras for some theory T , because one would need to describe the
inverse z ÞÑ z´1 operation as t ‚ (z) for some t : T1, with zz´1 = 1, but since the elements of
the algebraic theory act on all (combinations of) elements of the algebra, one would be able
to take the inverse 0´1 = t ‚ (0) with 00´1 = 1, which would make no sense.
Remark 4.48. Another counterexample is the category Top of topological spaces. We have a
forgetful functor G : TopÑ Set that just forgets the topology. On the other hand, we have a
free functor F : SetÑ Top which endows a set with the discrete topology. The construction
above yields the initial algebraic theory Tn = t1, . . . , nu, with an algebra action on every
topological space i ‚ (a1, . . . , an) = ai. Now, note that we can endow the set tJ,Kuwith four
different, nonisomorphic topologies, which all yield the same T -algebra. In other words: the
T -algebra structure does not preserve the topological information. Therefore, the functor
G : TopÑ AlgT is not an equivalence.

4.5.4 The Terminal Theory
Example 4.49 (one_point_theory). We can create the trivial algebraic theory T by taking Tn =
t‹u, with projections xi = ‹ and substitution ‹ ‚ ‹ = ‹. Taking λ(‹) = ‹ and ρ(‹) = ‹, we
give it a λ-theory structure (with β and η-equality). Checking that this is indeed an algebraic
theory and even a λ-theory is trivial.

Now, given any other algebraic theory S, there exists a unique function Sn Ñ Tn for every
n, sending everything to ‹. These functions actually constitute an algebraic theorymorphism
S Ñ T . If S is a λ-theory, the algebraic theory morphism is actually a λ-theory morphism.
Again, checking this is trivial.

Therefore, T is the terminal algebraic theory and λ-theory.
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Lemma 4.50 (one_point_theory_algebra_is_trivial). t‹u is the only algebra of the terminal the-
ory.

Proof. Let A be a T -algebra. First of all, we have an element ‹A = ‹T ‚0 (). Secondly, for all
elements a : A, we have

a = x1 ‚ (a, ‹) = ‹ ‚ (a, ‹) = x2 ‚ (a, ‹) = ‹.

Therefore, the set of A is t‹u, which can have only one T -action:

‹ ‚ (‹, . . . , ‹) = ‹.

4.5.5 The Endomorphism Theory
Definition 4.51 (endomorphism_algebraic_theory). Suppose thatwehave a categoryC and an
objectX : C, such that all powersXn ofX are also inC. The endomorphism theoryE(X) ofX is
the algebraic theory given byE(X)n = C(Xn, X)with projections as variables xn,i : Xn Ñ X
and a substitution that sends f : Xm Ñ X and g1, . . . , gm : Xn Ñ X to xgiyi ¨ f : Xn Ñ X .

Definition 4.52 (endomorphism_lambda_theory). Now, suppose that the exponential object
XX exists, and that we have morphisms back and forth abs : XX Ñ X and app : X Ñ XX .
LetφY be the isomorphismC(XˆY,X)

„
ÝÑ C(Y,XX) for Y : C. We can giveE(X) a λ-theory

structure by setting, for f : E(X)n+1 and g : E(X)n,

λ(f) = φXn(f) ¨ abs ρ(g) = φ´1Xn(g ¨ app).

Remark 4.53 (endomorphism_theory_has_β endomorphism_theory_has_eta). From the definition
of λ and ρ, it follows immediately that E(X) has β-equality if abs ¨ app = idXX . In the same
way, if app ¨ abs = idX , then E(X) has η-equality.

The proofs thatE(X) is an algebraic theory and a λ-theory, use properties of the product,
and naturality of the isomorphism φY .

4.5.6 The Theory Algebra
Example 4.54 (theory_algebra). Let T be an algebraic theory and n a natural number. We
can endow the Tn with a T -algebra structure, by taking the substitution operator of T as the
T -action. Since this commutes with the substitution operator and the projections, Tn is a
T -algebra.

Lemma 4.55 (theory_algebra_free). Tn is the free T -algebra on n generators.

Proof. In Lemma A.7, it is shown that T -algebras are equivalent to finite-product-preserving
Set-valued functors on the Lawvere theoryL associated toT . Now, recall fromDefinition 2.12
for any category C, we can embed Cop inside [C,Set], the category of Set-valued functors on
C. This embeds n : L as the theory algebra Tn. Then the Yoneda lemma gives a bijection

AlgT (Tn, A) – An = Set(t1, . . . , nu, A)

natural in n and A. Explicitly, it sends f : AlgT (Tn, A) to (f(xi))i and (ai)i : A
n to f ÞÑ f ‚ a.

The natural equivalence immediately shows that Tn is the free T -algebra on n elements.

Using some additional machinery, we can combine this with the algebra pullback functor
to get another functor:
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4.5. Examples

Definition 4.56. Take a nonnegative integer n. Take S : AlgTh. For every T : AlgTh,
we can take the T -algebra Tn. Then every morphism f : AlgTh(S, T ) gives an S-algebra
f˚Tn. In fact, this is a functor from (S Ó AlgTh) to AlgS : We send a morphism g : (S Ó
AlgTh)((T, f), (T 1, f 1)) to

gn : f˚Tn Ñ (f 1)˚T 1n.

This is an algebra morphism because it commutes with f , f 1 and the substitution of T and
T 1: For s : Sm and t : (f˚Tn)m, we have

gn(s ‚f˚Tn t) = gm(fm(s)) ‚T 1 (gn(ti))i = s ‚(f 1)˚T 1
n
(gn(ti))i.

The functor obviously preserves the identity morphisms and composition of morphisms, so
it is indeed a functor.

4.5.7 The Initial Presheaf
Example 4.57. Let T be an algebraic theory. We can construct a T -presheaf P , with Pn = H.
Then ‚ : Pm ˆ Tmn Ñ Pm is trivial, and the presheaf laws hold trivially.

Lemma 4.58. This is indeed the initial presheaf.

Proof. Let Q be a T -presheaf. For all n, since Pn is empty, there is only one possible function
Pn Ñ Qn. These functions trivially satisfy the presheaf morphism laws, so they constitute
the unique presheaf morphism P Ñ Q.

4.5.8 The Theory Presheaf
Example 4.59 (theory_presheaf). Let T be an algebraic theory. We can endow T with a T -
presheaf structure, by taking the substitution operator of T as the action on T . Since this
commutes with the substitution operator and the projections, T is a T -presheaf.

Lemma 4.60 (presheaf_to_L). We have natural bijections

PshfT (Tn, Q) – Qn

for Q : PshfT .

Proof. Lemma A.8 shows that T -presheaves are equivalent to presheaves on the Lawvere
theory L associated to T . Now, recall from Definition 2.12 that we can embed any category
inside its own category of presheaves. This embeds n : L as the power Tn = (Tnm)m of the
theory presheaf. Then the Yoneda lemma gives a bijection

PshfT (Tn, Q) – Qn

natural in n and Q. Explicitly, it sends f : PshfT (Tn, Q) to fn(x1, . . . , xn) and q : Qn to
(ti)i ÞÑ q ‚ t.

4.5.9 The ‘n+ p’-Presheaf
Example 4.61 (plus_1_presheaf). Given a T -presheaf Q, we can construct a presheaf A(Q, p)
with A(Q, p)n = Qn+p and, for q : A(Q, p)m and f : Tmn , action

q ‚A(Q,p) f = q ‚Q ((ιn,p(fi))i + (xn+i)i).

Lemma 4.62 (theory_presheaf_exponentiable). For all p and all T -presheaves Q, A(Q, p) is the
exponential object QT p .
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4. ALGEBRAIC STRUCTURES

Proof. Wewill show thatA(´, p) constitutes a right adjoint to the functor´ˆT p. We will do
this using universal arrows.

ForQ a T -presheaf, take the arrowφ : A(Q, p)ˆT p Ñ Q given byφ(q, t) = q‚Q((xn,i)i+t)
for q : A(Q, p)n = Qn+p and t : T pn .

Now, given a T -presheafQ1 and a morphism ψ : Q1ˆT p Ñ Q. Define rψ : Q1n Ñ A(Q, p)n
by rψ(q) = ψ(ιn,p(q), (xn+i)i).

Then ψ factors as ( rψˆ idT p) ¨φ. Also, some equational reasoning shows that rψ is unique,
which proves that φ indeed is a universal arrow.
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Chapter 5

Previous Work in Categorical
Semantics

Hyland, like every scientist, stands on the shoulder of giants. As we saw in the last chapter,
he borrows concepts from universal algebra to study the λ-calculus. Furthermore, two main
theorems in his paper have been proven by others before him, although in a different way.
This chapter strives to improve the understanding of Hyland’s work by expositing the work
of those who came before.

To understand what categorical semantics for the untyped λ-calculus is about, we first
briefly take a look at categorical semantics for the simply typed λ-calculus (Section 5.1). Af-
ter this, we provide Scott’s result about categorical semantics for the untyped λ-calculus
(Section 5.3), for which we first study the ‘category of retracts’ (Section 5.2). We then dis-
cuss Paul Taylor’s result about the structure of this category of retracts (Section 5.4), which
says something about its internal logic. Lastly, we briefly discuss a result of Peter Selinger
(Section 5.5), which seems to have inspiredHyland’s fundamental theorem of the λ-calculus.

5.1 The Correspondence Between Categories and Typed λ-calculi
In [SH80], page 413, Scott and Lambek argue that there is a correspondence between sim-
ply typed λ-calculi and cartesian closed categories (categories with products and ‘function
objects’).

• Types in the λ-calculus correspond to objects in the category.
• Types AÑ B in the λ-calculus correspond to exponential objects BA in the category.
• Terms in the λ-calculus of type B, with free variables x1 : A1, . . . , xn : An, correspond

to morphisms A1 ˆ ¨ ¨ ¨ ˆAn Ñ B.
• A free variable xi : Ai in a context with free variables x1 : A1, . . . , xn : An corresponds

to the projection morphism πi : A1 ˆ ¨ ¨ ¨ ˆAn Ñ Ai.
• Given a term s : B1 Ñ B2 and a term t : B1, bothwith free variables x1 : A1, . . . , xn : An,

corresponding to morphisms s : A1 ˆ ¨ ¨ ¨ ˆAn Ñ BB1
2 and t : A1 ˆ ¨ ¨ ¨ ˆAn Ñ B1, the

application st : B2 corresponds to the composite of the product morphism with the
evaluation morphism A1 ˆ ¨ ¨ ¨ ˆAn Ñ BB1

2 ˆB1 Ñ B2.

A1 ˆ ¨ ¨ ¨ ˆAn

BB1
2 BB1

2 ˆB1 B1

B2

s txs,ty

π1 π2

ev
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• Given a term t : B with free variables x1 : A1, . . . , xn : An, the abstraction (λxn, t) :
An Ñ B corresponds to using the adjunction corresponding to the exponential object
of An:

C(A1 ˆ ¨ ¨ ¨ ˆAn´1 ˆAn, B) – C(A1 ˆ ¨ ¨ ¨ ˆAn´1, B
An).

5.2 The Category of Retracts
The next sectionsmake extensive use of a category calledR, whichHyland calls the ‘category
of retracts’. In this section, we will define the category, and show some properties about it.

Let L be a λ-theory. First of all, for a1, a2 : L0, we define

a1 ˝ a2 = λx1, a1(a2x1);

(a1, a2) = λx1, x1a1a2;

xa1, a2y = λx1, (a1x1, a2x1);

πi = λx1, x1(λx2x3, xi+1).

Although, actually, since every one of these starts with a λ-abstraction, we need to lift the
constants ai to ι0,1(ai) : L1 to make the definitions above typecheck.

Note that πi(a1, a2) = ai and πi ˝ xa1, a2y = λx1, aix1, which is exactly what we would
expect of a projection.

Also, note that by replacing the xi by xn+i and the ι0,1(ai) by ιn,1(ai), we obtain definitions
not only for elements of L0, but for all Ln.

Later on, wewill need not only pairs and their projects, but also n-tuples with projections.
Therefore, we define

(ai)i = (a1, . . . , an) = ((. . . ((c, a1), a2), . . . ), an);

xaiyi = xa1, . . . , any = xx. . . xxc, a1y, a2y, . . . y, any;

πn,i = π2 ˝ π1 ˝ ¨ ¨ ¨ ˝ π1
looooomooooon

n´i

for some constant c, which usually is something like λxn+1, xn+1.
Recall from Section 2.11 that we can view any monoid M as a one-object category CM ,

where the morphisms are the elements ofM .

Definition 5.1 (R). Note that the set of λ-terms without free variables L0 has a monoid struc-
ture under the composition defined above. The categoryR is defined as theKaroubi envelope
CL0 (Definition 2.64) of the category CL0 of this monoid.

We choose to implement the Karoubi envelope using a slightly different (but equivalent)
very syntactical construction using idempotents, because Scott reasons about them in this
way:

R0 = tA : L0 | A ˝A = Au and R(A,B) = tf : L0 | B ˝ f ˝A = fu,

with idA = A and composition given by ˝.

Remark 5.2 (R_ob_weq_R'). Hyland instead definesR as the Karoubi envelopeCL1 (again, the
construction using the idempotents) of the monoid (L1,´ ‚ (´)) with identity element x1,1:

R0 = tA : L1 | A ‚A = Au and R(A,B) = tf : L1 | B ‚ f ‚A = fu,

writing s ‚ t instead of s ‚ (t) for s, t : L1. Note that we have a monoid morphism:

L1 ˆ L1 L1

L0 ˆ L0 L0

‚

(s,t) ÞÑ((λx1,s),(λx1,t)) s ÞÑ(λx1,s)

˝
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and since for A : R, A = λx1, ι0,1(A)(ι0,1(A)x1), we have λx1, ι0,1(A)x1 = A. This shows
that s ÞÑ λx1, s and t ÞÑ ι0,1(t)x1 (both on objects and morphisms) constitute an equivalence
between Hyland’s category of retracts and Scott’s category of retracts.

Now, to give a bit more intuition for the objects of R, we can pretend that an object A : R
consists of the set of elements that satisfy Aa = a. Then a morphism f : R(A,B) gives
B(fa) = (B ˝ f)a = fa. This actually constitutes a functor from R to PshfL:

Definition 5.3. We define a functor φ : RÑ PshfL by taking

φ(A)n = ta : Ln | ι0,n(A)a = au and φ(f)n(a) = ι0,n(f)a

for A,B : R, f : R(A,B) and a : A. The presheaf action on φ(A) is given by the substitution
of L:

(a, f) ÞÑ a ‚ f

for f : Lmn and a : Lm such that ι0,m(A)a = a.

It turns out that this is an embedding:

Lemma 5.4. This functor φ is fully faithful.

Proof. TakeA,B : R. We need to show that f ÞÑ φ(f) is an equivalence betweenR(A,B) and
PshfL(φ(A), φ(B)). We have a function

ψ : PshfL(φ(A), φ(B))Ñ R(A,B), g ÞÑ (λx1, g1(ι1(A)x1))

which gives us the inverse. To see that this even typechecks, note that we have

ι1(A)x1 : φ(A)1 and g1(ι1(A)x1) : φ(B)1 Ď L1.

Using the fact that g is a presheaf morphism, we can show that

B ˝ ψ(g) ˝A = ψ(g),

and that φ and ψ are inverses.

Remark 5.5. Note that for all A : R, we can ‘reduce’ any x : Ln to

ι0,n(A)x : φ(A)n

and in the same way, for all A,B : R, we can turn any f : L0 into a morphism B ˝ f ˝ A :
R(A,B). In particular, we have B ˝ A : R(A,B). Of course, all elements of φ(A)n and all
elements of R(A,B) arise this way.
Remark 5.6. As we saw in Remarks 2.78 and 2.79, the Karoubi envelope can only be univalent
if the original category is univalent, and even then it is not always univalent. In the case ofR,
if L is a nontrivial λ-theory, R is not a univalent category. To see this, note, for example, that
we have an object X := xπ1, π2y : R (corresponding to the type of ‘pairs’ of λ-terms). Since
L0 is a set, X = X is a proposition. However, X has (at least) two automorphisms:

xπ1, π2y and xπ2, π1y.

These are the identity, and the automorphism (of order 2) that swaps the elements of the
pair. To see that these are indeed different morphisms, note that applying them (or their
lifted versions) to (x2,1, x2,2) gives respectively x2,1 and x2,2, which are distinct elements by
Lemma 4.6.
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Remark 5.7. In some cases, we can already conclude that R is not univalent because L0 is
not univalent. For example, if L0 has η-equality, the single object ‹ : L0 has a nontrivial
automorphism given by

λx1x2x3, x1x3x2,

so L0 is not univalent, so R is not univalent.
On the other hand, if L is the pure λ-calculus with β-equality, I believe we can use struc-

tural induction to show that ‹ : L0 has no nontrivial automorphisms, so L0 is univalent.
However, as shown above, R is still not univalent.

In the next chapter, the ‘universal object’ U : R, given by the identity λx1, x1 (U), plays a
major role. Note that for all A : R, we have morphisms A : R(U,A) and A : R(A,U), which
exhibit A as a retract of U (R_retraction_is_retraction). Also note that φ(U) = L.

Note thatR hasmany (isomorphic, but not equal for nontrivialL) terminal objects, given
by Ic := λx1, ι0,1(c) : R for any c : L0 (R_terminal). These are terminal because for f : AÑ Ic,
we have f = Ic ˝ f = Ic. Note that φ(Ic)n = tι0,n(c)u. We will choose I = λx1x2, x2 : R as
our main example of the terminal object.

We might wonder whether R also has an initial object O. However, for all c : L0, we
would have a constant morphism to the universal object

λx1, ι0,1(c) : R(O,U),

so if L is nontrivial, R has no initial object.
R has binary products with projections and product morphisms (R_binproducts)

A1 ˆA2 = xp1, p2y, pi = Ai ˝ πi and xf, gy.

Recall that for any object A, we have A = idA, which for A1 ˆ A2 is xp1, p2y by the universal
property of the product, which explains why the product is of this form.

R also has exponential objects (R_exponentials)

CB = λx1, C ˝ x1 ˝B

with evaluation morphism ϵBC : CB ˆB Ñ C given by

ϵBC = λx1, C(π1x1(B(π2x1))),

which is universal because we can lift a morphism f : R(A ˆ B,C) to a morphism ψ(f) :
R(A,CB) given by

ψ(f) = λx1x2, f(x1, x2).

Note that for g : R(A,CB), the inverse ψ´1(g) is given by

ϵ ˝ xg ˝ π1, B ˝ π2y = λx1, g(π1x1)(π2x1) : R(AˆB,C).

Also note that
ψ(ϵBC) = λx1, C ˝ x1 ˝B = CB = idCB .

Note that φ(CB)0 = R(B,C), as we would expect.
Now, we might wonder whether there exists some A : R such that φ(A)0 =H. However,

for any c : L0, we have Ac : φ(A)0, because

Ac = (A ˝A)c = A(Ac).

Note that we can lift constants from φ(A)0 to any φ(A)n, so they are all nonempty.
Combining this with the embedding of R ãÑ PshfL, we would expect R to not have all

pullbacks. This is because in PshfL, for a cospan B f
ÝÑ A

g
ÐÝ C with fn(Bn) X gn(Cn) = H
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for some n, the pullback Q would have Qn = H, which could never happen with an object
coming from R. Note, however, that this can not be made rigorous, because a fully faithful
embedding reflects limits, but does not necessarily preserve them.

However, it is true that R does not have all pullbacks (if L is nontrivial). Consider for
example the following cospan:

I
f
ÝÑ U

g
ÐÝ I

for different f, g : R(I, U). For example, f = (λx1, ι0,1(π1)) and g = (λx1, ι0,1(π2)). Now,
take any object Q : R. Note that we have a unique morphism I : R(Q, I). Then we have the
following diagram:

Q I

I U

I

I g

f

with
f ˝ I = f = g = g ˝ I,

so the diagram does not commute, and Q is not a pullback of this cospan.
Taylor notes [Tay86, Section 1.5] that the objects in R have very strong properties with

respect to fixpoints. One of the properties also arises via Lawvere’s fixed point theorem
[Law69, page 136]: For all B : R, since BU is a retract of U , every endomorphism f : B Ñ B
has a fixpoint (fixpoint_is_fixpoint). That is, there exists s : I Ñ B such that f ˝ s = s.
Working out the proof even yields an explicit term:

s = λi, (λx, f(xx))(λx, f(xx)).

Indeed, s = λi, f((λx, f(xx))(λx, f(xx))) = f ˝ s, and B ˝ s = B ˝ f ˝ s = s = s ˝ I , so
s : R(I,B).

From this, Taylor deduces [Tay86, §1.5.12] that R does not have all coproducts if L is
nontrivial, because suppose that R has all coproducts. Then B = I + I is a ‘boolean algebra
object’: We defineK,J : I Ñ B to be the injections on the left and right components. SinceR
is cartesian closed, binary products distribute over binary coproducts, so we have B ˆ B –
((I ˆ I)+ (I ˆ I))+ ((I ˆ I)+ (I ˆ I)), and note that I ˆ I – I . Using the universal property
of the coproduct, we can define ␣ : B Ñ B componentwise as ␣ = [J,K], the coproduct
arrow

I I + I I

I + I

K

J
[J,K]

J

K

Note that by the definition of ␣, ␣ ˝ K = J. Similarly, we define ^,_ : B ˆ B Ñ B as
^ = [[K,K], [K,J]] and _ = [[K,J], [J,J]]. Using the same universal property, we can also
verify some properties of K,J,^ and ␣, like the fact that the following diagrams commute:

B B ˆB

B

idB

xidB ,idBy

^

B B ˆB

I B

!

x␣,idBy

^

K
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for ! : B Ñ I the terminal projection. We do this by checking, for example, that idB ˝
J = ^ ˝ xidB, idBy ˝ J and idB ˝ K = ^ ˝ xidB, idBy ˝ K. Now, as mentioned above, every
endomorphism has a fixed point. In particular, we have some ‹ : I Ñ B such that ␣ ˝ ‹ = ‹.
Now, note that

‹ = ^ ˝ xidB, idBy ˝ ‹ = ^ ˝ x‹, ‹y = ^ ˝ x‹,␣ ˝ ‹y = ^ ˝ xidB,␣y ˝ ‹ = K˝! ˝ ‹ = K

and then
K = ‹ = ␣ ˝ ‹ = ␣ ˝ K = J.

Now, for any object A : R and any two global elements f, g : I Ñ A, we have the following
diagram:

I I + I A
K

J

f

g

[f,g]

and we have
f = [f, g] ˝ K = [f, g] ˝ J = g.

In particular, for any two objects A,A1 : R, since we have A ˝ A1 : R(A1, A), so R(A1, A) is
nonempty, we have

R(A1, A) – R(I ˆA1, A) – R(I, AA1

) – t‹u,

so R is the trivial category and L is trivial.

5.3 Scott’s Representation Theorem
The correspondence in Section 5.1 between simply-typed λ-calculi and cartesian closed cat-
egories raises a question whether such a correspondence also exists for untyped λ-calculi.
Definition 4.51 shows that in fairly general circumstances we can take one object c in a cate-
gory C and consider the morphisms t : C(cn, c) as terms in an untyped λ-calculus. Hyland
calls this the ‘endomorphism theory’ of c.
Remark 5.8. To construct a simply typed λ-calculus from a category, we just need a cartesian
closed category. In a simply typed λ-calculus, there is a lot of restriction on which terms we
can apply to each other. A term of typeAÑ B can only be applied to a term of typeA, which
gives a term of type B. In particular, a term can be applied only finitely many times to other
terms, and every time, the result has a different type.

On the other hand, for an untyped λ-calculus, we need a cartesian closed category with
a ‘reflexive object’. This is because in the untyped λ-calculus, we can apply arbitrary terms
to each other. For example, we can apply the term (λx1, x1x1) to itself, which would not be
typable in the simply typed λ-calculus. Suppose that we have a category C and an object
U such that the morphisms C(Un, U) give the untyped λ-terms in n free variables, for all
n. Now, given two terms f, g : C(Un, U), for the application fg, we need to consider f as a
morphism in C(Un, UU ). We can do this by postcomposing with a morphism φ : C(U,UU ).
On the other hand, if n ą 0, then (λxn, f) is a morphism in C(Un´1, UU ), but it is a term in
n´1 free variables, so it should be inC(Un´1, U). For this, we postcomposewith amorphism
ψ : C(UU , U). Now, for our untyped λ-calculus to have β-equality, we need ψ ¨ φ = idUU ,
which means that the exponential UU of U is a retract of U . This is exactly what it means
for U to be a reflexive object: an object U in a cartesian closed category, that has a retraction
onto its ‘function space’ UU . Note that if we want our λ-theory to also have η-equality, the
retraction must be an isomorphism.
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Note that Set is a cartesian closed category, but that for setsX and Y , the function space
XY has cardinality |X||Y |, and thereforeUU cannot be a retract ofU , unlessU = t‹u, inwhich
case we have a very trivial λ-calculus: Set(Un, U) = t‹u.

During the 1960s, computer scientists sought for nontrivial examples of reflexive objects,
there is a quote by Dana Scott that “Lambda-calculus has nomathematical models!” [Sco16].
However, in 1969, the same Dana Scott discovered that the category of (continuous) lattices
with (Scott-)continuous functions between them has a nontrivial reflexive object, with the
retraction onto the function spaces being even an isomorphism. Such a reflexive object D8
is obtained by starting with an arbitrary lattice D0, iteratively taking Dn+1 = DDn

n , with a
retraction (in the ‘wrong’ direction) r : DDn

n Ñ Dn, and then passing to the limit D8 =
limÐDn (for the main result, see Theorem 4.4 in [Sco72], page 127).

Since Lambek showed an equivalence between simply typedλ-calculi and cartesian closed
categories, and sincewehave a construction for anuntypedλ-calculus froma cartesian closed
category with a reflexive object, we can wonder whether this construction constitutes conti-
tutes an equivalence between untyped λ-calculi and some class of categories. This question
finds a partial answer in the following theorem, originally proved in a very syntactical way
by Dana Scott [SH80, p. 418].

Theorem 5.9 (representation_theorem_iso). We can obtain every untyped λ-calculus as the en-
domorphism theory of some object in some category.

Proof. Let L be a λ-theory. Scott considers its category of retracts R, with ‘universal object’
U .

Note that UU is a retract of U , so U is a reflexive object.
Therefore, E(U), the endomorphism theory of U , has a λ-theory structure. Note that the

finite powers of U in R are given by U0 = I and Un+1 = Un ˆ U .
We have E(U)n = R(Un, U) = tf : L0 | U ˝ f ˝ U

n = fu. The variables of E(U) are the
projections πn,i of Un. The substitution is given by composition with the product morphism:

f ‚ g = f ˝ xxxI, g1y, . . . y, gny.

We have UU = λf, U ˝ f ˝ U = λx1x2, x1x2. Using the bijection R(Un ˆ U,U) – R(Un, UU )
and the retraction UU : U Ñ UU , the abstraction and application λ and ρ are given by

λ(f) = λx1x2, ι0,2(f)(x1, x2), ρ(g) = λx1, ι0,1(g)(π1x1)(π2x1).

for f : R(Un+1, U) and g : R(Un, U).
Now, we have bijections ψ0 : E(U)0

„
ÝÑ L0, given by

ψ0(f) = f(λx1, x1) and ψ´10 (g) = λx1, ι0,1(g).

We can extend this to any n, by reducing any term to a constant by repeatedly using λ, then
applying the bijection, and then lifting it again using ρ. Explicitly, we obtain

ψn(f) = ι0,n(f)(xi)i, and ψ´1n (g) = λx1, g ‚ (πn,ix1)i.

It is not hard to verify that this is indeed a bijection, using at one point the fact that f :
R(Un, U) is defined by f ˝ Un = f , for

Un = xπn,iyi.

It is also pretty straightforward to check that

ψ(πn,i) = xi, ψ(f) ‚ (ψ(gi))i = ψ(f ‚ g),

ψ(λ(h)) = λ(ψ(h)), ψ(ρ(h1)) = ρ(ψ(h1))

for f : E(U)m, g : E(U)mn , h : E(U)n+1 and h1 : E(U)n. Therefore, ψ is an isomorphism of
λ-theories.
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5.4 The Taylor Fibration
In his dissertation, Paul Taylor shows that R is not only cartesian closed, but also relatively
cartesian closed. Recall we have chosen to interpret R as the category CL0 , constructed using
idempotents, because both Scott’s and Taylor’s proof are very syntactical in nature.

In Section 2.7, we studied internal and external representations of families of objects in
a category and how they behaved under substitutions (pullbacks). This was to arrive at a
definition for dependent products and sums, as the right and left adjoints to the pullback (or
substitution) functor α˚ : (C Ó A)Ñ (C Ó B) along some morphism α : C(B,A).

Now, some categories are not locally cartesian closed. That is: not all pullback/substitu-
tion functors α˚ exist or have a right adjoint. For example, R does not have all pullbacks, so
the substitution functors do not always exist. In such a categoryC, the functorC2 Ñ C is not
a fibration. One way to look at this, is that in such a category not every morphism X Ñ A
represents a family of objects. In such a category, we can carefully choose a subset of the
morphisms to represent our indexed families. We will call a morphism that we choose to
represent an indexed family a display map. In most cases, we have quite a bit of choice how
big we want our subtype of display maps to be. However, to make sure that indexed families
are well-behaved, the subtype of display maps needs to have some properties:

1. The pullback of a display map along any morphism exists and is a display map.
2. The composite of two display maps is a display map.
3. C has a terminal object and any terminal projection is a display map.

Remark 5.10. A ‘maximal’ example of a subtype of display maps is, for example, in the cat-
egory Set, where we can take our subtype of display maps to equal the full type of all mor-
phisms of C. This works in any category that has all limits.
Remark 5.11. A ‘minimal’ example of a subtype of display maps is the subtype of product
projections in a univalent category with finite products. In this case, all indexed families are
constant, and then dependent sums and products become binary products and exponential
objects.

Now, let C be a category with a subtype of display maps D Ď C. We will denote the
subtype of display maps from X to A with D(X,A) Ď C(X,A). For any A : C, we define
the category (C ÓD A) as a full subcategory of the slice category (C Ó A), with as objects the
display maps f : D(X,A). The morphisms between two objects of (C ÓD A) are still all the
morphisms of (C Ó A) (i.e. the morphisms of C that commute with the display maps).

Note that for the terminal object I : C, (C ÓD I) is still equivalent to C, since every
terminal projection is a display map.

Also note that since the pullback of display maps against any map exist (and are display
maps again), we get a pullback functor α˚ : (C ÓD A)Ñ (C ÓD B). This is the restriction of
the pullback functor α˚ : (C Ó A)Ñ (C Ó B), if it exists.

Note that since composing two display maps gives a display map again, and since the
dependent sum is given by postcomposition, α˚ has a left adjoint for all display maps α.
That is: the fiber categories (C ÓD A) have dependent sums over display maps.

The question whether the fiber categories (C ÓD A) also have dependent products over
display maps, brings us to the definition of relative cartesian closedness.

Definition 5.12. A category C is cartesian closed relative to a class of display maps D, if the
substitution functors α˚ along display maps have right adjoints.

Now, analogously to Lemma 2.33, Taylor shows:

Lemma 5.13. If a category C is cartesian closed relative to a class of display maps D, then the fiber
categories (C ÓD A) are cartesian closed and the substitution functors α˚ preserve this structure.
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Proof. Taylor proves this in a series of lemmas leading up to §4.3.7 in [Tay86]. It is also proved
as Proposition 6 of [HP89].

5.4.1 Taylor’s Proof
AsHyland remarks, Taylor shows thatR is relatively cartesian closed using a very syntactical
argument, in the spirit of Scott.

He starts out with a kind of ‘external’ representation of indexed families (Xa)a in R. He
denotes these as ‘functions’ AÑ R0. They are the elements X : L0 with

X ˝A = X and (λx1, (Xx1) ˝ (Xx1)) = X.

TheseX form a categoryRA, with the morphisms inRA(X,Y ) given by f : L0 with f ˝A = f
and (λx1, (Y x1) ˝ (fx1) ˝ (Xx1)) = f . The identity onX is given byX , and the composition
is given by f ¨ g = λx1, gx1 ˝ fx1.

Taylor shows that these categories RA are cartesian closed. He notes that assigning these
categories RA to objects A : R again constitutes a contravariant (pseudo)functor Rop Ñ Cat,
sending morphisms AÑ B to precomposition functors RB Ñ RA.

For A : R, we introduce the combinator
ÿ

A

= λx1x2, (A(π1x2), x1(π1x2)(π2x2)).

For A : Set, we have an equivalence between the elements of SetA and the elements of
the fiber (Set Ó A) of the fibration Set2 Ñ Set. Now, for A : R,

ř

A gives a functor from RA
to (R Ó A). Note that it sends objects X : RA to

ř

AX , together with a projection morphism
pX = A ˝π1 :

ř

AX Ñ A. Note that with the embedding in Definition 5.3 into PshfL, we can
consider

ř

AX as consisting of pairs (a, x) with a : A and x : Xa, which is exactly what we
would expect from a dependent sum.

Now,
ř

A is fully faithful: given a morphism g : R (
ř

AX,
ř

A Y ), we take

ψ(g) = λx1x2, π2(g(x1, x2)).

For verifying that ψ(g) is indeed a morphism in RA(X,Y ), it helps to recall that g ˝
ř

AX =
g =

ř

A Y ˝ g and pY ˝ g = pX . Since ψ(
ř

A f) = f for all f : RA(X,Y ) and
ř

A ψ(g) = g for
all g : R(

ř

AX,
ř

A Y ),
ř

A is indeed fully faithful.
On the other hand,

ř

A is generally not surjective. However, we can choose our subtype
D of display maps in such a way that the restriction RA Ñ (C ÓD A) becomes essentially
surjective.

Definition 5.14. For R, we will consider a morphism f : X Ñ A to be a display map if we
have some Y : RA like above, and some isomorphism g : (X, f)

„
ÝÑ (

ř

A Y, pY ) in (R Ó A).

Remark 5.15. Hyland actually gives a different characterization of Taylor’s display maps. He
claims that Taylor takes the display mapsX Ñ A to be the retracts in (R Ó A) of p1 : AˆU Ñ
A, the projection onto the first coordinate. The two characterizations are equivalent:

Given Y : RA, intuitively Y a is a retract of U for all a. Concretely, both morphisms
r : A ˆ U Ñ

ř

A Y and s :
ř

A Y Ñ A ˆ U are given by
ř

A Y and these commute with
the projection to A. Therefore, if we have an isomorphism g : X

„
ÝÑ

ř

A Y in (R Ó A), then
ř

A Y ¨ g
´1 and g ¨

ř

A Y make X into a retract of Aˆ U .
Conversely, given a retraction r : Aˆ U Ñ X and section s : X Ñ Aˆ U in (R Ó A), we

have
Y = λx1x2, π2(s(r(x1, x2))) : RA.

Using the properties of r and s and the definition of
ř

A Y , one can show that r gives a mor-
phism

ř

A Y Ñ X and s gives a morphism X Ñ
ř

A Y , and that r ˝ s = idř

A Y
. Combined

with the fact that s ˝ r = idX , this shows that X is isomorphic to
ř

A Y .

61



5. PREVIOUS WORK IN CATEGORICAL SEMANTICS

Remark 5.16. Recall that if L is nontrivial, R is not univalent, and the existence of Y : RA with
the isomorphism g : X

„
ÝÑ

ř

A Y is not a proposition. Take, for example, Y : RI given by
(λx1, UˆU). Recall that (R Ó I) is equivalent toR. Under this equivalence

ř

I Y is equivalent
to U ˆ U . As mentioned before,

ř

I Y has (at least) two distinct isomorphisms to itself: the
identity and the isomorphism that swaps both sides of the product.

In a similar way, being a retract of A ˆ U is not a proposition. Therefore, if we want the
class of display maps to really be a subclass of the class of morphisms, we need the existence
of Y : RA and the isomorphism g : X

„
ÝÑ

ř

A Y , or the existence of the retractionAˆU Ñ X ,
to mean mere existence in this case. This means that we cannot use these in constructions,
except for mere propositions.

Taylor shows that these displaymaps indeed satisfy the three propertiesmentioned above.
However, in univalent foundations, there are some subtleties in the case of pullbacks:

1. Given a display map (X, f) : (R ÓD A) and a morphism α : R(B,A). Recall that this
means that there merely exists a Y : RA and an isomorphism X

„
ÝÑ

ř

A Y in (R Ó A).
Therefore, we have mere existence of a pullback

ř

B(Y ˝ α) of
ř

A Y along α. For all
C : R with β : R(C,B) and γ : R(C,

ř

A Y ) that make the square commute, we have
the morphism λx1, (βx1, π2(γx1)) : R(C,

ř

B(Y ˝ α)).

C

ř

B(Y ˝ α)
ř

A Y X

B A

γ

β

λx1,(βx1,π2(γx1))

λx1,(α(π1x1),Y (α(π1x1))(π2x1))

p(Y ˝α) pY

g

f

α

By the isomorphism between X and
ř

A Y ,
ř

B(Y ˝ α) is also a pullback of X : by
postcomposing with g and its inverse, we see that morphisms from

ř

B(Y ˝ A) and C
to X are equivalent to morphisms to

ř

A Y .
2. Given display maps f : B Ñ A and g : C Ñ B. We have X : RA and Y : RB with

isomorphisms s : B „
ÝÑ

ř

AX and t : C „
ÝÑ

ř

B Y . We need to show that f ˝ g : C Ñ A
is also a display map.

C
ř

B Y
ř

A Z

B
ř

AX

A

g

„

t

pY

u
„

pZ
f

„
s

pX

Intuitively, the isomorphism
ř

B Y –
ř

A Z represents a bijection
ÿ

b:
ř

a:AXa

Y b –
ÿ

a:A

ÿ

x:Xa

Y (a, x),

relating ((a, x), y) to (a, (x, y)). Therefore, consider

Z = λx1x2, (Xx1(π1x2), Y (s´1(x1, π1x2))(π2x2)) : RA.

we have an isomorphism u :
ř

B Y
„
ÝÑ

ř

A Z given by:

u = λx1, (Aa, (Xax, Y by))

62



5.4. The Taylor Fibration

with
b = π1x1; a = π1(sb); x = π2(sb); y = π2x1,

and
u´1 = λx1, (s

´1(Aa,Xax), Y by)

with
a = π1x1; x = π1(π2x1); b = s´1(a, x); y = π2(π2x1)

and then u ˝ t is an isomorphism in (R Ó A) between (C, f ˝ g) and (
ř

A Z, pZ).
3. Let B Ñ I be a terminal projection. Consider Y = (λx1, B) : RI . We have

ÿ

I

Y = λx1, ((λx2, x2), B(π2x1)) = xI ˝ π1, B ˝ π2y = I ˆB,

which is isomorphic to B.

Remark 5.17. There is an awful lot of properties to verify here (e.g. that some terms are ele-
ments of some RA, that others are morphisms in some R(

ř

AX,
ř

B Y ), that some diagrams
commute), but most of it boils down to writing down the equations that should hold, re-
ducing them via β-equality, and then using the facts that objects A : R are idempotent, that
morphisms f : R(A,B) equal B ˝ f ˝ A and that objects X : RA satisfy X ˝ A = X and
Xa(Xax) = Xax for all a and x. Note that for a morphism f :

ř

AX Ñ B,

f(Ax1, x2) = f(x1, x2) = f(x1, Xx1x2),

so f ‘absorbs’ such instances of A and X , so to speak.
Remark 5.18. To talk about ‘relatively cartesian closed’, we need a pullback functor α˚ : (R ÓD
A) Ñ (R ÓD B) for all (display maps) α : B Ñ A. However, as remarked before, since the
definition of display maps involves a propositional truncation, we only have mere existence
of pullbacks, and to pass from the statement “for all f , there exists a pullback α˚f” to the
statement “there exists a function that sends every morphism f : (R ÓD A) to its pullback
α˚f : (R ÓD B)”, we need to assume the axiom of choice.

However, note that we have a weak equivalence between strict categories (categories in
which the type of objects is a homotopy set)

ř

A : RA „
ÝÑ (R ÓD A). If we assume the axiom

of choice,
ř

A becomes an equivalence of categories [Uni13, Chapter 9, introduction, bullet
(ii)] and then our pullback functor is given by

´1
ÿ

A

‚(α ¨ ´) ‚
ÿ

B

,

where (α ¨ ´) : RA Ñ RB denotes the functor given by precomposition with α.
This brings us to the main theorem of this section [Tay86, §5.1.8].

Theorem 5.19. If we assume the axiom of choice, R is cartesian closed, relative to the given class of
display maps.

Proof. Let α : B Ñ A be a display map. We have mere existence of some X : RA and
an isomorphism g : (X,α)

„
ÝÑ (

ř

B, pX). We need to show that there is a right adjoint
to the pullback functor α˚. Since under assumption of the axiom of choice, α˚ is defined
as a composition of a precomposition functor with two equivalences of categories, this is
equivalent to showing that there is a right adjoint to the precomposition functor (α ¨ ´) :
RA Ñ RB (note that α ¨ ´ sends f to f ˝ α).

Now, intuitively, any Y : RB denotes an indexed family ((Y (a, b))b:Xa)a:A. We want the
right adjoint α˚Y to be the indexed family of dependent products (

ś

b:Ba
Y (a, b))a. An ele-

ment f of the dependent product α˚Y a is then a function fromXa, that satisfies fb : Y (a, b)
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for all b : Xa. Therefore, for all a : A and all f : L0, wewant (α˚Y a)f = f tomean “f˝Xa = f
and, fb : Y (a, b) for all b : Xa”. We encode these two parts as

λx1, x1 ˝Xa and λx1x2, Y (g´1(a, x2))(x1x2).

It turns out that these are idempotents and they commute, so we can compose them into one
object

α˚Y a = λx1x2, Y (g´1(a, x2))(x1(Xax2)) : R

and we define the combinator

α˚ = λx1x2x3x4, x1(g
´1(x2, x4))(x3(Xx2x4)).

Now, applying α˚ to both objects and morphisms in RA gives a functor α˚ : RB Ñ RA.
Note that for all Y : RB and all b, we have amorphism (λx1, x1(π2(gb))) : R(α˚Y (αb), Y b).

Making this parametric in b gives us a counit

ϵY = λx1x2, Y x1(x2(π2(gx1))) : RB((α˚Y ) ˝ α, Y ).

To show that (α ¨ ´) % α˚, we need to show that for all Y : RB , (α˚Y, ϵY ) is a universal
arrow from (α ¨ ´) to Y . Recall the following diagram:

Z ˝ α (α˚Y ) ˝ α

Y
f

pf˝α

ϵY

Now, suppose that we have some Z : RA and some f : RB(Z ˝ α, Y ). We define

pf = λx1x2x3, f(g
´1(x1, x3))(Zx1x2) : RA(Z,α˚Y )

and we have (( pf) ˝ α) ¨ ϵY = f . Now, suppose that we have some (other) pf 1 : RA(Z,α˚(Y ))

such that ( pf 1 ˝ α) ¨ ϵY = f . Then substituting ( pf 1 ˝ α) ¨ ϵY for f in pf yields

pf = λx1, (α˚Y x1) ˝ ( pf 1x1) = pf 1,

so pf is unique and (α˚Y, ϵY ) is a universal arrow, which concludes the proof that (α ¨´) % α˚
and we see that R is cartesian closed relative to the given class of display maps.

Remark 5.20. Recall that in the definition of α˚, we composed commuting idempotents

λx1x2, x1(Xax2) and λx1x2, Y (a, x2)(x1x2).

In his PhD thesis, Taylor instead composes the idempotents

λx1, x1(Xax2) and λx1x2, Y x2(x1x2).

Note that in the first term, x2 plays the role of an element ofXa, whereas in the second term,
it plays the role of an element of B. Of course, if we worked in Set, we would indeed have
Xa Ď

Ů

a:AXa – B. However, in R, the ‘terms’ of B –
ř

AX look like pairs (a, x) with a : A
and x : Xa, so we cannot consider terms of Xa to be terms of B.

Therefore, the idempotents that he uses do not commute, and the resulting term

λx1x2, Y (Bx2)(x1(Xax2))

(notice the redundant usage of B) is not idempotent.

64



5.5. The λ-Calculus is Algebraic

5.5 The λ-Calculus is Algebraic
Aswementioned inRemark 4.32, using tools fromuniversal algebra, there are two approaches
to study λ-calculus-like structures. One can either study λ-theories or algebras for the alge-
braic theory Λ. We will see that Hyland shows that these are equivalent.

In his proof, he refers to the 2002 paper ‘The lambda calculus is algebraic’ by Peter Selinger
[Sel02]. We will not study this paper in detail, but it is interesting to have a quick look at it,
because it seems that Hyland took some inspiration from it.

Selinger studies two kinds of objects which he calls λ-algebras and λ-theories:

Definition 5.21. A combinatory algebra is a set A, together with a binary (application) opera-
tion (a1, a2) ÞÑ a1a2, and distinguished elements k, s : A such that for all a1, a2, a3 : A,

ka1a2 = a1 and sa1a2a3 = a1a3(a2a3).

A λ-algebra is a combinatory algebra which ‘behaves nicely’ in some sense1.

For a setC and a countable set V , we defineΛC to be the inductive type with constructors

Var(x), App(f, g), Abs(x, f) and Con(c)

for x : V , f, g : ΛC and c : C.

Definition 5.22. A λ-theory is an equivalence relation ‘=’ on ΛC for some C, containing α-
and β-equality and closed under application and abstraction.

Selinger shows in his paper that the categories of λ-algebras and λ-theories are equivalent.
As we will see in the next chapter, Hyland shows that his own notions of Λ-algebras and λ-
theories are equivalent.

Now, it is not hard to show that Hyland’s and Selinger’s notions of λ-theory are equiva-
lent: If we have one of Selinger’s λ-theories with a countable set of variables, enumerate the
variables as x1, x2, . . . and let Ln be the set of terms with only the free variables x1, . . . , xn.
Then, if we quotient by the equivalence relation, we get one of Hyland’s λ-theories. Con-
versely, if we start with one of Hyland’s λ-theories L, we can consider Ln as a subset of Ln+1

by sending xn,i to xn+1,i. If we take the union L =
Ť

n Ln (officially, this is a directed limit),
we have a function f : ΛL Ñ L, because the constants of ΛL are exactly the terms of L and be-
cause λ-theories in Hyland’s sense support the operations of the λ-calculus (see Subsection
4.4.1). This gives an equivalence relation on ΛL by taking a ‘ =1 b if f(a) = f(b).

Note, however, that is very hard to show that Hyland’s notion of Λ-algebra and Selinger’s
notion of λ-algebra are equivalent. If we start with a Λ-algebra A, this is already a combina-
tory algebra, becauseΛ contains the S andK combinators and their image are the designated
elements s and k. However, if we start with a λ-algebra andwant to turn this into aΛ-algebra,
we need to give a t-action for every t : Λ, not just for S and K. Therefore, we need to show
that any Λ-term can be expressed in terms of K, S and application. However, at that point
we are already halfway through a proof that any Λ-algebra can be given a λ-theory structure.

1We can interpret terms of combinatory algebra (abstract terms involving just application, the constants S
and K, constants from A and some variables) as functions on A. We can also interpret them as λ-terms with
constants inA, by sending S andK to the S andK combinators. Then ‘behaving nicely’ means that if the λ-terms
of two such terms are equal, then their functions on A are equal as well.
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Chapter 6

Hyland’s Paper

In this chapter, we will cover the main results from Hyland’s paper. We work out the proofs
in more detail, and point out where subtleties arise when translating them from set theory
to univalent foundations.

The chapter starts with a new proof for Scott’s representation theorem (Section 6.1). The
sections after this deal with a lot of different categories and Section 6.2 discusses the rela-
tions between these categories. Section 6.3 gives Hyland’s proof of the result by Paul Taylor
that was covered in the previous chapter. Here, the bifurcation of the Karoubi envelope in
univalent foundations, as mentioned in Remark 2.81, means that Hyland’s result is about a
different category than Taylor’s result (Remark 6.11).

In the last part of this chapter, we cover Hyland’s fundamental theorem about the equiv-
alence between λ-theories and Λ-algebras. There are multiple ways to construct a λ-theory
fromaΛ-algebra, and these give rise to slightly different proofs. Wewill consecutively cover a
very elementary version (Section 6.4), Hyland’s first version, which uses the endomorphism
theory (Section 6.5), and Hyland’s second version, which uses the theory of extensions (Sec-
tion 6.6).

6.1 Scott’s Representation Theorem
Now, Scott’s representation theorem, which asks whether we can represent any λ-theory as
the endomorphism theory of some reflexive object in some cartesian closed category, can be
answered using the presheaf category.

Theorem 6.1 (representation_theorem_iso). Any λ-theory L is isomorphic to the endomorphism
λ-theory EPshfL(L), with L viewed as a presheaf.

Proof. First of all, remember that L is indeed exponentiable and that LL = A(L, 1) (Lemma
4.62). Now, sinceL is aλ-theory, wehave sequences of functions back and forthλn : A(L, 1)n Ñ
Ln and ρn : Ln Ñ A(L, 1)n. These commute with the L-actions, so they constitute presheaf
morphisms and E(L) is indeed a λ-theory.

Remark 4.60 gives a sequence of bijections φn : PshfL(Ln, L) – Ln for all n, sending f :
PshfL(Ln, L) to f(x1, . . . , xn), and conversely sending s : Ln to ((t1, . . . , tn) ÞÑ s‚(t1, . . . , tn)).
It considers λ-terms in n variables as n-ary functions on the λ-calculus. Therefore, it should
come as no surprise that φ preserves the xi, ‚, ρ and λ, which makes it into an isomorphism
of λ-theories and this concludes the proof.

So Hyland shows that the representation theorem follows largely from the fact that the
functions from Ln to itself can be represented by Ln+1, together with the Yoneda lemma for
the Lawvere theory associated to L (Remark 4.60).
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This proof is particularly nice, because it does not requireβ- or η-equality, but ifLhasβ- or
η-equality, then we can immediately see (even without the isomorphism from the theorem)
that the endomorphism theory also has this property.
Remark 6.2. Actually, in this thesis we stumbled upon another categorywith a reflexive object
that exhibits L as its endomorphism theory, provided that L has β-equality: In Appendix B,
we see that the Lawvere theory L associated toL is a weak cartesian closed category, inwhich
11 = 1. It is then easy to see that the endomorphism theory that we obtain from this reflexive
object 1 is exactly equal to L.

Note, however, that this is technically not an answer to Scott’s original question, because
the original formulation asks for a cartesian closed category with a reflexive object, whereas
here we only have a reflexive object in a weak cartesian closed category. Even so, it is an
answer to the core of the question, which is about whether we can represent any λ-theory as
the sets of morphisms C(Un, U) for some U : C.

6.2 Relations Between the Categories
As mentioned before, we have a fully faithful embedding of R into PshfL.

Also, we have a functor from the Lawvere Theory L (see Lemma A.6) associated to L
into R, sending n : L to Un : R. By Scott’s representation theorem, this functor can map
morphisms as follows:

L(m,n) = Lnm – R(Um, U)n – R(Um, Un),

which immediately shows that this functor is a fully faithful embedding.
Note that if we consider L1 as a monoid, with operation ‚ and unit x1, and if we consider

thismonoid as a category, we can embed this (fully faithfully) intoL. This gives the following
sequence of embeddings:

CL1 L R PshfL

Note that the composition of the first twomorphisms sends the object of the categoryCL1

to (λx1, x1) : R, which is exactly the usual embedding of CL1 into its Karoubi envelope.
Write i : Cop

L1
ãÑ Lop and j : Lop ãÑ Rop for the embeddings on the opposite categories.

By Corollary 2.42, the first two functors in this sequence essentially yield surjective functors
on the presheaf categories:

CL1 L R

PCL1 PL PR PshfL

よ

iop

yo よ

jop

i˚ j˚

„
„

The two equivalences in this diagram are due to Lemma A.8 and Corollary 2.84.

Lemma 6.3 (adjoint_equivalence_1_from_comp). The precomposition functors i˚ and j˚ are ad-
joint equivalences.

Proof. We will show that j˚ is an adjoint equivalence. From the ‘two out of three’ property,
it follows then that i˚ is also an adjoint equivalence.

Lemma 2.40 shows that η : idPL ñ Lanj ‚ j˚ is a natural isomorphism. To complete the
proof that j˚ is an adjoint equivalence, we just have to show that ϵ : j˚ ‚ Lanj ñ idPL is a
natural isomorphism as well.
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To this end, take F : PR. By Lemma 2.40, we have the isomorphism

η´1j˚F
: j˚(Lanj(j˚F )) – j˚F.

Since functors preserve isomorphisms, wehave i˚(j˚(Lanj(j˚F ))) – i˚(j˚F ). However, since
j˚ ‚ i˚ is an equivalence and in particular fully faithful, this corresponds to an isomorphism

Lanj(j˚F ) – F.

Now we only need to prove that its morphism is equal to ϵF . Equivalently, we need to prove
that i˚(j˚ϵ) is equal to the morphism i˚η

´1
j˚F

, or that j˚ϵ equals η´1j˚F
.

Take n : L. We need to show that ϵF (j(n)) = η´1j˚F
(n) as functions from (Lanj(j˚F ))(j(n))

toF (j(n)). Note that the diagram for (Lanj(j˚F ))(j(n)) consists ofF (j(m)) for all f : R(j(m), j(n)).
Now, as it turns out, both ϵF (j(n)) and η´1j˚F

(n) are defined as the colimit arrow of F (f) :
Set(F (j(m)), F (j(n))) for all f : R(j(m), j(n)), which concludes the proof.

Lemma 6.4. The embeddings of R into PshfL and PR commute with the equivalence between these
categories.

Proof. Note:

(よ ‚ j˚)(A)(n) = (j ‚ (よ(A)))(n) =よ(A)(j(n)) = R(Un, A)

(ι‚ „)(A)(n) = ta : Ln | ι0,n(A)a = au

By Scott’s representation theorem, we have φn : R(Un, U)
„
ÝÑ Ln, given by

φn(f) = ι0,n(f)(xi)i.

Restricting this isomorphism to the morphisms to A yields

R(Un, A) – ta : Ln | Aa = au.

Of course, this is natural in A, since for g : R(A,B), postcomposing elements of R(Un, A) by
g is equivalent to applying g to the elements of ta : Ln | Aa = au.

Lastly, for f : Lnm, the presheaf actions

(よ ‚ j˚)(A)(f) : R(Un, A)Ñ R(Um, A)

and
(ι‚ „)(A)(f) : ta : Ln | ι0,n(A)a = au Ñ ta : Lm | ι0,n(A)a = au

are in fact given by the substitution operations ‚ in E(U) and L. Since Scott’s representation
theorem shows thatE(U) is isomorphic toL as a λ-theory, these substitutions are compatible
with the φn, which shows naturality in n.

6.3 Relative Cartesian Closedness of the Category of Retracts
Recall that in the last chapter, we saw that Paul Taylor shows that the category of retracts R,
studied by Scott, is not only cartesian closed, but also ‘relatively cartesian closed’. The proof
uses the axiom of choice, and works for the setcategory version of the Karoubi envelope CL0 .
Here, CL0 is the category associated to the monoid (L0, ˝).

Now, recall from Chapter 2, that in univalent foundations there are three different defini-
tions that we can take for the Karoubi envelope, denoted CL0 , rCL0 and pCL0 . There is three of
them because in classical category theory there are two definitions that are equivalent, and
because for one of the definitions we have to choose whether we interpret the ‘existence’ of a
retraction as additional structure (the retraction is given explicitly) or as a property (where
we demand ‘mere existence’). This gives the following diagram (Corollary 2.77):
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CL0 CL0
rCL0

pCL0 PCιC „
Ď

where CL0 and rCL0 are equivalent to each other, but usually not to pCL0 . We saw that pCL0 is
the Rezk completion of CL0 and rCL0 .

This is a fine example of a situation where notions that are equivalent in classical mathe-
matics actually diverge in univalent foundations. Wemight say that this is annoying, because
we have to be more careful which definition we pick. On the other hand, this gives ‘more
detail’ in some sense: it is interesting to study which proofs work in which context, and this
tells us something about the nature of the proofs.

The proofs of Scott and Taylor are about CL0 , because they work explicitly with idempo-
tents. The question whether it is possible to lift the proofs to rCL0 or pCL0 , is left for future
research. On the other hand, as we will see, Hyland works with presheaves and in this way,
he shows that pCL0 is relatively cartesian closed.

Recall that in this thesis, we use the notation∆X for the functor CÑ (C Ó X), sending Y
to p1 : X ˆ Y Ñ X . Also, we use the notationX Ÿ Y to denote the type of retraction-section
pairs r : Y Ñ X and s : X Ñ Y . We will sometimes not name (r, s) : X Ÿ Y explicitly, but
just mention that we have X Ÿ Y , meaning that we have such r and s.

Now, officially, pCL0 is the full subcategory ofPCL0 , consisting of all objectsX : PCL0 such
that there merely exists X Ÿよ(‹). However, recall from the previous section that PCL0 »

PCL1 » PshfL. Under this equivalence,よ(‹) is embedded as the theory presheaf L, and we
will work in the full subcategory pR Ď PshfL of the objects X : PshfL such that there merely
exists X Ÿ L. Of course, then pR is equivalent to pCL0 .
Remark 6.5. There are a couple of tricks that we will use in this section. First of all, note that
retractions can be composed. That is, given (r, s) : X Ÿ Y and (r1, s1) : Y Ÿ Z, we have

(r1 ¨ r, s ¨ s1) : X Ÿ Z.

Therefore, if we need to show that X is a retract of Z, and we know that X is a retract of Y ,
it remains to show that Y is a retract of Z.

Also, functors preserve retractions, so if we have a functor F : C Ñ D and we have
(r, s) : X Ÿ Y , then we have

(F (r), F (s)) : F (X)Ÿ F (Y ).

Lastly, if we want to show that we can do some construction on some X : pR, we can
often borrow the construction from PshfL to get some object Y : PshfL and for this part, we
cannot use the (r, s) : X Ÿ L. Then, to show that Y is indeed in pR, we must show that there
merely exist (r1, s1) : Y Ÿ L. By the recursion principle of the propositional truncation, we
can assume that we have a concrete (r, s) : X Ÿ L to construct r1 and s1.

Recall that Paul Taylor’s display maps for R can be characterized as the retracts of ∆XU

in (R Ó X). This idea also works for pR, and Hyland defines D(Y,X) Ď pR(Y,X) to consist of
the retracts of ∆XL in (pR Ó X). Note that, because pR is a full subcategory of PshfL, (pR Ó X)

is equivalent to (PshfL Ó X) for X : pR.
Remark 6.6. Again, being a retract of ∆XL is usually not a mere proposition. For example,
consider the ways in which ∆XL is a retract of itself:

X ˆ L X ˆ L

X

s

p1

r

p1
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In this particular case, the fact that r and s are morphisms in the slice category requires that
r ¨ p1 = p1 and s ¨ p1 = p1, but then we can take

r = p1 ˆ f and s = p1 ˆ g

(or more generally xp1, f 1y and xp1, g1y) for any f and g that satisfy g ¨ f = idL. Two options
are

f = g = idL or fn(t) = t(λxn+1, xn+1), gn(t) = λxn+1, ιn,1(t),

and these options are distinct if L is nontrivial.
Therefore, if wewantD(Y,X) to be a subset of pR(Y,X), we need to take the propositional

truncation of the existence of r and s.
Remark 6.7. Recall that for allX : R, we haveX ŸU , where U = λx1, x1, so by the above, for
all Y in the image of the embedding of R into PshfL, we have Y Ÿ L. In particular, Y is in pR.
Actually, we already knew this, because this essentially describes the embedding of R into
its Rezk completion pR.

An important example is U ˆ U : R, which maps to something isomorphic to Lˆ L (be-
cause the Yoneda embedding and any adjoint equivalence preserves limits). The retraction
(r, s) : Lˆ LŸ L is given explicitly by the (pairing and splitting) morphisms

sn(a, b) = λxn+1, xn+1ab and rn(a) = (a(λxn+1xn+2, xn+1), a(λxn+1xn+2, xn+2)).

Now, for any X,Y : PshfL and f : PshfL(Y,X), if we have (Y, f) Ÿ∆XL in PshfL, we have
in particular Y ŸX ˆ L. If we also have X Ÿ L, we also have X ˆ LŸ Lˆ L because ´ˆ L
is a functor. Then we have

Y ŸX ˆ LŸ Lˆ LŸ L.

In particular, for anyX : pR, if some (Y, f) : (PshfL Ó X) is a retract of ∆XL, we know that Y
is in pR.

Now we can show that D is indeed a class of display maps:

1. Take f : D(Y,X) and g : pR(Z,X). We can borrow the pullback from PshfL to get
g˚(Y, f) : (PshfL Ó Z). We nowmust show that there merely exists g˚(Y, f)Ÿ∆ZL and
in this part, we can assume that the mere existences of retractions are actually given by
concrete retraction-section pairs.
Now, note that taking pullbacks gives a functor g˚ : (PshfL Ó X)Ñ (PshfL Ó Z). Now,
(Y, f)Ÿ∆XL, gives (g˚Y, g˚f)Ÿ g˚(∆XL):

g˚Y Y

g˚(X ˆ L) X ˆ L

Z X

g˚s

g˚f

s

f
g˚r

g˚p1
p1

r

g

The isomorphismbetween g˚(∆XL) and∆ZL (Remark 2.34) shows thatwehave (g˚Y, g˚f)Ÿ
∆ZL. From this, it also follows that g˚Y is in pR.
Now, g˚Y is the pullback of f and g in PshfL, and pR is a full subcategory of PshfL, so
g˚Y is also the pullback of f and g in pR.

2. Take f : D(Z, Y ) and g : D(Y,X). We have to show that there merely exists (Z, f ¨ g)Ÿ
∆XL. Because this is a proposition, we can assume that we have

(rZ , sZ) : (Z, f)Ÿ∆Y L and (rY , sY ) : (Y, g)Ÿ∆XL.

Then the following diagram gives (Z, f ¨ g)Ÿ∆X(Lˆ L):
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Z Y ˆ L X ˆ Lˆ L

Y X ˆ L

X

f

sZ

p1

rZ

sY ˆidL

rY ˆidL

p1

g

sY

p1

rY

Now, as we saw earlier, ∆X is a functor and Lˆ L is a retract of L. Therefore, we have
∆X(Lˆ L)Ÿ∆XL and f ¨ g is in D(Z,X).

3. Note that PshfL has a terminal presheaf In = t‹u. Under the embedding of R into
PshfL, this is (isomorphic to) the image of λx1x2, x2 : R, and therefore, it is in pR. Now,
given Y : pR, we need to show that the terminal projection ! is in D(Y, I). Note that
any morphism trivially commutes with the terminal projections. Since Y : pR, we have
(r, s) : Y Ÿ L, and since L – I ˆ L, this means that the terminal projection is indeed in
D(Y, I):

Y L I ˆ L

I
!

s

!

r

„

!

Recall that PshfL is isomorphic to the presheaf category PL, so it is an elementary topos
and it is locally cartesian closed (Example 5.2.5 and Theorem 5.8.4, [Bor94], Volume 3).
Therefore, for a morphism f : PshfL(Y,X), we have adjunctions

(PshfL Ó X) (PshfL Ó Y )f˚

ř

f=´¨f

ś

f

%
%

Now, Hyland shows the following:

Theorem 6.8. For f : D(Y,X), we can restrict
ř

f and
ś

f to functors from (pR ÓD Y ) to (pR ÓD X).

Proof. Given (Z, g) : (PshfL Ó Y ), for
ś

F we only have to show that if we have (Z, g)Ÿ∆Y L,
then we have

ś

f (Z, g) Ÿ∆XL. Note that since X is in pR, this also shows that
ś

f Z is in pR.
Because functors preserve retractions, it suffices to show that we have

ś

f ∆Y LŸ∆XL.
Since f : D(Y,X), we have a retraction

Y X ˆ L Y

X
f

s

p1

r

f

The counits of the adjunctions r˚ $
ś

r and s˚ $
ś

s, give maps

ź

f

∆Y L

ś

f ηr
ÝÝÝÝÑ

ź

f

ź

r

r˚∆Y L

ś

f

ś

r ηs
ÝÝÝÝÝÝÑ

ź

f

ź

r

ź

s

s˚r˚∆Y L

Their composite is
ś

f ηs¨r. However, note that r ¨ s = idY , so we have an isomorphism of
functors

(s ¨ r)˚ – idPshfLÓY and
ź

s¨r

– idPshfLÓY
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and transporting ηs¨r along these isomorphisms, we get the identity natural transformation
idPshfLÓY ñ idPshfLÓY .

Secondly, note that r ¨ f = p1, so we have
ś

r ‚
ś

f –
ś

p1
.

Lastly, by Remark 2.34, r˚∆Y L – ∆XˆLL.
Therefore, wehave the followingdiagram, showing that

ś

f ∆Y L is a retract of
ś

p1
∆XˆLL:

ś

p1
∆XˆLL

ś

f ∆Y L
ś

f

ś

r r
˚∆Y L

ś

f

ś

r

ś

s s
˚r˚∆Y L

ś

f ∆Y L

ś

f ηr

ś

f ηs¨r

idPshfLÓX

ś

f

ś

r ηs

„

„

So it suffices to show that
ś

p1
∆XˆLL is a retract of∆XL. By Lemma2.35, wehave

ś

p1
∆XˆLL –

∆XL
L. By functoriality of ∆X , it suffices to show that LL is a retract of L. But we already

saw in Theorem 6.1 that LL – A(L, 1) is a retract of L. This shows that
ś

f indeed restricts
to a functor from (pR ÓD Y ) to (pR ÓD X).

The proof for
ř

f is very similar.
ř

f ∆Y L is a retract of
ř

p1
∆XˆLL:

ř

p1
∆XˆLL

ř

f ∆Y L
ř

f

ř

r

ř

s s
˚r˚∆Y L

ř

f

ř

r r
˚∆Y L

ř

f ∆Y L
„

idPshfLÓX

ř

f

ř

r ϵs

ř

f ϵs¨r

„
ř

f ϵr

By Lemma 2.31, the functor
ř

p1
is given by postcomposition, so

ř

p1
∆XˆLL – ∆X(L ˆ L).

As we saw earlier, we have LŸLˆL, which completes the proof that
ř

f restricts to a functor
from (pR ÓD Y ) to (pR ÓD X).

Corollary 6.9. Since the (pR ÓD X) are full subcategories of the (PshfL Ó X), so we can restrict the
adjunction f˚ %

ś

f to an adjunction f˚ %
ś

f between (pR ÓD X) and (pR ÓD Y ), which shows
that pR is cartesian closed relative to the class D of display maps.

Remark 6.10. It is a nice feature ofHyland’s approach that in univalent foundations, the proofs
thatD is a class of display maps and that we can restrict

ś

f and
ř

f work without the axiom
of choice.
Remark 6.11. Recall that to make sure that D(Y,X) is a subset of pR(Y,X), we had no choice
but to take the propositional truncation of the (Y, f) Ÿ ∆XL. Coincidentally, for pR we also
took the propositional truncation of the X Ÿ L.

In the proofs that D is a class of display maps, and that we can restrict
ś

f , this worked
out great. A couple of times, we first did a construction on the presheaves, ignoring the mere
existence of the retractions, and then we showedmere existence of one or two retractions, for
which we were allowed to assume that we actually had concrete retractions from L or ∆XL.

Therefore, this only works in pR » pCL0 . Suppose that we tried to do this in rR = rCL0 .
Note that this category is equivalent to the category with as objectsX : PshfL, together with
some (r, s) : X ŸL. Trying to define the pullback functor would already cause problems. To
define a pullback, we would need to explicitly construct some retraction g˚Y Ÿ L, for which
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we would need a retraction Z Ÿ L. However, we have only mere existence of the latter, so
we would only be able to show mere existence of pullbacks, like in Taylor’s proof. For R, we
would be able to use the adjoint equivalence between R and rR to apply Hyland’s reasoning
with presheaves toR. SinceCL0 is a setcategory,R and rR are also setcategories (Lemma 2.80),
so we can use the axiom of choice to show the existence of a pullback functor. However, this
approach still gives only mere existence.

6.4 An Elementary Proof of the ‘Fundamental Theorem’
The final theorem thatHylandworks towards in his paper constructs an equivalence between
two ways to reason about the λ-calculus using these tools from universal algebra: λ-theories
andΛ-algebras. In this section, wewill provide an elementary proof of this theorem. Then, in
the next section, wewill giveHyland’s original proof, which usesmore high-level categorical
reasoning.

We will assume that Λ (and therefore, any λ-theory) satisfies β-equality.
In both cases, one part of the equivalence is very easy. Recall that the pure λ-calculus,

the λ-theory Λ, is the initial object of LamTh. That means that LamTh is equivalent to (Λ Ó
LamTh). Now, using Definition 4.56, for any n we get a functor

´n : LamThÑ AlgΛ.

Here we are only interested in the case n = 0.
We will use Lemma 3.4, by showing that ´0 is a weak equivalence.
First of all, let A be an algebra for the initial λ-theory Λ.
The Λ-algebra structure gives the terms of A a lot of interesting behaviour. For example,

we can define ‘function application’ and composition as

ab = (x1x2) ‚ (a, b) and a ˝ b = (x1 ˝ x2) ‚ (a, b),

and the same for the other constructions at the start of Section 5.2.
Remark 6.12. Recall that in Example 4.46, we constructed an algebraic theory T encapsulating
the structure of a monoid. This allowed us to define a monoid operation on T -algebras as
well. We then were able to transfer associativity of the operation on the Tn to associativity
of the operation on the algebras. In exactly the same way, the function composition on A is
associative because composition onΛn is associative. Similarly, we can show that π1(a, b) = a,
that π2 ˝ xa, by = (λx2, x1x2) ‚ b etc.

In fact, we can repeat almost the entirety of Section 5.2 for A instead of for L0:

Definition 6.13. We define the ‘category of retracts’ of A as the category RA given by

(RA)0 = tX : A | X ˝X = Xu and RA(X,Y ) = tf : A | Y ˝ f ˝X = fu.

Just like in Section 5.2, RA has ‘universal object’ and terminal object

U = (λx1, x1) ‚ () and I = (λx1, c1),

products
AˆB = xA ˝ π1, B ˝ π2y

and exponential objects
BA = (λx3, x1 ˝ x3 ˝ x2) ‚ (B,A)

with the isomorphism ψ : RA(C ˆA,B)
„
ÝÑ RA(C,BA) given by

ψ(f) = (λx2x3, x1(x2, x3)) ‚ f and ψ´1(f) = (λx2, x1(π1x2)(π2x2)) ‚ f.

Therefore, we have a λ-theory ERA
(U).
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Remark 6.14. Note that if A = L0, then the construction of RA and R coincide, so we have an
almost trivial equivalence RA » R, and an isomorphism ER(U) – ERA

(U).
The following lemma shows that our functor is essentially surjective:

Lemma 6.15. We have a Λ-algebra isomorphism ϵA : ERA
(U)0

„
ÝÑ A.

Proof. Take cn = (λxn+1, xn+1) : Λn. Note that

E(U)0 = tf : A | (λx2, x1c2) ‚ f = fu.

Therefore, we have a bijection given by

ϵ(a) = (x1c1) ‚ a and ϵ´1(a) = (λx2, x1) ‚ a.

Now, to show that this is an isomorphismofΛ-algebras, recall that ‚ : RA(Un, U)ˆRA(I, U)n Ñ
RA(U) is given by precomposition with the product morphism and that the Λ-algebra struc-
ture onE(U)0 is given by the embedding ofΛ intoE(U)0, given by f ÞÑ ιΛn(f)‚A () for some
collection (ιΛn : Λn Ñ Λ0)n (from now on, we will drop the n and just write ιΛ). We have
for all f : Λn, and all a : E(U)n0 ,

ϵ(f ‚E(U) a) = ((ιΛ(f) ‚A ()) ˝ xaiyi)(cn)

= (ι0,n(ιΛ(f))(xicn)i) ‚A a

= (ι0,n(ιΛ(f))(xi)i) ‚A (ϵ(ai))i,

and we want this to equal f ‚A (ϵ(ai))i. Leaving out the ι0,n, all we need to do is show that
for all f : Λn, we have ιΛ(f)(xi)i = f . We will do this by structural induction on f :

• If f = xn,i, we have ιΛ(f) = πn,i, and

ιΛ(f)(xi)i = πn,i(xn,i)i = xn,i.

• If f = λxn+1, g for some g : Λn+1, we have

ιΛ(f) = (λx1x2, ι0,2(ιΛ(g))(x1, x2)),

and if the induction hypothesis holds for g, then

ιΛ(f)(xi)i = (λxn+1xn+2, ιΛ(g)(xn+1, xn+2))(xi)i

= λxn+1, ιΛ(g)((xi)i, xn+1)

= λxn+1, g.

• Recall that application in a λ-theory is given by g1g2 = ρ(g1) ‚ (x1, . . . , xn, g2). Now, if
f = g1g2 for g1, g2 : Λn+1, we have

ιΛ(f) = (λx1, ιΛ(g1)(π1x1)(π2x1)) ˝ xidUn , ιΛ(g2)y = λx1, ιΛ(g1)x1(ιΛ(g2)x1),

and if the induction hypothesis holds for g1 and g2, then

ιΛ(f)(xi)i = (λxn+1, ιΛ(g1)xn+1(ιΛ(g2)xn+1))(xi)i

= ιΛ(g1)(xi)i(ιΛ(g2)(xi)i)

= g1g2.
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Now, take a morphism F : AlgΛ(A,B). Recall that ˝, the categories RA and RB , and
their products and exponential objects are given using f ‚ (a2, . . . , an) for some f : Λn and
a1, . . . , an : A. Since we have F (f ‚ (ai)i) = f ‚ (F (ai)), F gives a functor F : RA Ñ RB , such
that

F (I) = I, F (U) = U,F (AˆB) = F (A)ˆ F (B) and F (AB) = F (A)F (B),

and the same for the product projections and the the natural isomorphisms RA(C,BA) –
RA(C ˆA,B). In particular, we have for all f : RA(Un, U),

F (f) : RB(F (Un), F (U)) = RB(Un, U).

Therefore, F gives a Λ-theory morphism between the endomorphism theories of U : RA and
U : RB . This allows us to show:

Lemma 6.16. The functor is full.

Proof. For anyλ-theoryL, Theorem5.9 gives an isomorphismofλ-theories ηL : L
„
ÝÑ ERL0

(U),
with

ηL0(f) = λx1, ι0,1(f) and η´1L 0(g) = g(λx1, x1).

Now, for L,L1 : LamTh and F : AlgΛ(L0, L
1
0), we have

ηL ¨ F ¨ η
´1
L1 : LamTh(L,L1),

and we have for all s : L0,

(ηL0 ¨ F ¨ η
´1
L1 0

)(s) = (λx1, ι0,1(F (s)))(λx1, x1) = F (s),

which shows that the functor is full.

Now, we only have to show:

Lemma 6.17. The functor is faithful.

Proof. Take morphisms F,G : LamTh(L,L1). Suppose that F0 = G0. Then, for all s : Ln, we
have

Fn(s) = ρn(F0(λ
n(s))) = ρn(G0(λ

n(s))) = Gn(s),

so F = G.

Summarizing,

Theorem 6.18. The functor that sends L : LamTh to L0 : AlgΛ, is an adjoint equivalence.

Proof. By Lemma 6.16 and Lemma 6.17, the functor is fully faithful. By Lemma 6.15, it is
essentially surjective, so it is a weak equivalence. Since LamTh and AlgΛ are univalent cate-
gories, Lemma 3.4 shows that F is an adjoint equivalence.

6.5 Hyland’s Proof
Hyland gives a more category theoretical proof. That means that there is more high-level
intuition why things work the way they work, but on the flip side, there is a lot more details
to check.
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6.5.1 Terms of a Λ-Algebra
Definition 6.19. Take 1n = (λx1 . . . xn, x1 . . . xn) ‚ () : A.

Remark 6.20. Note that we have 11 = U : RA.

Definition 6.21. In this section, we consider sets of elements of A that behave like functions
in n variables:

An = ta : A | (λx2x3 . . . xn+1, x1x2x3 . . . xn+1) ‚ a = au.

Remark 6.22. Some straightforward rewriting, shows that

An = ta : A | 1n ˝ a = au.

Remark 6.23. Also note that 1n ˝ a ˝ 1n = 1n ˝ a, so for a : An, a ˝ 1n = a.
The following shows that ‘functions in n variables’ are indeed all in An:

Lemma 6.24. For t : Λm+n and a1, . . . , am : A, we have (λnt) ‚ (a1, . . . , am) : A and we have

1n ˝ ((λnt) ‚ (a1, . . . , am)) = (λnt) ‚ (a1, . . . , am),

so (λnt) ‚ (a1, . . . , am) : An.

Proof. This follows by straightforward rewriting.

Corollary 6.25. By the previous remark,

((λnt) ‚ (a1, . . . , am)) ˝ 1n = (λnt) ‚ (a1, . . . , am).

Corollary 6.26. In particular, 1m ˝ 1n = 1max(m,n). From this, it follows that Am Ď An form ď n.
It also follows that a ÞÑ 1n ˝ a gives a function from A to An (and also from Am Ď A to An).

Definition 6.27 (lambda_algebra_monoid). We make A1, the ‘functional elements’ of A, into
a monoid under composition ˝ with unit 11. The fact that this is a monoid follows from the
remarks above.

Recall that we have an equivalence [Cop
A1
,Set] » RActA1 .

Remark 6.28. Note that, like in the last chapter, RA pops up as the Karoubi envelope of the
monoid category CA1 , and fits into the following diagram:

CA1 RA

RActA1 PCA1 PRA

よ

ιCA1

よ

„ „

Explicitly, this gives the embedding RA(11,´) : RA ãÑ RActA1 given by

X ÞÑ RA(11, X) = tx : A | X ˝ x = xu.

Also, note that ifA = L0 for some λ-theoryL, then themonoidA1 is equivalent to themonoid
L1, and RA is equivalent to our familiar category of retracts R. Using Lemma 6.3, we have
the following 2-commutative diagram:
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CL01
RL0

CL1 L R

RActL01
PCL01

PRL0

PCL1 PL PR PshfL

よ

ιCL01

„
よ

„

よ

„

„

„

„

よ よ

„ „

„

6.5.2 Constructing a Theory From an Algebra
Definition 6.29. Composition ˝ gives a right A1-action on the An, so we have An : RActA1 .
In particular, A1 acts on itself, and we will call this set with right A1-action UA.

Lemma 6.30 (universal_monoid_exponential_iso). A2 is isomorphic to the exponential object
UUA
A in RActA1 .

Proof. Recall that UUA
A is the set of A1-equivariant morphisms UA ˆ UA Ñ UA. We have an

isomorphism ψ : A2
„
ÝÑ UUA

A , given by

ψ(f) = (b, b1) ÞÑ (λx4, x1(x2x4)(x3x4)) ‚ (f, b, b
1),

treating f : A2 as a function in two variables, and simultaneously composing it with the
functions b, b1 : A1. It has an inverse

ψ´1(g) = (λx2x3, x1(x2, x3)) ‚ (g(π1, π2)).

Note that the first pair (x2, x3) is a λ-term,whereas the secondpair (π1, π2) is a pair inUAˆUA.
For f : UUA

A and (a1, a2) : UA ˆ UA, we have

ψ(ψ´1(f))(a1, a2) = f(π1, π2) ˝ xa1, a2y = f(π1 ˝ xa1, a2y, π2 ˝ xa1, a2y) = f(a1, a2).

Here we use the A1-equivariance of f . In the last step of this proof, we use, among other
things, the fact that the ai : A1 and therefore λx1, aix1 = ai.

Some straightforward rewriting shows that for a : A2, we have ψ´1(ψ(a)) = a. In the last
step of this proof, we use the fact that a : A2 and therefore λx1x2, ax1x2 = a.

Therefore, ψ is a bijection and, as it turns out, an isomorphism.

Remark 6.31. Recall that the embedding RA ãÑ RActA1 is the composition of a Yoneda em-
bedding and two adjoint equivalences. These all preserve exponential objects (see Lemma
2.19). Now, note that A1 is the image of U : RA, so the exponential UUA

A is A2, the image of
UU = λx1x2, x1x2 = 12.

Definition 6.32 (lambda_algebra_theory). Recall thatA2 Ď UA, and that we have a retraction
a ÞÑ 12 ˝ a : UA Ñ A2.

Therefore, UA is a reflexive object in RActA1 , and we get a λ-theory E(UA).

Remark 6.33. The cartesian closed embedding of RA into RActA1 sends U to UA. It sends the
retraction UU : RA(U,UU ) exactly to the retraction a ÞÑ 12 ˝ a : RActA1(UA, A2). Therefore,
we have a λ-theory isomorphism ERA

(U) – ERActA1
(UA).
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6.5.3 Constructing a Theory Morphism From an Algebra Morphism
Take a morphism F : AlgΛ(A,B). Note that F preserves ˝ and the 1n. Therefore, it induces
a monoid morphism A1 Ñ B1, which gives a functor CA1 Ñ CB1 . Precomposing with this,
we get a functor RActB1 Ñ RActA1 .

To get a morphism ERActA1
(UA) Ñ ERActB1

(UB) however, we need a functor RActA1 Ñ

RActB1 , which we obtain by Left Kan extension: see Lemma 2.59 (the “tensor product”).
Hylandgives a very high-level argumentwhyF˚ induces amorphismF : LamTh(ERActA1

(UA), ERActB1
(UB)),

which we will discuss a bit more here.

Lemma 6.34. The extension of scalars F˚ sends UA to UA and preserves finite products.

Proof. By Lemma 2.60, we have F˚(UA) – UA.
We will show that F˚ preserves binary products and the terminal object, because from

this it follows that F˚ preserves all finite products.
We use Lemma 2.61 to show that F˚ preserves the terminal object. We take (very similar

to the terminal object in R):

a0 = (λx1x2, x2) ‚ () : A1 and b0 = (λx1x2, x2) ‚ () : B1

and a0 is weakly terminal because for all a : B1, we have F (a0) ˝ a = b0.
We use Lemma 2.63 to show that F˚ also preserves the product. Therefore, given a1, a2 :

B1. Take b = xa1, a2y, together with the familiar projections πi : A1. We have ai = F (πi) ˝ a.
Now, for some b1 : B1 and π11, π12 : A1 such that ai = F (π1i) ˝ b

1, take m = xπ11, π
1
2y. Then

πi ˝ m = π1i and F (m) ˝ a1 = a, so (a, π1, π2) is weakly terminal and F˚ preserves binary
products.

Since any finite product is (isomorphic to) a construction with a repeated binary product
and the terminal object, the fact that F˚ preserves binary products and the terminal object
shows that F˚ preserves all finite products.

Now, we can start defining our lift of F :

Definition 6.35. We can send an element g : E(UA)n = RActA(UnA, UA) to

F˚(g) : RActA1(f(UnA), f(UA)) – RActA1((UA1)n, UA1) = E(UA1)n

so we have a morphism F : LamTh(E(UA), E(UA1)).

Remark 6.36. The fact that F preserves the variables and substitution is not very hard to show,
since these are just defined in terms of finite products of UA and F preserves finite products
and UA.

However, showing that it is a λ-theory morphism is a different matter. Hyland claims
“F preserves 1n, which determines the function space as a retract of the universal. So F

preserves the retract and the result follows.”
Although this covers the core of the argument, it is very complicated to actually verify

that this works, because we need to pass through a lot of isomorphisms, and check that they
work nicely together:

αA : RActA1(X ˆ Y, Z)
„
ÝÑ RActA1(X,Z

Y );

β : F˚(UA)
„
ÝÑ UA1 ;

γ : F˚(AˆB)
„
ÝÑ F˚(A)ˆ F˚(B);

γn : F˚(X
n)

„
ÝÑ F˚(X)n;

δA : UUA
A

„
ÝÑ A2.

Since we already motivated this in a different way, we will leave it as an exercise for the
enthousiastic reader.
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Lemma 6.37. For F = idA, we have F = idE(UA).

Proof. By the reasoning set forth in Lemma6.17, we only need to checkF 0. Given s : RActA1(I, UA),
we have

F 0(s) = γ´1 ¨ F˚(s) ¨ β : RActA1(I, UA)

for γ : F˚(I) – I and β : F˚(UA) – UA. Then

idA(s)(‹) = s(‹) ˝ ((λx1x2, x2) ‚ ()) = s(‹ ˝ ((λx1x2, x2) ‚ ())),

so idA0(s) = s and we can conclude that idA = idE(UA).

Lemma 6.38. For F : AlgΛ(A,B) and G : AlgΛ(B,C), we have F ¨G = F ¨G.

Proof. Again, we only have to check at the termswithout free variables. Given s : RActA1(I, UA),
we have

(F ¨G)(s) = γ´1G ¨G˚(γ
´1
F ¨ F˚(s) ¨ βF ) ¨ βG : RActC1(I, UC)

for γ : F˚(I) – I and β : F˚(UA) – UA. Then

(F ¨G)(s)(‹) = G(F (s(‹)) ˝ ((λx1x2, x2) ‚B ())) ˝ ((λx1x2, x2) ‚C ())

= G(F (s(‹ ˝ ((λx1x2, x2) ‚A ()) ˝ ((λx1x2, x2) ‚A ()))))

= G(F (s(‹)))

= (F ¨G)´1(s(‹ ˝ ((λx1x2, x2) ‚A ())))

= (F ¨G)(s)(‹)

so (F ¨G)0(s) = (F ¨G)0(s) and we can conclude that F ¨G = F ¨G.

Definition 6.39. We get a functor from AlgΛ to LamTh, sending objects A to ERActA1
(UA)

and morphisms F : AlgΛ(A,B) to F : E(UA)Ñ E(UB).

Remark 6.40. Note that for X : RA, we have a natural isomorphism of sets with a right B1-
action

ψ : tf : B | F (X) ˝ f = fu
„
ÝÑ tf : A | X ˝ f = fu ˆB1/ „

given by
ψ(f) = (X, f) and ψ´1(f, b) = F (f) ˝ b.

Therefore, the following diagram 2-commutes:

RA RB

RActA1 RActB1

F

RA(11,´) RB(11,´)
F˚

SinceF preserves all the structure ofRA, as do the embeddings ofRA andRB intoRActA1 and
RActB1 , one would expect F˚ to preserves the structure of the full subcategoryRA ofRActA1 ,
including UA, its finite products and their exponentials. This is another way to argue that F
is indeed a morphism of λ-theories.
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6.5.4 The Unit
Definining the unit of the adjunction boils down to a version of Scott’s representation theo-
rem.

Lemma 6.41. For a λ-theory L, we can define a λ-theory isomorphism

ηL : L
„
ÝÑ E(UL0).

Proof. Recall from Remark 6.28 that we have a chain of equivalences

PshfL „
ÝÑ PL „

ÝÑ PCL1

„
ÝÑ PCL01

„
ÝÑ RActL01

.

It sends the presheaf Ln to the set Ln1 with a right action sending s : Ln1 and t : (L0)1 to
(si ‚L ρ(t))i : L

n
1 . We have an isomorphism s ÞÑ (λ(si))i : (L1)

n Ñ UL0 , with inverse (ρi)i :
s ÞÑ (ρ(si))i.

Then ηL arises by combining this with the isomorphism from Scott’s representation the-
orem (Theorem 6.1)

ηL : L
„
ÝÑ EPshfL(L)

„
ÝÑ ERActL01

(UL0).

It is quite easy to work out that we can make this explicit as (dropping the n and just writing
ηL)

ηn : Ln
f ÞÑ((s:PshfLn

m
) ÞÑf‚s)m

ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ PshfL(Ln, L)
f ÞÑf1
ÝÝÝÑ RAct(L0)1(L

n
1 , L1),

λ˝´˝(ρi)i
ÝÝÝÝÝÝÑ RAct(L0)1(U

n
L0
, UL0),

so ηn(f)(s) = λ(f ‚ (ρ(si))i) for f : Ln and s : UnL0
.

Remark 6.42. Note that we can do the samewith Scott’s version of his representation theorem,
using the chain of equivalences and an embedding

R „
ÝÑ RL0

よ
ÝÑ PRL0

„
ÝÑ PCL01

„
ÝÑ RActL01

,

Here, it is a bit harder to get an explicit formula for η, because we need to do a bit more
conversion between UnA and the image of Un after the embedding φ : R ãÑ RActL01

. If we
quickly define λ-terms

xxiyi = xx1, . . . , xny = xx. . . x(λxn+1xn+2, xn+2), x1y, . . . y, xny

and corresponding tuples (xi)i and projections πi, we have

Ln
f ÞÑλ(f‚(πix1)i)
ÝÝÝÝÝÝÝÝÝÝÑ R(Un, U)

f ÞÑf˝´
ÝÝÝÝÝÑ RActL01

(φ(Un), UL0)
(s ÞÑxsiyi)˝´
ÝÝÝÝÝÝÝÝÑ RActL01

(UnL0
, UL0).

and in the end, we obtain the very same explicit formula

ηn(f)(s) = ι0,n(f)(xi)i ˝ (xsiyi) = λ(f ‚ (ρ(si))i).

Lemma 6.43. η is natural in L. That is, for all F : LamTh(L,L1), the following diagram commutes:

L L1

ERActL01
(UL0) ERActL1

01

(UL1
0
)

F

ηL ηL1

F0
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Proof. We must show
ηL ¨ F0 = F ¨ ηL1 .

Note that for all s : L0,

F00(ηL(s)) = γ´1F0
¨ F0˚(‹ ÞÑ (λx1, ι0,1(s))) ¨ βF

= ‹ ÞÑ F0(λx1, ι0,1(s)) ˝ ((λx1x2, x2) ‚ ())

= ‹ ÞÑ (λx1, ι0,1(F0(s)))

= ηL1(F0(s))

and by Lemma 6.16, this concludes the proof.

6.5.5 The Counit
Definition 6.44. For A : AlgΛ, we define a bijection ϵA : ERActA1

(UA)0
„
ÝÑ A as

ϵA(s) = x1(λx2, x2) ‚ (s(‹)) and ϵ´1A (a)(‹) = (λx2, x1) ‚ a.

These are inverses because s(‹) is A1-equivariant (Lemma 2.55), and then

(λx2, x1(λx3, x3)) ‚ s(‹) = s(‹) ˝ ((λx1x2, x2) ‚ ()) = s(‹).

We want to show that ϵA is an isomorphism of Λ-algebras. We use Lemma 4.44 for this,
so we need to show that it preserves the application and the Λ-definable constants.

Lemma 6.45. We have for all a, b : E(UA)0,

ϵA((x1x2) ‚ (a, b)) = (x1x2) ‚ (ϵA(a), ϵA(b)).

Proof. For a, b : E(UA)0, we have, using at some point the isomorphism δ : RActA1(U
UA
A , A2),

ϵA((x1x2) ‚ (a, b)) = (x1(λx3, x3)(x2(λx3, x3))) ‚ (a(‹), b(‹))

= (x1x2) ‚ (ϵA(a), ϵA(b))

and this concludes the proof.

To show that ϵ preserves the Λ-definable constants, we first need to show two properties
of ϵ and η:

Lemma 6.46. ϵ is natural in A. That is, for all F : AlgΛ(A,B), the following diagram commutes:

E(UA)0 E(UB)0

A B

ϵA

F 0

ϵB

F

Proof. The functor F˚ : RActA1 Ñ RActB1 sendsX : RActA1 toXˆB1/ „: RActB1 . We have
isomorphisms

β : F˚(UA)
„
ÝÑ UB and γ : F˚(I)

„
ÝÑ I,

with
β(a, b) = F (a) ˝ b and γ´1(‹) = (‹, (λx1x2, x2) ‚ ()).

Then F : RActA1(I, UA)Ñ RActB1(I, UB) is given by

F (s)(‹) = γ´1 ¨ (sˆ idB1) ¨ β = (λx2, x1(λx3, x3)) ‚ F (s(‹)),

so
(F ¨ ϵB)(s) = (x1(λx2, x2)) ‚ F (s(‹)) = (ϵA ¨ F )(s),

which concludes the proof.
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Lemma 6.47. ϵ and η satisfy one of the zigzag identities.

Proof. In this case, the zigzag identity on L ÞÑ L0 boils down to the following diagram com-
muting for all L : LamTh:

L0 L

E(UL0)0

idL0

ηL0
ϵL0

Now, note that for all f : L0,

(ηL0 ¨ ϵL0)(f) = (x1(λx2, x2)) ‚ (λx1, ι0,1(f)) = f,

which shows that the diagram commutes.

Now, finally, we are ready to show that ϵ is an isomorphism of Λ-algebras:

Lemma 6.48. We have for all s : Λ0,

ϵA(s ‚ ()) = s ‚ ().

Proof. Consider the following diagram, with F : AlgΛ(Λ0, A) given by F (s) = s ‚ ():

E(UΛ0)0 E(UA)0

Λ0 A

F 0

ϵΛ0 ϵA

F

η0

By Lemma 6.46, the square commutes and by Lemma 6.47, we have η0 ¨ ϵΛ0 = idΛ0 .
Recall that there exists a unique morphism ιΛ : LamTh(Λ, E(UA)), and that for all s : Λ0,

by definition s ‚E(UA)0 () = ιΛ(s) ‚E(UA) () = ιΛ(s). Since we have η ¨ F : LamTh(Λ, E(UA)),
we must have ιΛ = η ¨ F and

ϵA(s ‚E(UA) ()) = ϵA(F0(η0(s)))

= F (ϵΛ0(η0(s)))

= F (s)

= s ‚A (),

which concludes the proof.

6.5.6 The Equivalence
By Lemma 3.2 in [nLa24a] and Lemma 6.47, η and ϵ satisfy both zigzag identities, and we
can state the fundamental theorem of the λ-calculus:

Theorem 6.49. There is an adjoint equivalence LamTh » AlgΛ, sending a λ-theory L to the Λ-
algebra L0, with an inverse functor that sends a Λ-algebra A to the theory ERActA1

(UA).

Remark 6.50. Hyland remarks that the isomorphism UUA
A – A2 can be generalized to isomor-

phisms UU
n
A

A – An+1.

RActA1(U
n
A, UA) – RActA1(I, U

Un
A

A )

– RActA1(I, An+1)

– tf : An+1 | @a : A1, f ˝ a = fu

– An.
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Explicitly, we get an isomorphism ψ : RActA1(U
n
A, UA)

„
ÝÑ An, given by

ψ(f) = (λx2 . . . xn+1, x1(x2, . . . , xn+1)) ‚ (f(π1, . . . , πn))

and
ψ´1(g)(a1, . . . , an) = (λxn+2, x1(x2xn+2) . . . (xn+1xn+2)) ‚ (g, a1, . . . , an).

Note that to show this, we need to use the A1-equivariance of f at some point:

f(π2, . . . , πn+1)((λxn+1, xn+1), x1, . . . , xn)

= (f(π1, . . . , πn) ˝ xπ2, . . . , πn+1y)((λxn+2, xn+2), x1, . . . , xn)

= f(π1, . . . , πn)(x1, . . . , xn).

This gives a λ-theory structure on (An)n, with

yn,i = (λx1 . . . xn, xn,i) ‚ ();

f ‚ g = (λxm+2 . . . xm+n+1, x1(x2xm+2 . . . xm+n+1) . . . (xm+1xm+2 . . . xm+n+1)) ‚ (f, g1, . . . , gm);

ρ(f) = 1m ˝ f ;
λ(h) = f.

for f : Am, g : Amn and h : Am+1.
Then any F : AlgΛ(A,B) gives functions F : An Ñ Bn, and these give a λ-theory mor-

phism in LamTh((An)n, (Bn)n).
The natural isomorphism ϵA : A0 Ñ A is just idA. Note that, even though A0 = A as

sets, their Λ-algebra structures are defined differently, so it takes some work to show that ϵA
is a Λ-algebra morphism. Also, ηLn : Ln Ñ (L0)n is given by λn, with ρn as its inverse. The
zigzag identities are trivial, so this gives another, very elemental proof of the fundamental
theorem.

6.6 The Theory of Extensions
The fundamental theorem of the λ-calculus that Hyland shows is actually not of the form
shown above. To get there, we first need to show that the category of T -algebras for an
algebraic theory T has coproducts, and define the ‘theory of extensions’.

Let JnK denote the finite set t1, 2, . . . , nu. For T an algebraic theory, let L be its correspond-
ing Lawvere theory (Lemma A.6).

Lemma 6.51. Let T be an algebraic theory. The category of T -algebras has coproducts.

Proof. This is shown in [ARV10], in the lemmas leading up to Theorem 4.5.
Explicitly, we can express the coproduct of algebras, and especially its set, as the following

coend [Hyl17, Proposition 2.5] (see also Section 2.10 for more on coends)

A+B =

ż (m,n):LˆL
Tm1+n1 ˆAm ˆBn,

considering A as a covariant functor on L (see Lemma A.7) and the theory presheaf T as a
presheaf (see Lemma A.8).

Note that we do not need the exact definition ofA+B for the rest of this section. Nonethe-
less, it is interesting to see how it is defined and why this definition works.

One can think of A+ B consisting of elements t ‚ (a+ b) for t : Tm+n, a : Am and b : Bn

(writing (a+ b) for (a1, . . . , am, b1, . . . , bn)), ‘substituting’ the ai and bj for the xi and xm+j in
t.

84



6.6. The Theory of Extensions

However, the coend is a quotient of
š

Tm+n ˆ Am ˆ Bn along some relations. These
relations then give ‘associativity’ of this substitution t ‚ (a + b). In particular, they assure
that reordering or duplicating xi and their corresponding ai and bj do not yield different
elements. For f : L(m,m1) = Tm

1

m , g : L(n, n1) = Tn
1

n , associating the images on the left and
right of

Tm1+n1 ˆAm
1

ˆBn1

Ð Tm1+n1 ˆAm ˆBn Ñ Tm+n ˆA
m ˆBn

gives

t ‚ ((fi ‚ a)i + (gj ‚ b)j) = (t ‚ ((fi ‚ (xm+n,j)j)i + (gi ‚ (xm+n,m+j)j)i)) ‚ (a+ b)

for t : Tm1+n1 , a : Am and b : Bn.
Then it becomes clearwhat the action ofT will be onA+B, although the precise definition

looks complicated because we have to juggle a bit with the variables in the different Tm+n.
For s : Tl, ti : Tmi+ni , ai : Ami and bi : Bni , define the disjoint embeddings

di : Jmi + niK – JmiK\ JniK ãÑ

t
ÿ

j

mj

|
\

t
ÿ

j

nj

|
–

t
ÿ

j

mj +
ÿ

j

nj

|
,

which we will use to make sure that the xj in the different ti are mapped to distinct variables.
Then we can define

s ‚ (ti ‚ ai + bi) = (s ‚ (ti ‚ (xdi(j))j)i) ‚ (a1 + b1 + ¨ ¨ ¨+ al + bl).

More formally (using the coend injections A
ř

kmk ˆ B
ř

k nk ˆ Tř

kmk+
ř

k nk
Ñ A + B), this

gives functions

Tl Ñ (Am1 ˆBn1 ˆ Tm1+n1 Ñ (¨ ¨ ¨ Ñ (Aml ˆBnl ˆ Tml+nl
Ñ A+B) . . . )),

commuting with the relations between the different (AmˆBnˆTm+n), which, by repeatedly
using the universal property of the coend, then correspond to functions

Tl Ñ (A+B Ñ (¨ ¨ ¨ Ñ (A+B Ñ A+B) . . . )),

or, equivalently, a function
Tl ˆ (A+B)l Ñ A+B.

We have left and right injections A Ñ A + B and B Ñ A + B, given respectively by the
maps A1 ˆB0 ˆ T1+0 Ñ A+B and A0 ˆB1 ˆ T0+1 Ñ A+B:

a ÞÑ x1 ‚ a and b ÞÑ x1 ‚ b

and every element A + B arises by the action of t on combinations of these embedded ele-
ments:

t ‚ (a+ b) = t ‚ ((x1 ‚ ai)i + (x1 ‚ bj)j),

which ultimately can be used to show that A + B indeed has the universal property of the
coproduct.

Definition 6.52. Let T be an algebraic theory and A a T -algebra. We can define an algebraic
theory TA called the theory of extensions of A’ with (TA)n = A+ Tn. The right injection of the
variables xi : Tn gives the variables.

For h : (A + Tn)
m, sending g : Tm to g ‚ h gives a T -algebra morphism Tm Ñ Tn +

A. Together with the right injection morphism of A into Tn + A, this gives us a T -algebra
morphism from the coproduct: Tm + AÑ Tn + A. Doing this for every h : (A+ Tn)

m gives
us the substitution (Tm +A)ˆ (Tn +A)m Ñ Tn +A.

Showing that this is indeed an algebraic theory involves invoking the universal property
of the coproduct and using properties of T -algebras and T -algebra morphisms.
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Remark 6.53 (extensions_theory). We can turn the map A ÞÑ TA into a functor T´ : AlgT Ñ
AlgTh. For a morphism f : AlgT (A,B), we get maps

f + idTn : AlgT (A+ Tn, B + Tn).

We can combine these into a morphism Tf = (f + idTn)n, and this makes T´ into a functor
from AlgT to AlgTh.

To actually show that Tf is a morphism and that T´ is a functor, we use the properties
of the coproduct a couple of times, as well as the fact that f + idTn : AlgT (A + Tn, B + Tn)
preserves the T -action.
Remark 6.54. Note that for a T -algebra morphism f : A Ñ B, we have morphisms f : A +

Tn
f+idTn
ÝÝÝÝÝÑ B + Tn.

Remark 6.55. Note that the right embeddings rn : Tn Ñ A + Tn give an algebraic theory
morphism (rn)n : T Ñ TA, so we can think of T as lying inside TA.

The following result explains why we are interested in the theory of extensions:

Lemma 6.56 (algebra_coslice_equivalence). For T an algebraic theory and A a T -algebra, we
have an adjoint equivalence AlgTA » (A Ó AlgT ) between algebras for TA and the coslice category
under A.

Proof. Let B be a TA-algebra. Pullback along the embedding (rn)n : T Ñ TA gives (rn)˚n(B) :
AlgT . Also, we have a T -algebra morphism AÑ B given by the composition

AÑ (TA)0
f ÞÑf‚()
ÝÝÝÝÝÑ B.

Conversely, take f : AlgT (A,B). For b : Bn, we have a T -algebra morphism Tn Ñ B
given by f ÞÑ f ‚ b. This, together with f , gives a morphism from the coproductA+Tn Ñ B,
and doing this for every b : Bn gives a TA-action on B as functions (A+ Tn)ˆB

n Ñ B.
Now, showing that the function A Ñ (TA)0 Ñ B defined above is indeed a T -algebra

morphism and that the otherB, togetherwith the given TA-action is indeed a TA-algebra, and
furthermore showing that these extend to functors that together form an adjoint equivalence,
involves checking a lot of details. One can indeed check that all of this holds, using the
properties of algebraic theories, algebras, algebra morphisms and coproducts, as well as the
fact that for all b : Bn, f ÞÑ f ‚ b is a morphism in AlgT (A+ Tn, (rn)

˚
n(B)). However, for the

sake of brevity, we will omit these and point to the formalization for the details.

Example 6.57. Take Tn = Z[X1, . . . , Xn], the polynomial ring (the free commutative ring) in
n variables. T -algebras are equivalent to commutative rings, so we can call T ‘the theory
of commutative rings’. Now, for a commutative ring R, AlgTR is equivalent to the coslice
category (R Ó AlgT ), which is the category ofR-algebras. Therefore, the theory of extensions
TR can be considered to be the theory of R-algebras.

Lemma 6.58 (factorization). Any algebraic theory morphism f : AlgTh(S, T ) factors through
the embedding of S into the theory of extensions of the pullback of the algebra T0:

S Sf˚(T0) T

f

Proof. For any n, we have a map of S-algebras [t ÞÑ t ‚ (), fn] : f
˚(T0) + Sn Ñ f˚(Tn), given

on f˚(T0) by t ÞÑ t ‚ () and on Sn by fn. By the universal property of the coproduct, the
following diagram commutes for all n:
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Sn f˚(T0) + Sn T
rn

fn

[t ÞÑt‚(),fn]

which shows that (rn)n ¨ [f ÞÑ f ‚ (), fn]n = f .
Now, to show that [f ÞÑ f ‚ (), fn]n indeed constitutes an algebraic theory morphism is

a bit more work. It involves using the universal property of the coproduct a couple of times,
as well as showing that for all g : Snf˚(T0)

,

s ÞÑ ([t ÞÑ t ‚ (), fm]x) ‚T ([t ÞÑ t ‚ (), fn]gi)i

is a morphism in AlgS(f˚(T0) + Tm, f
˚(Tn)). For more details, we again point to the formal-

ization.

Now, given a Λ-algebra A, applying the above to the initial morphism ιΛ : Λ Ñ ERA
(U),

we get the following diagram:

Λ ΛERA (U)0 ERA
(U)

ΛA

[t ÞÑt‚ERA (U)(),ιΛn ]n

ΛϵA

For the final form of the fundamental theorem, we need to show that

Λϵ´1
A
¨ [t ÞÑ t ‚ERA (U) (), ιΛn ]n = [a ÞÑ ϵ´1A (a) ‚ERA (U) (), ιΛn ]n

is an isomorphism of algebraic theories. By Lemma 6.58, this is equivalent to its pullback

[a ÞÑ ϵ´1A (a) ‚ERA (U) (), ιΛn ]
˚
n : AlgERA (U) Ñ AlgΛA

being an equivalence of categories.

Lemma 6.59. The isomorphisms ϵA : ERA
(U)0

„
ÝÑ A form a natural transformation. That is, for all

h : AlgΛ(A,B), the following diagram commutes:

ERA
(U)0 ERB

(U)0

A B

h

ϵA ϵB

h

Proof. This follows from simple unfolding and using the property of algebramorphisms: For
all f : ERA

(U)0 = tf : A | (x1 ˝ Ic) ‚A f = fu,

ϵB(h(f)) = (x1c1) ‚B h(f)

= h((x1c1) ‚A f)

= h(ϵA(f)).

Lemma 6.60. The pullback functor

[a ÞÑ ϵ´1A (a) ‚ERA (U) (), ιΛn ]
˚
n

is essentially surjective.
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Proof. TakeB : AlgΛA
. By Lemma 6.56we can considerB to be a object in the coslice category

h : AlgΛ(A,B). As shown in Section 6.4, h sends elements in RA(Un, U) to elements in
RB(Un, U), so we can regard it as a morphism (h)n : AlgTh(ERA

(U), ERB
(U)). We then

have aERA
(U)-algebra (h)˚n(ERB

(U)0). Nowwe need to prove that we have an isomorphism
of ΛA-algebras

([a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]n ¨ (h)n)
˚(ERB

(U)0) – B.

Under the equivalence in Lemma6.56, this pullback ofERB
(U)0 corresponds to some (B1, h1) :

(A Ó AlgΛ). The set of B1 is RB(I, U), its Λ-action is given by

(f, b) ÞÑ h(ιΛn(f)) ‚ERB (U) b,

and the morphism h1 is given by h1(a) = h(ϵ´1A (a)). Note that by initiality of Λ, the following
diagram of algebraic theories commutes

Λ

ERA
(U) ERB

(U)

ιΛ ιΛ

(h)n

Therefore, h(ιΛn(f)) = ιΛn(f), so the Λ-action on B1 is exactly the action on ι˚Λ(ERB
(U)0),

which means that B1 = ι˚Λ(ERB
(U)0). We have the following diagram in AlgΛ:

A

ERB
(U)0 B

a ÞÑh(ϵ´1
A (a))

h

ϵB
„

By naturality of ϵ, this diagram commutes, which shows that ϵB is an isomorphism in the
coslice category underA. Pulling this isomorphism back along the equivalence from Lemma
6.56 gives an isomorphism of ΛA-algebras

([a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]n ¨ h)
˚(ERB

(U)0) – B

and this concludes the proof.

Lemma 6.61. For ιΛ : LamTh(Λ, ERA
(U)) and si : Λn, we have

ιΛ((si)i) = xxiyi ‚A (ιΛ(si))i.

Proof. By the recursive nature of the definitions of (si)i and xxiyi, it suffices to show that for
a, b : Λn, ιΛ((a, b)) = xx1, x2y ‚A (ιΛ(a), ιΛ(b)) and that ιΛ(cn) = Ic ‚A (). Since ιΛ is defined
via structural induction, this is just a matter of straightforward but tedious unfolding and
rewriting, at some point using the fact that (x1 ˝ Un) ‚A ιΛ(a) = ιΛ(a):

ιΛ((a, b)) = ιΛ(λxn+1, xn+1ιn,n+1(a)ιn,n+1(b))

= (λx2x3, x1(x2, x3)) ‚A ιΛ(xn+1ιn,n+1(a)ιn,n+1(b))

= (λx4x5, (λx6, x1x6(x2x6)(x3x6))(x4, x5)) ‚A (ιΛ(xn+1), ιΛ(a ‚Λ (xn+1,i)i), ιΛ(b ‚Λ (xn+1,i)i))

= (λx3x4, πn+1,n+1(x3, x4)((x1 ˝ xπn+1,iy)i(x3, x4))((x2 ˝ xπn+1,iy)i(x3, x4))) ‚A (ιΛ(a), ιΛ(b))

= (λx3x4, x4((x1 ˝ xπn,iyi)x3)((x2 ˝ xπn,iyi)x3)) ‚A (ιΛ(a), ιΛ(b))

= (λx3x4, x4(x1x3)(x2x3)) ‚A (ιΛ(a), ιΛ(b))

= xx1, x2y ‚A (ιΛ(a), ιΛ(b))
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and

ιΛ(cn) = ιΛ(λxn+1, xn+1)

= (λx2x3, x1(x2, x3)) ‚A ιΛ(xn+1)

= (λx1x2, πn+1,n+1(x1, x2)) ‚A ()

= (λx1x2, x2) ‚A ()

= Ic ‚A ().

Remark 6.62. Note that for anyERA
(U)-algebraB, we can view the pullback ΛA-algebra [a ÞÑ

ϵ´1A (a) ‚ERA (U) (), ιΛn ]
˚B as an object in the coslice category under A, given by

a ÞÑ ϵ´1A (a) ‚B () : AlgΛ(A, ι
˚
ΛB).

Functoriality of the endomorphism theory construction of U : RA and U : Rι˚ΛB , gives a
λ-theory morphism

a ÞÑ ϵ´1A (a) ‚B () : LamTh(ERA
(U), ER

ι˚
Λ
B
(U)).

Then, we can pull back the theory algebra along this morphism, to get, again a ERA
(U)-

algebra
(a ÞÑ ϵ´1A (a) ‚B ())˚(ER

ι˚
Λ
B
(U)0).

Lemma 6.63. For B : AlgERA (U), we have an isomorphism of ERA
(U)-algebras given by

ϵι˚ΛB
: (a ÞÑ ϵ´1A (a) ‚B ())˚(ER

ι˚
Λ
B
(U)0)

„
ÝÑ B.

Proof. Note that the underlying set of (a ÞÑ ϵ´1A (a) ‚B ())˚(ER
ι˚
Λ
B
(U)0) is Rι˚ΛB(I, U), and that

ϵι˚ΛB
is a bijection between this set and B. Now we only need to show that it is a morphism

of ERA
(U)-algebras. Take s : ERA

(U)n and all b : ER
ι˚
Λ
B
(U)n0 . We have

ϵι˚ΛB
(s ‚ b) = ιΛ(x1c1) ‚B ((ϵ´1A (s) ‚B ()) ‚ER

ι˚
Λ
B
(U)0 b)

= ιΛ(x1c1) ‚B (ιΛ(x1 ˝ xx2, . . . , xn+1y) ‚B (ϵ´1A (s) ‚B (), b1, . . . , bn))

= ιΛ(x1c1) ‚B ((ιΛ(x1 ˝ xxi+1yi) ‚ERA (U) (ϵ
´1
A (s), ιΛ(x1), . . . , ιΛ(xn))) ‚B b)

= (ιΛ(x1c1) ‚ERA (U) (ιΛ(x1 ˝ xxi+1yi) ‚ERA (U) (ϵ
´1
A (s), ιΛ(x1), . . . , ιΛ(xn)))) ‚B b

= (ιΛ(x1(xi+1cn+1)i) ‚ERA (U) (ϵ
´1
A (s), ιΛ(x1), . . . , ιΛ(xn))) ‚B b

= (ιΛ(x1x2) ‚ERA (U) (ϵ
´1
A (s), ιΛ((xicn)i))) ‚B b

= ((ιΛ(x1x2) ‚ERA (U) (ϵ
´1
A (s), ιΛ((xi)i))) ‚ERA (U) (xicn)i) ‚B b

Also,

s ‚B (ϵB(bi))i = s ‚B (ιΛ(x1c1) ‚B bi)i

= s ‚B (ιΛ(xicn) ‚B (bj)j)i

= (s ‚ERA (U) (ιΛ(xicn))i) ‚B b.
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Then the result follows from the fact that

ιΛ(x1x2) ‚ERA (U) (ϵ
´1
A (s), ιΛ((xi)i)) = ιΛ(x1x2) ‚ERA (U) ((λx2, x1) ‚A s, xxiyi ‚A (ιΛ(xi))i)

= (λx3, x1x3x2x3) ‚A ((λx2, x1) ‚A s, xxiyi ‚A (πn,i ‚A ())i)

= (λx3, x1x2x3) ‚A (s, xπn,iyi ‚A ())

= (x1 ˝ x2) ‚A (s, Un ‚A ())

= s.

Lemma 6.64. [a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]
˚
n is fully faithful.

Proof. First of all, note that the pullback functor is always faithful, since it preserves all the
‘data’ (i.e. the functions) of the algebra morphisms.

Now, to show that it is full, take B,C : AlgERA (U). Also, take a morphism

h : AlgΛA
([a ÞÑ ϵ´1A (a) ‚B (), ιΛn ]

˚
nB, [a ÞÑ ϵ´1A (a) ‚C (), ιΛn ]

˚
nC).

By Remark 6.62, and by functoriality of the endomorphism theory construction, we get a
commutative diagram

ERA
(U)

ER
ι˚
Λ
B
(U) ER

ι˚
Λ
C
(U)

a ÞÑϵ´1
A (a)‚B() a ÞÑϵ´1

A (a)‚C()

(h)n

Now, using Definition 4.56 for the coslice category (ERA
(U) Ó AlgTh), and using the previ-

ous lemma, we get the following diagram of ERA
(U)-algebras:

(a ÞÑ ϵ´1A (a) ‚B ())˚(ER
ι˚
Λ
B
(U)0) (a ÞÑ ϵ´1A (a) ‚C ())˚(ER

ι˚
Λ
C
(U)0)

B C

(a ÞÑϵ´1
A (a)‚())˚h

ϵ
ι˚
Λ
B„ ϵ

ι˚
Λ
C„

h

This gives us the lift

h = ϵ´1
ι˚ΛB

¨ (a ÞÑ ϵ´1A (a) ‚ ())˚h ¨ ϵι˚ΛC
: AlgERA (U)(B,C)

Now, when we again pull back this map to

[a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]
˚
nh : AlgΛA

([a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]
˚
nB, [a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]

˚
nC).

Note that by naturality of ϵ, we have

h = ϵ´1
ι˚ΛB

¨ h ¨ ϵι˚ΛC
= ϵ´1

ι˚ΛB
¨ ϵι˚ΛB

¨ h = h

as functions, and therefore [a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]
˚
nh = h, so the pullback is full.

Lemma 6.65. ΛA is isomorphic to ERA
(U) as an algebraic theory.

Proof. By Lemmas 6.60 and 6.64, the pullback functor [a ÞÑ ϵ´1A (a) ‚ (), ιΛn ]
˚
n is a weak equiv-

alence. Since algebra categories are univalent, this means that the pullback functor is an
equivalence of categories. Then, by Lemma 4.14, [a ÞÑ ϵ´1A (a)‚ (), ιΛn ]n : AlgTh(ΛA, ERA

(U))
is an isomorphism.
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Now, to show that we can replace the functorA ÞÑ ERA
(U) byA ÞÑ ΛA, we can show that

the functors are isomorphic:

Lemma 6.66. The isomorphisms [a ÞÑ ϵ´1A (a) ‚ERA (U) (), ιΛn ]n : AlgTh(ΛA, ERA
(U)) form a

natural isomorphism between the functors

A ÞÑ ERA
(U), h ÞÑ (h)n and A ÞÑ ΛA, h ÞÑ Λh.

Proof. We must show that for all h : AlgΛ(A,B) and for all n, the following diagram of Λ-
algebras commutes:

A+ Λn ι˚Λ(ERA
(U)n)

B + Λn ι˚Λ(ERB
(U)n)

h+idΛn

[a ÞÑϵ´1
A (a)‚(),ιΛn ]

h

[a ÞÑϵ´1
B (a)‚(),ιΛn ]

Now, by the universal property of the coproduct A+Λn, it suffices to check that for all a : A
and t : Λn,

h(ϵ´1A (a) ‚ERA (U) ()) = ϵ´1B (h(a)) ‚ERB (U) () and h(ιΛn(a)) = ιΛn(a).

The former follows from the fact that (h)n : LamTh(ERA
(U), ERB

(U)) respects the substitu-
tion and from the naturality of ϵ´1:

h(ϵ´1A (a) ‚ERA (U) ()) = h(ϵ´1A (a)) ‚ERB (U) () = ϵ´1B (h(a)) ‚ERB (U) (),

whereas the latter follows from the initiality of Λ, and the fact that (h)n : ERA
(U)Ñ ERB

(U)
is a λ-theory morphism.

Remark 6.67. Now, note that for any Λ-algebra A, ΛA is an algebraic theory. However, for our
equivalence of categories, we need a functor to the category of λ-theories. By the natural
isomorphism above (which respects the algebraic theory structures), we see that the objects
and morphisms in the images ofER´(U) and Λ´ have ‘the same’ algebraic theory structures,
and we can transfer the additional λ-theory structures fromER´(U) to Λ´. With some abuse
of notation, this yields a functor Λ´ : AlgΛ Ñ LamTh.

The final form of Hyland’s representation theorem is the following:

Theorem 6.68. The functor that sends a λ-theory L to the Λ-algebra L0 and the functor that sends a
Λ-algebra A to the theory of extensions ΛA form an adjoint equivalence

LamTh » AlgΛ.

Proof. By 6.49, we have an adjoint equivalence given by

L ÞÑ L0 and A ÞÑ ERA
(U).

By the previous lemma, the second functor is isomorphic toΛ´ : AlgΛ Ñ LamTh. Therefore,
we can replace one by the other.

There are two ways to see this: We may notice that we can transfer the unit, the counit
and the two zigzag identities of the adjunction along the natural isomorphism and show that
this all works together. As an alternative, we can also notice that the category of λ-theories is
univalent, so the functor categoryAlgΛ Ñ LamTh is univalent and the natural isomorphism
between the functors is an equality, and we can replace one by the other.
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Chapter 7

The Formalization

In addition to the reading, investigating andwritingmathematics that lead up to the previous
chapters, this thesis project also had a formalization component. I carefully worked out parts
of Hyland’s paper in detail using a proof assistant and added the resulting code to a library
of formalized mathematics with the univalent point of view, called UniMath.

This chapter will give an overview of the mathematics that I formalized, as well as point
out and evaluate a couple of design decisions that I made.

7.1 Some Numbers
I wrote the code for this project over the course of about 18 months, spread over 20 pull
requests: 13 with content about Hyland’s paper, adding 23 361 and removing 7 620 lines of
code, and 7 with only some missing category theoretical preliminaries, adding 3 291 and
removing 816 lines.

7.2 Overview of the Formalized Material
Thematerial that I formalized can be subdivided intomaterial that is introduced or described
in Hyland’s paper, and category theoretical preliminaries that are necessary to make the
proofs in Hyland’s paper work.

The formalized parts of Hyland’s paper are collected in a package in the library called
algebraic theories. This package now consists of over 14 000 lines of code, and contains:

• Definitions for algebraic theories (algebraic_theory), λ-theories (lambda_theory), al-
gebras (algebra) and presheaves (presheaf) of algebraic theories, together with their
morphisms and their categories. Proofs that the categories are univalent, that the cat-
egories of algebraic theories, λ-theories and presheaves have limits and that the cate-
gories of algebras and presheaves are fibered over the category of algebraic theories.

• The terminal algebraic theory (one_point_theory), the free algebraic theory on a set
(free_functor), with as a special case the initial algebraic theory (projections_theory),
the λ-theory Λ (lambda_calculus_lambda_theory), the T -presheaf structure on T and
the T -algebra structure on Tn.

• The ‘free object’ algebraic theory T (free_object_theory) with a functor from C to
AlgT (free_object_algebra_functor). Also, for the special casewhereC is the category
of monoids, a proof that this functor C Ñ AlgT is an equivalence (monoid_algebra_
equivalence).

• The construction of the endomorphism theoryE(X) for some objectX : C in a category
C with finite products (endomorphism_lambda_theory).

• The original version of Scott’s representation theorem (representation_theorem_iso).
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• Hyland’s version of Scott’s representation theorem (presheaf_lambda_theory_iso), in-
cluding the construction of the presheaf A(P, 1) (plus_1_presheaf) and the proof that
it is the exponential object P T (theory_presheaf_exponentiable).

• The construction of aλ-theory fromaΛ-algebraA as the endomorphism theoryERActA1
(UA),

as discussed in Definition 6.32 (lambda_algebra_theory).
• The construction of a Lawvere theory L from an algebraic theory T (algebraic_theory_

to_lawvere), and the equivalence between the presheaf category PL and the presheaf
category PshfT (algebraic_presheaf_weq_lawere_presheaf).

• The theory of extensions TA of a T -algebra (extensions_theory), the equivalence be-
tween AlgTA and A Ó AlgT (algebra_coslice_equivalence) and the factorization of
every theory morphism f : S Ñ T through Sf˚(T0) (factorization).

• An axiomatic definition of the pure λ-calculus as discussed in Section 7.10 (lambda_
calculus).

Since Hyland’s paper uses a lot of general category theory, formalizing it entailed adding
the preliminaries that had not yet been formalized to the library. Among these are:

• Univalence of the Sigma displayed category (is_univalent_sigma_disp).
• The Sigma displayed category creates limits (creates_limits_sigma_disp_cat).
• The definitions C (karoubi_envelope) and rC (karoubi_envelope') for the Karoubi en-

velope, together with some properties and their equivalence (karoubi_equivalence).
• The contents of Section 2.11: The functorial construction of a one-object category from

amonoid (monoid_to_category), the equivalence between it’s presheaves and sets with
a right monoid action (monoid_presheaf_action_equivalence), properties of the cate-
gory of sets with a monoid action and restriction and extension of scalars (scalar_
restriction_functor, scalar_extension_functor).

• TheYoneda embeddingpreserves exponential objects (yoneda_preserves_exponentials).
• The uniqueness of the Rezk completion (rezk_completion_unique).
• If F : C1 Ñ C2 is a fully faithful functor, and D is a category with colimits, then

the precomposition functor F ‚ ´ : [C2,D] Ñ [C1,D] is split essentially surjective
(pre_comp_split_essentially_surjective).

• A proof of a generalized version of Lemma 6.3, showing that if F1 : C1 Ñ C2 is a
functor, if F2 : C2 Ñ C3 is a fully faithful functor, if D is a category with colimits and
if the precomposition (F1 ‚ F2) ‚ ´ : [C3,D] Ñ [C1,D] is an adjoint equivalence, then
F1 ‚ ´ and F2 ‚ ´ are adjoint equivalences too (adjoint_equivalence_1_from_comp).

• The univalent category SetA of indexed sets (Xa)a over a type A (indexed_set_cat),
which can be defined formally as

SetA0 = (AÑ Set) and SetA(X,Y ) =
ź

a

Xa Ñ Ya

that is univalent (is_univalent_indexed_set_cat) and has limits (limits_indexed_set_
cat).

7.3 Equality, Isomorphisms and Equivalences
One of the lessons that I learned during this project was that for formalizing, it is always
important to choose te right equality for the job. For example, for two categories C and D,
one can aim to prove either that C = D or that we have a functor F : CÑ D that has a right
and left inverse, or that we have a functor F : C Ñ D that is an adjoint equivalence. Even
though for univalent categories, these three notions all coincide, in practice it is really hard
to show equality of categories directly: To showC = D, we would need to show that we have
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an equality H : C0 = C10, and then that for all c, c1 : C

(C(transportH(c), transportH(c
1))) = D(c, c1).

It is usually much easier to show that there exists a functor F with an inverse, because then
we do not have to show these equalities of types, but can sufficewithmaps between the types
and equalities of the objects and morphisms that are mapped. However, for the morphisms
we still have transports.

The easiest option is usually to show that we have an adjoint equivalence. That way, we
do not have to show equality of objects, but only isomorphism (even though in a univalent
category, that is of course the same). Then we only have to show equality of morphisms, and
this is usually very doable.

An example of this is the proof that for the algebraic T where Tn is the free monoid
on tx1, . . . , xnu, the T -algebras are equivalent to monoids. Initially, this was a proof about
(weak) equivalence (so under univalence, equality) of the object types, but of course, this
says nothing about morphisms, so it is incomplete. However, it was possible to remove parts
of the proof, and use the rest to construct an adjoint equivalence. Since the category in ques-
tion is univalent, this adjoint equivalence gives us an equivalence of the object types for free.

In general, the formalization is the cleanest and the easiest when we use equality for
elements of homotopy sets (morphisms, or terms in an algebraic theory for example), iso-
morphisms for objects in a category and adjoint equivalences for categories themselves.

7.4 Displayed Categories
Displayed categories (introduced in [AL19]) are a mathematical idea which provides a great
tool in formalizing categories. One of the motivations behind displayed categories is the fact
that mathematicians often define a category in terms of another: a monoid is a set together
with a binary operation, a group is a monoid in which every element has an inverse, a topo-
logical space is a set together with a chosen collection of subsets.

Traditionally, one would say in such a case that we have a ‘forgetful functor’ F : C 1 Ñ C.
However, working with displayed categories has some advantages over this older approach,
both conceptually and practically.

A displayed category D over a category C firstly consists of a type Dc for every c : C
(corresponding to the type of objects F´1(c)) and a type d Ñf d

1 for all d : Dc, d1 : Dc1 and
f : C(c, c1) (corresponding to C 1((c, d), (c1, d1))). A displayed category also consists of an
identity ‘morphism’ dÑidc

d for all d : Dc, and compositions f ¨ g : dÑf ¨g d
2 for f : dÑf d

1

and g : d1 Ñg d
2.

When we have a displayed category D over C, we can define two categories. First of all,
we can form the total category

ş

C D (which corresponds to the category C 1 in the forgetful
functor example), consisting of pairs (c, d) with d : Dc. Then the forgetful functor is given
by π1 :

ş

C D Ñ C. Also, for every c : C, we can form the fiber category over c, which we
will also denote asDc. The objects here are the displayed objects over c, and the morphisms
are the displayed morphisms over idc. In the forgetful functor example, this is the preimage
category F´1(c). Lastly, note that if we have a displayed categoryD over C, and a displayed
category E over

ş

C D, then we can form the sigma displayed category
ř

D E over C, where
(
ř

D E)c consists of pairs (d, e) with d : Dc and e : E(c,d). Of course, the total categories are
equivalent:

ş

ş

C D
E »

ş

C(
ř

D E), which boils down to rebracketing ((c, d), e) to (c, (d, e)).
One of the reasons why displayed categories are so useful when formalizing, is the fact

that for every next category, only the ‘new’ parts have to be defined. If we define a category
that consists of ‘functors with some additional data’, we do not again have to show what the
identity and composition functors are, but instead it suffices to construct the additional data
for those functors. Also, displayed categories come in handy because some properties of

ş

D
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that are hard to prove directly, can be derived from properties of C and the fiber categories
Dc. For example, we can show that the category of groups is univalent, by noting that Set is
univalent, and by furthermore showing that the fibers of the displayed category of monoids
over Set and the fibers of the displayed category of groups over the category of monoids, are
univalent.

7.4.1 The Categories in Question
Here is a diagram of the displayed structure of the categories of algebraic theories, λ-theories,
algebraic theory algebras and algebraic theory presheaves, every arrow denotes that a cate-
gory is displayed over the total category of the next one.

algebra_cat lambda_theory_cat presheaf_cat

algebra_data_full_cat lambda_theory_data_cat presheaf_data_cat

algebraic_theory_cat
ˆ hset_category

algebraic_theory_cat
algebraic_theory_cat
ˆ indexed_set_cat

algebraic_theory_data_cat

indexed_set_cat

In the end, they all derive from the category of indexed sets over the natural numbers (or
equivalently, the category of sequences of sets).

Note that every category here is constructed in two layers: in the first layer the ‘data
category’, the displayed objects give the structure (the algebraic theory variables and substi-
tution, the algebra action or the presheaf action) of the objects in question, and the displayed
morphisms preserve this structure. In the second step, we take the full subcategory, consist-
ing of the objects that satisfy the right properties. For algebraic theories, these properties are
the axioms about the interaction between the substitution and the variables.

Note that the algebra data and presheaf data categories are displayed over a product
category, which is displayed over the category of algebraic theories (see Subsection 7.4.6).

The reason why we first construct the category of all algebraic theory algebras together,
is because we need we need it to show that that algebras are fibered over algebraic theories
(see Subsection 7.4.3). In fact, we need the category of algebras as a displayed category over
the category of algebraic theories. Since in the construction given above, it is displayed over
the category of algebra data, we use the sigma construction twice, to bundle all the algebra
information in a displayed category of one layer over algebraic theories. Then the category
of T -algebras can be defined as the fiber over T of this displayed category. For presheaves, it
is the same story.

Even though the approach of first defining the categories of all algebras or presheaves and
then taking a fiber of this, is necessary to talk about fibrations, there is a drawback to this ap-
proach. Morphisms in any fiber category are the displayed morphisms over idT . Therefore,
naively composing twomorphisms in our fiber gives a displayedmorphism over idT ¨idT and
we need to transport over the equality idT ¨ idT = idT to get morphisms in our fiber category
again. So even though we can prove that, as expected, (f ¨g)(a) = g(f(a)) for f : AlgT (A,B),
g : AlgT (B,C) and a : A, this is no longer a definitional equality.
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7.4.2 Univalence
All of the categories in the diagram above are univalent. The proofs of this proceed by re-
ducing to known or easy cases. For example, we know that a full subcategory of a univalent
category is again univalent because it inherits isomorphisms and equalities. Also, we know
that a product of univalent categories is univalent again, since its isomorphisms and equal-
ities are equivalent to pairs of isomorphisms and equalities of its factors. We already knew
that Set is univalent, and in this project, I constructed the category of families of sets, indexed
over a type, and showed this category to be univalent.

The most interesting proofs are for the ‘…data’ categories. These proofs reduce to univa-
lence of the underlying category (so we prove univalence layer by layer) and univalence of
the fiber categories, so for example the fiber of all algebraic theory data structures on one in-
dexed set (Tn)n. Showing that this fiber is univalent, means showing that for any two choices
of substitution functions fn, gn : TmˆT

m
n Ñ Tn and variables xi,n, yi,n : Tn, there is an equiv-

alence between ‘(fn)n = (gn)n and (xi,n)i,n = (yi,n)i,n’ and ‘the identity on Tn commutes
with fn and gn, and with the xi,n and yi,n’. Since these are mere propositions and they imply
each other, we indeed have this equivalence.

7.4.3 Fibrations
One of the places where displayed categories are conceptually better to work with than for-
getful functors, is in the case of fibrations. Recall that a functor P : C 1 Ñ C is a fibration if
for every Y : C 1 and f : C(X,P (Y )), there exists X : C 1 with P (X) = X (and a cartesian
morphism f : C 1(X,Y )with P (f) = f). The equality P (X) = X is on objects in the category,
and this violates the principle of equivalence: ‘if something is true for A, and A is isomorphic
toB, then it should also hold forB’. Of course, if the category is univalent, isomorphism and
equality are the same, but definitions that use equality on objects still give a bit of conceptual
friction.

However, we can also define this in the language of displayed categories. The definition
becomes

Definition 7.1. A displayed category D over C is a fibration if for every Y : DY and f :
C(X,Y ), we have X : DX and a cartesian morphism f : X Ñf Y .

This avoids using equality on objects, because we can just talk about ‘the objects aboveX’.
Therefore, in UniMath fibrations are defined in this way and the algebraic theories package
uses this definition to show that the displayed categories of algebraic theory algebras and
presheaves, over the category of algebraic theories, are fibrations.

7.4.4 Limits
In this subsection, we will mainly treat binary products, as they are somewhat simpler to
understand than limits in general. However, it is not too hard to generalize the material
presented here to limits in general, and the formalized proofs treat limits in general, instead
of binary products.

Recall from Remark 4.4 that algebraic theories have all limits, and that given a diagram,
the underlying set of the limit is the limit of the underlying sets. Compare this to group or
ring theory: for rings R and S, the set RˆS can again be given a ring structure, which is the
binary product of R and S in the category of rings.

This is all very reminiscent of the way that displayed categories ‘borrow’ information
from their base category. Now if a category C has binary products, we say that a displayed
categoryD over C creates binary products, if for allX : DX , Y : DY , we can ‘lift’ their product.
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That is, if we can find

X ˆ Y : DXˆY , π1 : X ˆ Y Ñπ1 X and π2 : X ˆ Y Ñπ2 Y

and if (X ˆ Y,X ˆ Y ) with the projections (π1, π1) and (π2, π2) is the product of (X,X) and
(Y, Y ) in

ş

C D. By definition, if D creates binary products, then
ş

C D has binary products.
In itself, this is not a very revolutionary idea. However, when formalizing, this allows

us to work layer by layer, every time adding a little bit of new information, and reusing the
rest from the layer below to show that every category that we construct has binary products.
Also, in the rest of this sectionwewill see that very often, it suffices to formalize a lot less than
the full construction of a binary product, and that when we do constructions on displayed
categories, like the sigma displayed category or taking a fiber category, we often immediately
deduce that the resulting (displayed) category still has (or creates) binary products.

During this project, I added a small lemma to the library, showing that for a full subcate-
gory

ş

C D Ď C, where Dc is a mere proposition for all c : C, if for all (X,X), (Y, Y ) :
ş

D, we
haveDXˆY (the C-product of two objects in

ş

D is again in
ş

D), thenD creates binary prod-
ucts. I also added a lemma showing that if a displayed category D over C, and a displayed
category E over D, both create binary products, then σDE also creates binary products.

Note that for many categories, the displayedmorphisms are mere propositions. In partic-
ular, this holds for the ‘…data’ categories of this project. For example, an algebra morphism
is a function that ‘respects the operation’, and respecting the operation is a mere proposition.
In these categories, it is not necessary to give a full proof that the object (X ˆ Y,X ˆ Y ) and
themorphisms (πi, πi) form a binary product, because it suffices to show that for allC,C, f, g
and all f : C Ñf A and g : C Ñg B, we can lift the product morphism to

xf, gy : C Ñxf,gy AˆB

For example, if the function f commutes with the algebra actions on C and A, and g com-
mutes with the actions on C and B, then we need to show that the product morphism xf, gy
commutes with the actions on C and AˆB. I added a lemma showing that it suffices to
construct a lift for the product morphism, and used this lemma to show that the ‘…data’
displayed categories create binary products.

Now, recall that the categories of T -algebras and T -presheaves are a fiber of a displayed
category. Now, if we want a binary product ofX,Y : AlgT and we take the product of (T,X)
and (T, Y ) in the category of all algebras, we end upwith (T ˆT,XˆY ), orXˆY : AlgTˆT ,
even though we would like to have (T,X) for some X : AlgT . It turns out that here we
need the fact that algebras and presheaves are fibered over algebraic theories, and adding
the following lemma to the library gave the final brick for showing show that all categories
discussed here have limits:

Lemma 7.2. For a displayed category D over a category C, suppose that C has binary products,
that D creates binary products, and that D is a fibration. Then the fiber categories DX have binary
products.

Proof. Take X1, X2 : DX . We have a product X1 ˆ X2 : DXˆX with projections πi : X1 ˆ

X2 Ñπi Xi. For the diagonalmorphismonX , the fibration gives an object Y and a a cartesian
lift:

f : Y ÑxidX ,idXy X1 ˆX2,

so we have projections
pi = f ¨ πi : Y ÑidX

Xi.

In the diagram below, the first row is the fiber DX and the second row is the fiber DXˆX .
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Xi Y Z

X1 ˆX2

f

pi

gi

h

xg1,g2yπi

Now, given some g1 : Z Ñg1 X1 and g2 : Z Ñg2 X2, we have

xg1, g2y : Z Ñxg1,g2y X1 ˆX2.

Because f is cartesian, we have a unique

h : Z ÑidX
Y ,

such that
h ¨ f = xg1, g2y.

Therefore,
h ¨ pi = h ¨ f ¨ πi = xg1, g2y ¨ πi = gi,

which shows that Y is the product of X1 and X2 in DX .

7.4.5 Chicken or Egg?
The formalization started with definitions for the objects and morphisms in question: alge-
braic theories and algebras. Using these, I defined the categories directly. However, since
showing univalence is much easier whenworkingwith displayed categories, I decoupled the
definitions of the categories from the definitions of the objects and morphisms, and instead
constructed them as displayed categories. This meant that of every definition, a part was du-
plicated: once for the object (and morphism) types, and once for the objects and morphisms
in the displayed categories. This meant that it was in theory possible to get a mismatch be-
tween, for example, the definition of algebraic theories and their category.

Of course, it was possible to get rid of the objects altogether, and just define things in
terms of the objects and the morphisms of the categories. However, in practice this causes
problems because of coercions. For example, if X is an algebraic theory, mathematicians like
to use the name X also to denote the sequence of sets Xn. Under the hood, this uses a co-
ercion, which allows one to use the same symbol to denote both the entire object, or a part
of it, depending on the context. However, when working with displayed categories, the cat-
egory of algebraic theories is displayed over the category of algebraic theory data, which is
displayed over the category of sequences of sets. It turns out that in rocq, coercions on cat-
egories do not compose very well: If X is an algebraic theory, and we have coercions from
algebraic theories to algebraic theory data, and from algebraic theory data to sequences of
sets, we can still only useX to denote the algebraic theory data, and not the sequence of sets.

In the end, the best solution was to first define the category, and then the object and
morphism types as the objects and morphisms of the category. The coercions can then be
defined on the standalone object and morphism types, which works very well.

7.4.6 A Product of Categories
Given two categories C and C 1, their product C ˆ C 1 can be viewed as a displayed category
over C (or C 1), where the objects over any object are the objects of C 1, and the displayed
morphisms g : cÑf c

1 are the morphisms g : C 1(c, c1). There are two ways to formalize this.
The first approach uses reindexing, by taking the unique functor to the unit category F :

C Ñ t‹u, and consideringC 1 as a displayed categoryD over t‹u. Thenwe have the reindexed
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(pullback) displayed category F ˚D, with (F ˚D)c = DF (c), with
ş

(F ˚D) » C ˆ C 1. The
advantage of this approach is that it uses fairly simple general machinery. The disadvantage
is that for the general construction of (F ˚D), we need to transport over the equalities

idF (X) = F (idX) and F (f) ¨ F (g) = F (f ¨ g)

in the definitions of, respectively, the displayed identity and composition. In practice, this
adds friction to the formalization.

The second approach is by constructing the displayed category D directly, setting Dc =
C 1 and cÑf c

1 = C 1(c, c1). This is slightly more work, because we do it in an elementary way
instead of using category theoretical machinery. In return, this approach gives cleaner defini-
tions in practice for the identity and composition morphisms of the total category. Therefore,
halfway during the project, I switched from the first to the second approach.

7.5 Duplication in Definitions
One of the adages in software engineering is ‘DRY’, which stands for “Don’t Repeat Your-
self”: Long expressions and blocks of code that occur multiple times throughout the pro-
gram should usually be abstracted into a separate function. One of the reasons for this is
that it is easier to change code in this function, than to change every instance of the repeated
expression or block of code. When writing mathematics, such functions are usually called
‘lemmas’. However, in this project there was also another example of duplication, which
occurred in statements of definitions and lemmas. For example, in the definition of the dis-
played category of algebraic theories, the displayed object type over a sequence of sets Tn
is ź

n

ź

i:t1,...,nu

Tn

ˆ(ź

m,n

Tm ˆ T
m
n Ñ Tn

)
,

corresponding to the variables and the substitution. Then, the constructor of an algebraic
theory takes arguments

v :
ź

n

ź

i:t1,...,nu

Tn and s :
ź

m,n

Tm ˆ T
m
n Ñ Tn.

Also, given an algebraic theory, we have accessors:

xn,i : Tn and ‚m,n : (
ź

m,n

Tm ˆ T
m
n Ñ Tn)

Lastly, whenwe define a new algebraic theory, we need to provide terms of these types again.
Therefore, in this project, I gave the type of every one of these components a name, end-

ing in _ax, for ‘axiom’. For example, there are var_ax and subst_ax for algebraic theories,
mor_var_ax and mor_subst_ax for their morphisms, action_ax for algebras and app_ax and
abs_ax for λ-theories. The definition of the displayed categories, the constructors, the acces-
sors and the definitions of new objects can then refer back to this.

This indeed reduces the amount of duplication in the code, and makes it slightly eas-
ier to write some definitions, because one does not have to remember and type the exact
formulation of every axiom. However, there is no free lunch here: The axioms are not im-
mediately unfolded when they occur. Therefore, if one uses the constructor for an algebraic
theory, the goals become var_ax and subst_ax, and these have to be unfolded to seewhat they
mean. Also, when rocq is asked to state the property of an algebra morphism, it responds
with mor_action_ax, which is not very informative. This is not a big problem, per se, but it
adds some friction when formalizing. This friction could be reduced a lot if rocq would have
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some sort of macros, which would immediately be unfolded upon use, and would never be
printed.

Another drawback of this approach is that for algebras and presheaves, there are in fact
two different axioms. This is because their categories are displayed over the categories of
algebraic theories, and the category of T -algebras and T -presheaves are fibers of the full dis-
played category. Therefore, the morphisms of T -algebras are given by displayed morphisms
over idT , so the axiom of, for example, an algebra morphism g is

mor_action_ax :
ź

n

ź

t:Tn

ź

a:An

g(t ‚ a) = idT (t) ‚ (g(ai))i,

and in practice, this makes it harder to work with them. There was an instance where one
conversion from idT (t) to t added multiple seconds to the compilation time. Therefore, for
the algebras and presheaves, some of these axioms have to be stated twice: once to define the
displayed category, and once for most of the other occurrences.

7.6 Tuples
A lot of the mathematics in the paper requires us to work with ‘tuples’: terms that bundle
a certain number of terms of some type. A tuple type already occurs already as Tnm in the
definition of the substitution operation of algebraic theories:

‚ : Tm ˆ T
m
n Ñ Tn.

Now, there are two common ways to formalize such tuples, both with their advantages and
disadvantages.

The first option is to say that the type An just denotes the n-fold cartesian product

Aˆ (¨ ¨ ¨ ˆ (AˆA) . . . ).

There are multiple advantages to this approach. First of all, this approach allows us to easily
construct ‘literals’, like (5,´12) : Z2 or (K,J,J) : bool3. It is also very easy to extend an
n-tuple a with another element x, because this just gives the pair (x, a). Because of the clear
relation between the extended tuple and the original one, this approach also allows for a nice
induction principle: a way to prove things about general a : An by proving it for () : A0 and
by showing that if it holds for any a : Am, it also holds for (x, a) : Am+1 for all x (note that
this is a version of fold for lists).

The other approach is to viewAn as the type of functions from t1, . . . , nu toA. An advan-
tage of this is that it becomes trivial to extend a function f on A to a function on its tuples,
sending a to f ˝ a (which would be called (f(ai))i in this thesis). Also, this approach makes
it very easy to define n-tuples of arbitrary size. For example, (xi)i : Tn (in one of the axioms
of an algebraic theory) is just the function that sends i to the variable xi. These tuples of
arbitrary size have very good computational behaviour, since the value of (xi)i at j is, by
definition, xj .

Very early on in the project, I chose to use the second approach. Since many definitions
require extending amapping to a tuple, and since we do not very often need to extend tuples
or do induction on a tuple, this proved to be the right choice.

The main place where we need to be able to extend tuples, is when working with λ-
theories, for example in the axioms about the relation between substitution and λ-abstraction
and -application. To accomplish this, we use the equivalence between t1, . . . , n + 1u and
t1, . . . , nu \ t‹u.

Also, when working with a Λ-algebra A (or an algebra) for the free monoid theory, we
often want to define an operation, for example ˝, on A by sending a and b to (x1 ˝ x2) ‚ (a, b).
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Since constructing the literal tuple (a, b) directly as a function quickly becomes a mess, we
use the equivalence between A ˆ ¨ ¨ ¨ ˆ A and t1, . . . , nu Ñ A to define literal tuples via the
cartesian product, and then transform them to functions.

Using some lemmas about the behaviour of extended tuples and literals defined this way,
this slightly mixed approach works fine. However, it would be worth investigating whether
it is possible to have a tuple type in the library with all of the operations of both the function
and the cartesian product approaches, so that it is no longer necessary to choose between
them.

7.7 Products

A very similar problem pops up in the proof of the representation theorem, where the defi-
nition of the endomorphism theory EPshfL(L) meets the isomorphism PshfL(Ln, L) – Ln of
the Yoneda lemma for presheaves. First of all, recall that the function λn of E(L) is defined
via the following chain of morphisms

PshfL(Ln+1, L) = Pshf(Ln ˆ L,L) – PshfL(Ln, LL) ´¨abs
ÝÝÝÑ PshfL(Ln, L).

To make this easy, we would like to have Ln+1 = Ln ˆ L, and this would give a definition
Ln = (. . . (I ˆ L)ˆ . . . )ˆ L where I is the terminal object.

On the other hand, recall that the inverse morphism of PshfL(Ln, L) – Ln sends s : Ln
to the presheaf morphism that sends (ti)i : Lnm to s ‚ t : Lm. Here, we would like the sets of
Ln to match the tuple types in the definition of the substitution ‚ : LnˆLnm Ñ Lm. However,
these two are incompatible, since elements of the repeated product are nested pairs, whereas
the tuples in Lnm are functions from t1, . . . , nu to Lm.

In this case, I made somewhat of a compromise. I indeed defined the endomorphism the-
ory using a repeated binary product, and the construction of finite powers from the terminal
object and binary products1. On the other hand, for the Yoneda lemma for L-presheaves, I
indeed use the ‘usual’ notion of products Ln where the sets are tuple types. Luckily, the li-
brary contains a proof that products are unique up to isomorphism, so where the definitions
clash, we use the isomorphisms to translate between them. Even though this adds friction,
in the end it is pretty straightforward.

Also, this project added a lemma to the library stating that in any category C,
ś

i:HXi

(for X : H Ñ T a family of objects) is given by the terminal object. However, the repeated
binary product construction needed

ś

i:ti|1ďiď0uXi, andH is not definitionally equal to ti |
1 ď i ď 0u. Initially, I solved this by transporting along the equality H = ti | 1 ď i ď 0u.
However, much further down the line, some proof involved an element of this product over
ti | 1 ď i ď 0u, and because of the transport, rocq was not able to see that this product was
just t‹u. Therefore, I changed the statement of the lemma about the empty product to “For
a type I and a family X : I Ñ C, if we have a function f : I Ñ H, the terminal object gives
the product

ś

i:I Xi”. Note that having the function f is equivalent to I being equivalent
(and therefore equal) to the empty type. This change in the statement did provide the right
amount of generality to make computation down the line much smoother.

1Unfortunately, defining the product of a tuple of objects was much harder than defining the finite power of
one object. When generalizing the approach to tuples of objects, some terms suddenly do not have the ‘correct’
type, which has something to do with some equalities like ((x1, . . . , xn) + (y))n+1 = y that do not hold defini-
tionally. Even though this specific problem can be solved using transports, the rest of the proof becomes then
much harder because the transports get in the way
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7.8 The ‘n+ p’-Presheaf
Now, the definition of the endomorphismλ-theoryEPshfL(L) requires that the theorypresheaf
L is exponentiable. As shown before, PL is given byA(P, 1), the ‘plus 1’ presheaf, where the
last variable is ignored in the L-action. In fact, one can show that PLn is given by A(P, n)
and this was indeed the level of generality at which I formalized the statement. To obtain the
action

‚ : A(P, p)m ˆ L
m
n Ñ A(P, p)n,

I used the bijection
t1, . . . , n+ pu – t1, . . . , nu \ t1, . . . , pu

from the library, which sends the first n elements to the first set, and the last p elements to the
second, so this could indeed be used to construct elements of tuples An+p, separating them
into first a tuple of n and then a tuple of p. After this, it was time to construct the presheaf
morphisms for ρ and λ between L and A(L, 1), but this turned out to be much harder than
expected, because A(L, 1)n = Ln+1, whereas ρ and λ are functions between Ln and LSn,
where Sn = 1+ n. Unfortunately, 1 + n is not definitionally equal to n+ 1, and even though
wemight transport along a proof h : 1+n = n+1, such a transport will give problems down
the road.

In this case, the cleanest solutionwas to only do the construction for the special case p = 1
and take A(P, 1)n = PSn, using the bijection from the library

sm : t1, . . . , n+ 1u – t1, . . . , nu \ t‹u,

with

sm(i) =

$

&

%

i i ă m
‹ i = m

i´ 1 i ą m
,

takingm = n in this case.
It is possible that constructing a new bijection

t1, . . . , p+ nu – t1, . . . , nu \ t1, . . . , pu,

makes it possible to generalize the result to general p again. However, this equivalencewould
be somewhat weird, because the order of n and p are reversed. Also, proving things about
these standard finite sets is quite hard, and outside the scope of this project, so I did not
attempted this in this project, but left it for potential future work.

7.9 Quotients
This project used quotients twice, once explicitly and once implicitly. The first occurrence
of quotients was the construction of the ‘extension of scalars’ functor f˚ : RActN Ñ RActM
from Lemma 2.59. Here, the formalization worked directly with quotients over a relation.
However, the relation given by R : (xn,m) „ (x, f(n) ¨m) for all a, is reflexive and transitive,
but not necessarily symmetric. Therefore, we first take the ‘equivalence closure’ R of R: the
smallest transitive and symmetric relation that containsR. This is then used for the quotient.
To construct functions from this, like the right action of the monoidM 1, we use the universal
property of the quotient: a function fromX ˆM 1 that sends ‘related’ elements (x1,m1) and
(x2,m2) to the same element gives a function from the quotient X ˆM 1/ „. However, the
quotient is taken over R instead of R, so it is no longer possible to assume that x2 = x1n and
m1 = f(n) ¨m2 for some n. In the case of the rightM 1-action, it sufficed to add the following
lemma to the library
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Lemma 7.3. For a relation S on a set A and a relation T on a set B, if for f : AÑ B, we have that
S(a1, a2) implies T (f(a1), f(a2)) for all a1, a2 : A, then S(a1, a2) implies T (f(a1), f(a2)) for all
a1, a2.

However, overall, working with these quotients in an elementary way was quite a hassle.
The second occurrence of quotients was in the proof of Corollary 2.84, or the lemma that

it is based on. Initially, the statement of the lemma was only about Set, stating that ιC ‚ ´ :
[C,Set] Ñ [C,Set] was an adjoint equivalence. The proof used coequalizers of functors,
like in Lemma 2.75. Note that coequalizers of set-valued functions are given pointwise by
coequalizers in Set, which are formalized using quotients. Because of this, when simplifying,
rocq usually reduced the goal to elementary statements about quotients, which somewhat
obfuscated the relatively simple nature of the construction. Luckily, the construction could
be made agnostic to the specific implementation of coequalizers, by introducing a variable

H : CoequalizersHSET

and using this instead of our known implementation. Since the proofs did not use any ele-
ments of the sets in question, it was then trivial to generalize to any category with coequal-
izers. It turned out that the construction was a special version of left Kan extension, which
uses general colimits, and using the existing definition of Kan extension, I was able to con-
siderably shorten the proof.

In hindsight, it may have been better to replace the quotient Y := X ˆM/ „ by a co-
equalizer

N ˆX ˆM X ˆM Y
(n,x,m) ÞÑ(xn,m)

(n,x,m) ÞÑ(x,f(n)¨m)
,

which is closer to the way this relation is defined. Under the hood, this still takes a quotient
over the equivalence closure, but now it is less visible. Here, the universal property of the
coequalizer can be used to define functions out of Y , which may be easier to work with than
the universal property of the quotient.

The generalization from Set to an arbitrary category with coequalizers, which we saw in
the case of Karoubi envelopes, can also be done here, but it would take considerably more
effort. The problem is that the definitions of monoids and sets with a monoid action really
do use the elements of their underlying sets. For example, a monoid M has a unit u and
multiplication ¨, such that u ¨m = m = m ¨ u andm ¨ (n ¨ l) = (m ¨n) ¨ l for allm,n, l :M . The
generalization for an objectM in some category C, turns the unit into a function u : I Ñ M
from the terminal object and the multiplication into a function µ : M ˆM from the binary
product 2, such that the following diagrams commute:

M ˆ (M ˆM) (M ˆM)ˆM

M ˆM M ˆM

M

„

idMˆµ µˆidM

µ µ

I ˆM M ˆM M ˆ I

M

uˆidM

„
µ

idMˆu

„

Such a generalization of a monoid to a general category is called an internal monoid. In a sim-
ilar way, sets with a monoid action can be generalized. However, this all would be a lot of

2Note that one does not need the full power of binary products or terminal objects to define internal monoids.
A categorywith the product-like structure b and terminal-like object I that one needs to define internalmonoids,
is called a monoidal category.
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work, and elementary reasoning about internal monoids of Set is still much more cumber-
some than for the ordinary set-based monoids. Also, for the fundamental theorem we only
need the ordinary set-based monoids. Therefore, I did not pursue this generalization any
further.

7.10 The Formalization of the λ-Calculus
One of the important classes of objects in this thesis is the class of Λ-algebras: algebras for
the initial λ-theory Λ, corresponding to the ‘pure’ λ-calculus. Therefore, much of this project
required the pure λ-calculus to be formalized. Now, in this thesis, it is defined as a quotient
of an inductive type. However, in the UniMath library, the use of inductive types (other than
a handful of basic ones like empty, bool, nat and coprod) is prohibited3. Also, as we saw in
section 7.9, working with quotients can be somewhat complicated.

The inductive type approach has a variation, which instead of a quotient uses a higher
inductive type to force the required elements to be equal. Unfortunately, even if the use of
inductive types was allowed, rocq does not support higher inductive types.

Instead, I took a different, more axiomatic approach. An undergraduate class in group
theory often starts with laying out a couple of axioms, like: “We have a set G, with a binary
operation b, a unary operation u and an element e. b is associative, u is a left and right inverse
for b and e is a unit for b.” Afterwards, this structure is usually bundled into the declaration
“LetG be a group.” In the same spirit, every section in the formalization that needs the pure
λ-calculus, starts with “Let L be the pure λ-calculus with β-equality.” To this end, I added a
definition lambda_calculus, consisting of:

• A sequence of sets (Ln)n;
• Variables, app, abs, subst:

varn,i : Ln, appn : LnˆLn Ñ Ln, absn : LSn Ñ Ln and substm,n : LmˆL
m
n Ñ Ln;

• A couple of identities about the interactions between the constructors. In particular,
β-equality:

subst(vari, t) = ti, . . . , app(abs(s), t) = subst(s, (vari)i + (t));

• The induction principle, which coincides with the induction principle that a higher in-
ductive type would have: Given, for all t : Ln, a typeAn,t, it is possible to construct, for
every t : Ln, an element f(t) : An,t by just giving elements and functions, correspond-
ing to the constructors

fvar(n,i) : Avarn,i

fapp(s,t) : As ˆAt Ñ Aapp(s,t)

fabs(t) : At Ñ Aabs(t)

fsubst(s,t) : As ˆAt1 ˆ ¨ ¨ ¨ ˆAtn Ñ Asubst(s,t)

and by showing that they are compatible with the identities on L. For example, for
β-equality, this is equality between

fapp(fabs(s), t) : Aapp(abs(s),t) and fsubst(s, fvar1 , . . . , fvarn , t) : Asubst(s,(vari)i+(t)).

Note that the left and right hand side live in different types, so the equality can only be
stated using a transport over β-equality.

3This is because allowing inductive types requires a much larger trusted codebase of the proof assistant, and
because most of mathematics can be formalized with

ř

-types or using initial algebras of functors, instead of
inductive and record types.
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• A couple of identities about the interaction between induction and the constructors: if
f is defined using the induction principle as above,

f(vari) = fvari

f(app(s, t)) = fapp(s,t)(f(s), f(t))

f(abs(t)) = fabs(t)(f(t))

f(subst(s, t)) = fsubst(s,t)(f(s), (f(ti))i).

Remark 7.4. Note that the first three bullets just give L a λ-theory structure. Only by the
induction principle, it becomes clear that L is the (unique) pure λ-calculus.
Remark 7.5. The induction principle has two common uses: An,t can be taken to be a constant
type A (or potentially An), in which case induction results in functions Ln Ñ A. The An,t
can also be taken to be mere propositions, in which case induction ‘proves’ something about
all t : Ln.

In both cases, the rules about respecting the identities like β-equality become simpler: in
the first case, the transports disappear, and in the second case, the rules are satisfied auto-
matically.
Remark 7.6. Often, the pure λ-calculus is defined using just the constructors var, app and abs.
subst is usually defined using induction, which gives the identities about the interaction be-
tween subst and the others for free. However, since this is a definition of the λ-calculus
with β-equality, the induction principle must include a rule about compatibility with the
β-equality. Since the definition of β-equality already uses subst, it is not possible to define
subst using induction. This is why it is added as an additional constructor, along with re-
quirements about its interaction with the other constructors. This approach is called explicit
substitution.

7.10.1 Propagation of Substitution
Once the pure λ-calculus is defined, it is not very hard to give it a λ-theory structure, using
the induction principle a couple of times to show that some identities are satisfied.

Now, as mentioned in Subsection 4.4.1, any λ-theory allows the operations var, app, abs
and subst with the same interaction as for the pure λ-calculus. Therefore, given any λ-
calculus, it is possible to start defining more complicated structures like the a ˝ b, xa, by and
Aˆ B from Section 5.2, which is indeed done in the original proof of Scott’s representation
theorem. However the equalities about the interaction between subst and the other opera-
tions are not definitional, even for the pure λ-calculus. Consider the following term (using
concatenation for application):

λx5, x5(x1x2(x4x3)) ‚ (x1, x2, x3, x1) : L3.

It is not hard to see that this results in λx4, x4(x1x2(x1x3)). However, it takes a lot of steps
to rewrite this: moving the substitution past the λ-abstraction, then into 4 instances of ap-
plication, and lastly using 5 instances of the interaction between variables and substitution,
resulting in a total of 10 rewrites for a seemingly trivial term. It is not unheard of to have
40 of these rewrites consecutively in a proof, and since there is a lot of things to prove, this
quickly becomes tedious.

Therefore, I added a tactic to the project. A first version of this tactic was a variation of
Ltac reduce_lambda := (
rewrite subst_var +
rewrite subst_l_var +
...
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rewrite beta_equality
).

attempting to rewrite (once) with at least one, but possible multiple of the equalities. The
statement repeat reduce_lambda sometimes took a couple of seconds, but this saved a lot of
manual work. Still, there was much room for improvement.

Therefore, along with the original proof of Scott’s representation theorem, a new version
of the tactic, called propagate_subst has been added. It recursively traverses the λ-term in the
left-hand side of the goal, checking whether the term matches a form that can be rewritten
into something else. It performs the possible rewrites, and also prints these rewrite state-
ments which can replace it. For example, if the goal is

(λ'm, (inflate a (inflate b var (stnweq (inr tt))))) • c =
(λ'n, (inflate (a • c) (inflate (b • c) var (stnweq (inr tt)))))

a call to repeat reduce_lambda would take about a second, but a call to propagate_subst ()
runs in about 330 millseconds and prints

refine '(subst_abs _ _ _ @ _).
refine '(_ @ !maponpaths (λ x, (abs (app x _))) (inflate_subst _ _ _)).
refine '(_ @ !maponpaths (λ x, (abs (app _ (app x _)))) (inflate_subst _ _ _)).
refine '(maponpaths (λ x, (abs x)) (subst_app _ _ _ _) @ _).
refine '(maponpaths (λ x, (abs (app x _))) (subst_inflate _ _ _) @ _).
refine '(maponpaths (λ x, (abs (app _ x))) (subst_app _ _ _ _) @ _).
refine '(maponpaths (λ x, (abs (app _ (app x _)))) (subst_inflate _ _ _) @ _).
refine '(maponpaths (λ x, (abs (app _ (app _ x)))) (var_subst _ _ _) @ _).
refine '(maponpaths (λ x, (abs (app _ (app _ x)))) (extend_tuple_inr _ _ _) @ _).

Replacing the call to propagate_subst by these statements, results in the same rewrites, but
these only take 40 milliseconds.

Now, on top of the speedup, the new tactic is modular and extensible. It is modular, in
the sense that some of its parts are also tactics themselves, and can be used for other tactics
as well. For example, the traverse tactic, which traverses a λ-term in the goal and executes
something for every subterm, is also used in a new tactic that is called generate_refine, which
takes a pattern, and for every subterm that matches it, prints a

refine '(maponpaths (λ x, ... x ...) _ @ _).

statement, which can be used to quickly generate statements that very precisely rewrite one
subterm. The propagate_subst tactic is also extensible, in the sense that the patterns for both
the subterm traversal and the rewrites are kept in a list, which can be extended when new
combinators are defined. For example, at the pointwhere the tactics are defined, the traversal
only works for the constructors var, app, abs and subst, and the rewrites only work for the
interactions between these operations. Using this, composition a ˝ b is defined, and so a
pattern to branch into a and b is added to the traversals, and a rewrite with

(a ˝ b) ‚ t = (a ‚ t) ˝ (b ‚ t)

is added. Progressing through the file, the same is done for combinators like the pair (a, b),
the projection π1 (including a rewrite π1xa, by = a), curry and n_tuple (consisting of nested
pairs).

It would be interesting to see whether parts of these tactics can be generalized. For ex-
ample, whether it is possible to create an extensible tactic which shows that some type is
a homotopy set, or a mere proposition, and prints the rocq statements that can replace the
tactic call. Or whether it would be possible to generalize generate_refine to very quickly
generate very fast and precise rewrite statements for large and complicated goals.
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7.11 The Learning Curve
Let me conclude this chapter with a more personal note about formalization. In the past
fifteen years, I haveworkedwith a plethora of different programming languages, and Iwould
like to think that in all this time, I have learned a great deal about programming. When I start
workingwith a new language, it takesme a couple ofminutes to figure things out, andwithin
an hour, I can probably get a small program up and running, with some help from google.
However, when I started working with rocq and UniMath, I kind of had to start from scratch
again. As it turns out, the naive or direct approach is often not the right one when working
with a proof assistant, and of the code that Iwrote in the firstmonths, almost nothing remains.
Even though every programming language has some sort of learning curve, formalizing in a
proof assistant is especially unforgiving: You often have to change an old definition, or start
over when you are halfway through a proof, because your current approach gets bogged
down further and further with, for example, unintelligible transports. For every line of code
that ends up in a pull request, many lines are written and erased again.

For example, if we want to show that two types X and Y are equivalent, we need to
construct an equivalence, which has the following type:

X » Y := tf : X Ñ Y | @y, is_contractible(tx | f(x) = yu)u.

One can view this as having an ‘isomorphism’

f : X Ñ Y, g : Y Ñ X, h1(x) : g(f(x)) = x and h2(y) : f(g(y)) = y,

but then together with a proof h3, showing that applying f to h1(x) is the same as taking
h2(f(x)). This last part is to ensure that ‘f is a weak equivalence’ is a mere proposition, even
if X and Y are not sets: if X and Y are not sets, there can be multiple paths h1 and h2, so f
can be an isomorphism ‘in multiple ways’. It can be tempting to just close our eyes and start
constructing this equivalence part by part. When we then get to defining h3, however, it is
easy to get stuck, because reasoning about paths is complicated. Luckily, there is a surjection

isweq_iso : is_iso(f) � isweq(f),

which allows us to construct an isomorphism and then get an equivalence (with h3) for free.
Another example: When we want to define a category, usually we start by defining what

the objects and morphisms in the category look like, and then constructing a category from
that. Since we work in univalent foundations here, we want to show that the category is
univalent, so that idtoiso : (a = b) Ñ (a – b) is an equivalence. However, if we try to show
this directly, the proof quickly accumulates piles of transports, that are very hard to resolve.
Instead, there are two common ‘indirect’ approaches:

• Either we first construct multiple smaller equivalences, ignoring idtoiso for the time
being:

(a = b) » tcomponentwise equalities between a and bu
» tcomponentwise isomorphisms between a and bu
» (a – b),

and then use a proof that if we have an equivalence f : X » Y , and we have some
g : X Ñ Y with f(x) = g(x) for all x : X , we know that g is an equivalence as well.

• We transform the category into a stack of displayed categories, derive definitions for
our objects from this displayed category, and then do the easy proofs that the fibers of
every layer are univalent.
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Both of these approaches are not what we would think of in the first place, but they are the
approaches that turn out to work very well. In short, there is a very steep learning curve
for working with a proof assistant and it takes a lot of experience to formalize mathematics.
Not only to know what kind of tactics are available, but also to get a feeling for the theorems,
lemmas and constructions that work well for proving or constructing something.
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Chapter 8

Conclusion

In this thesis, we have seen how Dana Scott showed in an elementary way that any λ-theory
arises as the endomorphism theory of a reflexive object in its category of retracts (Theorem
5.9). We sawMartin Hyland’s proof that any λ-theory arises as the endomorphism theory in
the presheaf category of its Lawvere theory, using the Yoneda lemma in a very elegant way
(Theorem 6.1).

We also saw how Paul Taylor shows that Scott’s category of retracts is relatively cartesian
closed (Theorem5.19), and thatHyland gives an interesting newproof of this (Corollary 6.9),
using the pre-established fact that the presheaf category is locally cartesian closed. Here it
was interesting to note that Taylor’s and Hyland’s proofs are about the same category in clas-
sical mathematics, but that these categories become nonequivalent in univalent foundations
(Remark 6.11), one being the Rezk completion of the other (Corollary 2.77).

As we saw, there are two ways to study the λ-calculus using tools from universal alge-
bra: both via λ-theories and Λ-algebras. We saw that Hyland gives an equivalence between
these two in his Fundamental Theorem of the λ-calculus (Theorem 6.68), where part of his
construction again uses a presheaf category, RActA1 (Theorem 6.49), parallel to his proof of
Scott’s representation theorem. The equivalence sends a λ-theory L to the Λ-algebra L0 and
sends a Λ-algebra A to its theory of extensions ΛA. We also saw a couple of variations on
the proof of this fundamental theorem (Theorem 6.18 and Remark 6.50), exhibiting multiple
equivalent ways to construct a λ-theory from a Λ-algebra.

Lastly, we saw how part of the material in this thesis was formalized, and we evaluated
the choices that were made in the formalization (Chapter 7). For some of the very compli-
cated mathematics with a lot of bookkeeping, like the proofs about the Yoneda embedding
or the theory of extensions, this formalization constitutes an additional guarantee that it is
correct. In some other instances, the process of formalizing contributed to the realization
that a lemma should be stated in more generality (see Section 7.9). Unfortunately, due to
the very time-consuming nature of formalization, not all of the material in Hyland’s paper
could be formalized. In future work, it would be interesting to see which version of the fun-
damental theorem would lend itself best to formalization. Personally, I would guess it is the
most elementary one, exhibited in Section 6.4.

Also, since we saw that in univalent foundations, there are two nonequivalent definitions
C and pC for the category of retracts, itwould be interesting to see howwell Scott’s andTaylor’s
proofs about C, can be made to work on its Rezk completion pC. More generally, note that
the Karoubi envelope is not specific to the material in this thesis. For example, one way to
construct a cartesian closed category is by taking the Karoubi envelope of a ‘semi cartesian
closed category’, and the cartesian closed structure on R in Scott’s representation theorem
can be viewed as a special case of this [Hay85]. In another direction, the category of smooth
manifolds can be constructed as the Karoubi envelope of the category C of the open subsets
of all Euclidean spaces, with smooth maps between them [Law89, p. 267]. For such classical
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results about the Karoubi envelope, it would be interesting to study how they hold up in
univalent foundations for the different choices C and pC of ‘the Karoubi envelope’.
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Appendix A

Alternative definitions

In the literature, there are many different but equivalent definitions, carrying many different
names, for the objects that are called ‘algebraic theories’ in Section 4.1. To makematters even
more confusing, the same name can refer to different things in different parts of the literature.
This appendixwill showcase various definitions and give them a name. Of particular interest
is the Lawvere theory (Section A.2), which is also used in Hyland’s paper.

In this appendix, we will denote the finite set t1, . . . , nu as JnK.
A.1 Abstract Clone
Definition A.1. An algebraic theory as presented in Section 4.1, is usually called an abstract
clone. In this thesis, outside of this specific section, we will call it algebraic theory to be
consistent with the names that Hyland attaches to objects.

Remark A.2. The definition of algebraic theory that Hyland gives is closest to that of an ab-
stract clone. However, instead of a sequence of sets (Tn)n, he requires a functor T : F Ñ Set
(with F Ď FinSET the skeleton category of finite sets F0 = tJ0K, J1K, . . . u), and he requires
‚ : Tm ˆ T

m
n Ñ Tn to be dinatural in n and natural inm.

Using naturality, one can show that with such a functor we have xn,i = f(a)(x1,1) for the
function a(1) = i : JnK.

Alternatively, using the same naturality, one can show that this functor sends amorphism
a : JmKÑ JnK to the function Tm Ñ Tn given by

f ÞÑ f ‚ (xn,a(i))i.

If we take this to be the definition of our functor on morphisms, the (di)naturality inm and
n can be shown using the associativity and the laws about the interaction between ‚ and the
xi.

Since any additional properties mean extra complexity when formalizing, and since the
proofs rarely use the functor structure, we decided to reduce the functor T : FinSET Ñ Set
to a sequence of sets (Tn)n.

A.2 Lawvere Theory
Definition A.3. An algebraic theory as presented in [ARV10] is a small category with finite
products.

Definition A.4. An algebra for an algebraic theory T is a finite-product-preserving functor
T Ñ Set.
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This definition is more general than the definition of algebraic theory in Section 4.1. To
make it equivalent, we have to be more specific about the objects of the category:

Definition A.5. A Lawvere theory, or one-sorted algebraic theory is a category L, with L0 =
t0, 1, . . . u, such that n = 1n, the n-fold product.

Lemma A.6 (One direction: algebraic_theory_to_lawvere). There is an equivalence between
abstract clones and Lawvere theories.

Proof. Let C be an abstract clone. We construct a Lawvere theory L as follows: We have
objects L0 = t0, 1, . . . u and morphisms L(m,n) = Cnm. The identity morphism is idn =
(xi)i : L(n, n) and for f : L(l,m), g : L(m,n), we have composition

f ¨ g = (gi ‚ f)i : L(l, n).

Lastly, we have product projections πn,i = xn,i : L(n, 1) for all 1 ď i ď n.
Conversely, if L is a Lawvere theory, we construct an abstract clone C as follows: We take

Cn = L(n, 1). We take the xn,i to be the product projections πi : L(n, 1) and we define the
substitution f ‚ g = xgiyi ¨ f the composite of the product morphism xgiyi with f .

A.2.1 Algebras for Lawvere Theories
Lemma A.7. Let C be an abstract clone, and L be its associated Lawvere theory by the equivalence
given above. A C-algebra is equivalent to an algebra for L.

Proof. Let A be a C-algebra. We will construct a functor F : L Ñ Set as follows: We take
F (n) = An. We define the action on morphisms as

F (f)(a) = (fi ‚ a)i

for f : L(m,n) = L(m, 1)n and a : Am.
Conversely, let F : L Ñ Set be a functor. We take the C-algebra A, with A = F (1) and

for f : Cn = L(n, 1) and a : An, f ‚ a = F (f)(a).

A.2.2 Presheaves for Lawvere Theories
Lemma A.8 (algebraic_presheaf_weq_lawere_presheaf). Let C be an abstract clone, and L be
its associated Lawvere theory by the equivalence given above. A C-presheaf is equivalent to a presheaf
over L.

Proof. The correspondence between C-presheaves P and presheaves Q over L is as follows:
The sets Pn correspond to the action of Q on objects Q(n).
The P -action Pm ˆ Cmn Ñ Pn corresponds to the action of Q on morphisms L(n,m) ˆ

Q(m)Ñ Q(n).

A.3 Cartesian Operad
Definition A.9. A cartesian operad T is a functor T : F Ñ Set, together with an ‘identity’
element id : T (1) and for allm,n1, . . . , nm : N, a composition map

T (m)ˆ
ź

i

T (ni)Ñ T

(
ÿ

i

ni

)
,

written (f, g1, . . . , gm) ÞÑ f [g1, . . . , gm], satisfying some identity, associativity and naturality
conditions. See [Hyl14, Definition 2.1] for more details.
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A.4. Relative Monad

Remark A.10. One can arrive at this concept as a standalone definition, or one can view a
cartesian operad as a cartesian multicategory with one element. A multicategory is a cate-
gory in which morphisms have type C((X1, X2, . . . , Xn), Y ) instead of C(X,Y ). A cartesian
multicategory is a multicategory in which one can permute the Xi of a morphism and has
‘contraction’ and ‘weakening’ operations:

C((X1, . . . , Xi, Xi, . . . , Xn), Y )Ñ C((X1, . . . , Xi, . . . , Xn), Y ),

C((X1, . . . , Xi´1, Xi+1, . . . , Xn), Y )Ñ C((X1, . . . , Xi´1, Xi, Xi+1, . . . , Xn), Y ).

Lemma A.11. There is an equivalence between abstract clones and cartesian operads.

Proof. Let C be an abstract clone. We define a cartesian operad T with T (n) = Cn and
T (f)(t) = t ‚ (xf(1), . . . , xf(m)) for f : JmKÑ JnK and t : Cm. The identity element is x1,1 and
the composition f [g1, . . . , gn], for f : Cm and gi : Cni , is given by lifting all terms to Cř

i ni

and then substituting:
f [g1, . . . , gn] = f ‚ (T (ιi)(gi))

for ιi : JniK ãÑ Jř

i niK the pairwise disjoint injections.
Conversely, given a cartesian operad T , we construct an abstract clone C with Cn =

T (JnK). The variables are xn,i = ιn,i(id), for ιn,i : J1K ãÑ JnK the morphism that sends 1 to
i. The substitution f ‚ (gi)i for g1, . . . , gm : T (n) is given by composing and then identifying
some variables:

f ‚ (gi)i = T (π)(f [g1, . . . , gm])

for π : JmnKÑ JnK the function that sends i+ 1 to (i mod n) + 1.

A.4 Relative Monad
Definition A.12. Let S : C Ñ D be a functor. A relative monad on S is a functor T :
C Ñ D, together with a natural transformation η : S ñ T and a ‘kleisli extension’ (´)˚ :
D(S(X), T (Y ))Ñ D(T (X), T (Y )), natural in bothS andT , such that for all f : D(S(X), T (Y ))
and g : D(S(Y ), T (Z)),

η˚X = idTX , f = ηX ¨ f
˚ and (f ¨ g˚)˚ = f˚ ¨ g˚.

RemarkA.13. Note that for an adjunction F % G, F ‚G gives amonad. In the sameway, there
exists a notion of relative adjunction, from which we can obtain a relative monad [ACU14,
Theorem 2.10].
Remark A.14. Now, there is a result that states: There is an equivalence between abstract
clones and relative monads on the embedding ι : FinSET ãÑ Set.

Note that the objects of FinSET are defined to be setsX , together with a proof that there
exists some n : N and some bijection f : X

„
ÝÑ JnK. This existence of n and f is given by the

propositional truncation
›

›

ř

n:N, X
„
ÝÑ JnK›

›.
Classically, this construction starts with “fix, for allX : FinSET, a bijection f : X

„
ÝÑ JnK”.

However, since X only provides mere existence of such a bijection without choosing one (by
the propositional truncation), there is no way to obtain f without using the axiom of choice.

Now, we can partially circumvent this problem by noting that we have a fully faithful and
essentially surjective embedding F Ñ FinSET (for F a skeleton of finite sets), which induces
an adjoint equivalence [F,Set] „ÝÑ [FinSET,Set], so we can lift the functor part of a relative
monad on F Ñ Set to FinSETÑ Set. We can also lift the natural transformation using this
equivalence. However, the kleisli extension cannot be lifted using this and we are stuck.

Therefore, we will prove a modified statement:
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LemmaA.15. There is an equivalence between abstract clones and relative monads on the embedding
ι : F ãÑ Set.

Proof. LetC be an abstract clone. We define a relative monad T as follows: We take T (JnK) =
Cn. For a morphism a : F (JmK, JnK). We take T (a)(f) = f ‚ (xa(i))i. We define ηJnK(i) = xn,i.
Finally, for g : Set(JmK, T (JnK)), we define g˚(f) = f ‚ g.

Conversely, let (T, η, (¨)˚) be a relative monad on the embedding ι : F ãÑ Set. We define
an abstract clone C with Cn = T (JnK). Substitution is defined as f ‚ g = g˚(f) for f : Cm and
g : Cmn and we have variables xn,i = ηJnK(i).
A.5 Monoid in a Skew-Monoidal Category
For details and a general treatment, see [ACU14], Section 3 and specifically Theorem 3.4.

Definition A.16. Consider the category [F,Set]. Note that we have a functor ι : F ãÑ Set
and that Set has colimits. Therefore, we can define a ‘tensor product’ on functors [F,Set] as

F bG = G ‚ LanιF.

Together with the ‘unit’ ι, this gives [F,Set] a ‘skew-monoidal category’ structure.

Definition A.17. Given a (skew-)monoidal category (C,b, I), amonoid in this category is an
object T : C, togetherwith a ‘multiplication’ µ : C(TbT, T ) and a ‘unit’ morphism η : C(I, T )
satisfying a couple of laws [Mac98, Section III.6].

Lemma A.18. There exists an equivalence between relative monads on ι : F ãÑ Set and monoids in
the skew-monoidal category [F,Set].

Proof. A monoid in [F,Set] consists of an object T : [F,Set], together with natural transfor-
mations µ : T b T ñ T and η : ι ùñ T . We can immediately see the functor T and natural
transformation η of the relative monad pop up here. The kleisli extension corresponds to µ;
they are related to each other via the properties of the left Kan extension of T .

120



Appendix B

Weak Cartesian Closed Categories

In Definition 4.51, we defined the endomorphism λ-theory of a reflexive object in a cartesian
closed category. However, as it turns out, we do not need all of the properties of a cartesian
closed category. It suffices to consider a weak cartesian closed category, which we will dis-
cuss in this appendix. In fact, even a ‘semi cartesian closed category’ will suffice, but in this
appendix, we will restrict ourselves to a weak cartesian closed category, as this notion suits
our purposes well enough.

It seems that semi cartesian closed categories were first defined in [Hay85] and then
[HS93] gave a slightly different definition, as well as the very related definition of a weak
cartesian closed category. The latter paper also contains the construction of the endomor-
phism λ-theory.

Definition B.1. Let C be a category with binary products (we will call the projections π1
and π2), and take A,B : C. A semi-exponential object is an object AB : C, with a morphism
ev : C(AB ˆB Ñ A) and a function

curX : C(X ˆB,A)Ñ C(X,AB)

for all X , such that

xg ¨ curX(f), hy ¨ ev = xg, hy ¨ f and curY ((g ˆ idB) ¨ f) = g ¨ curX(f)

for all f : C(X ˆB,A), g : C(Y,X) and h : C(Y,B).

Definition B.2. A weak cartesian closed category is a category C with a terminal object and
binary products, together with a choice for a semi-exponential object AB for all A,B : C.

Remark B.3. Since the requirements for semi-exponential objects do not involve the usual
universal properties, a weak cartesian closed structure (or a semi-exponential object) is not
unique up to isomorphism. For example, see example 2.1 and 2.2 in [HS93] for two distinct
weak cartesian closed structures on a category.

Definition B.4. A reflexive object in a category C with binary products is an object U with a
semi-exponential UU and morphisms f and g, forming the following commutative diagram:

UU

U

UU

cur
UU (ev)

f

g
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Definition B.5. If we have a reflexive object (U, f, g) in a category C with finite products,
we can endow the endomorphism algebraic theory EC(U) (Definition 4.51) with a λ-theory
structure with β-equality, with

ρ(s) = ((s ¨ g)ˆ idU ) ¨ ev : C(Un+1, U)

and
λ(t) = curUn(t) ¨ f : C(Un, U)

for s : E(U)n and t : E(U)n+1.

Lemma B.6. The definition above indeed yields a λ-theory with β-equality.

Proof. Note that for morphisms f : C(Um+1, U) and g : C(Un, U)m,

(xgiyi ˆ idU ) ¨ f = f ‚ (ιn,1(g1), . . . , ιn,1(gm), xn+1).

Then

ρ(s ‚ t) = ((xtiyi ¨ s ¨ g)ˆ idU ) ¨ ev
= (xtiyi ˆ idU ) ¨ ((s ¨ g)ˆ idU ) ¨ ev
= ρ(s) ‚ ((ιn,1(ti))i + (xn+1)),

λ(s) ‚ t = xtiyi ¨ cur(t) ¨ f
= curUn((xtiyi ˆ idU ) ¨ t) ¨ f
= λ(s ‚ ((ιn,1(ti))i + (xn+1))),

where we use the property of cur, and

ρ(λ(s)) = xπ1 ¨ curUn(t) ¨ curUU (ev), π2y ¨ ev
= xπ1 ¨ curUn(t), π2y ¨ ev
= t

where we use the property of ev twice.

We get the following as a special case, in which UU is not only a retract of U , but actually
equal to U .

Corollary B.7. Let L be an algebraic theory. Suppose that its associated Lawvere theory C is a weak
cartesian closed category and suppose that for 1 : C, we have 11 = 1. Then we can give L a λ-theory
structure with β-equality, given by

λn(s) = curn(s) and ρ(t) = ev ‚ ((ιn,1(ti))i + (xn+1)).

Now, we will show that the semi-exponential objects satisfy some properties that justify
the use of the exponential notation. These properties allow us to construct semi-exponentials
on products from the semi-exponentials of their components.
Remark B.8. Note that in a category C with a terminal object I , we have exponential objects

AI = A and IA = I

for all objects A. Therefore, we get semi-exponential objects for free if we have a terminal
object.
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Lemma B.9. TakeA,A1, B : C. IfAB andA1B are semi-exponential objects, thenABˆ (A1)B is the
semi-exponential object (AˆA1)B .

Proof. We have

ev : C(AB ˆB,A) and ev1 : C(A1B ˆB,A1),
curX : C(X ˆB,A)Ñ C(X,AB) and cur1X : C(X ˆB,A1)Ñ C(X,A1B).

Define
ev2 = xxπ1 ¨ π1, π2y ¨ ev, xπ1 ¨ π2, π2y ¨ evy : C(AB ˆA1B, AˆA1)

and for f : C(X ˆB,AˆA1),

cur2X(f) = xcurX(f ¨ π1), curX(f ¨ π2)y : C(X,AB ˆAB
1

).

These satisfy the required equations.

Lemma B.10. Take A,B,B1 : C. If AB and (AB)B
1 are semi-exponential objects, then (AB)B

1 is
the semi-exponential object ABˆB1 .

Proof. We have

ev : C(AB ˆB,A) and ev1 : C((AB)B1

ˆB1, AB),

curX : C(X ˆB,A)Ñ C(X,AB) and cur1X : C(X ˆB1, AB)Ñ C(X, (AB)B1

).

Define
ev2 = x(id(AB)B1 ˆ π2) ¨ ev1, π2 ¨ π1y ¨ ev : C((AB)B1

ˆ (B ˆB1), A)

and for f : C(X ˆ (B ˆB1), A),

cur2X(f) = cur1X(curXˆB1(xπ1 ¨ π1, xπ2, π1 ¨ π2yy ¨ f)) : C(X, (AB)B
1

).

Then, for f : C(X ˆ (B ˆB1), A), g : C(Y,X) and h : C(Y,B ˆB1),

xg ¨ cur2X(f), hy ¨ ev2 = xxg ¨ cur1X(curXˆB1(xπ1 ¨ π1, xπ2, π1 ¨ π2yy ¨ f)), h ¨ π2y ¨ ev1, h ¨ π1y ¨ ev
= xxxg, h ¨ π2y, h ¨ π1y ¨ π1 ¨ π1, xxxg, h ¨ π2y, h ¨ π1y ¨ π2, xxg, h ¨ π2y, h ¨ π1y ¨ π1 ¨ π2yy ¨ f

= xg, hy ¨ f

and

cur2Y ((g ˆ idB) ¨ f) = cur1Y (curYˆB1(((g ˆ idB1)ˆ idB) ¨ xπ1 ¨ π1, xπ2, π1 ¨ π2yy ¨ f))
= cur1Y ((g ˆ idB1) ¨ curXˆB1(xπ1 ¨ π1, xπ2, π1 ¨ π2yy ¨ f))

= g ¨ cur1X(curXˆB1(xπ1 ¨ π1, xπ2, π1 ¨ π2yy ¨ f)),

which concludes the proof.

Now, we can show that giving an algebraic theory a λ-theory structure gives its corre-
sponding Lawvere theory (Lemma A.6) a weak cartesian closed structure.

Lemma B.11. Let L be a λ-theory with β-equality. Its corresponding Lawvere theory C is a weak
cartesian closed category.
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B. WEAK CARTESIAN CLOSED CATEGORIES

Proof. Note that by definition of a Lawvere theory, every n : C is the n-fold product of 1.
Therefore, binary products are given by addition on the natural numbers, and 0 is the termi-
nal object.

Now, we define 11 = 1, with

ev = ρ(x1) : C(2, 1) and curn(f) = λ(f) : C(n, 1)

for f : C(n+ 1, 1). The following shows that this is indeed a semi-exponential object:

ρ(x1) ‚ (λ(f) ‚ g, h) = ρ(x1 ‚ λ(f)) ‚ (g + (h)) = f ‚ (g + (h))

and
λ(f ‚ ((ιn,1(gi))i + (xn+1,n+1))) = λ(f) ‚ g

Now, by the remark and the lemmas above, we have form,n : C (both nonzero),

1n = 11ˆ¨¨¨ˆ1 = (((11)1) . . . )1 = 1

and
mn = (1ˆ ¨ ¨ ¨ ˆ 1)n = 1n ˆ ¨ ¨ ¨ ˆ 1n = m

so C has semi-exponential objects and it is a weak cartesian closed category.

Remark B.12. Note that if L has both β- and η-equality, then for 11,

cur : C(n+ 1, 1)Ñ C(n, 1),

which is given by λ, has an inverse given by ρ. Furthermore, since λ and ρ respect substitu-
tion, these constitute a natural isomorphism between C(´ + 1, 1) and C(´, 1), so the semi-
exponential object 11 = 1 is in fact an exponential object. Then we have for all m and n, an
exponential object

mn = (1ˆ ¨ ¨ ¨ ˆ 1)1ˆ¨¨¨ˆ1 = 11ˆ¨¨¨ˆ1 ˆ ¨ ¨ ¨ ˆ 11ˆ¨¨¨ˆ1 = 1ˆ ¨ ¨ ¨ ˆ 1 = m,

so C is cartesian closed.
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path induction, 31
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presheaf, 43
morphism, 43

presheaf category, 8
products as types, 30
pullback functor

of algebras, 41

R, 54
reflexive object, 58, 121
relative adjunction, 119
relative monad, 119
relatively cartesian closed, 60
restriction of scalars, 20
Rezk completion, 32

semi-exponential object, 121
sigma displayed category, 95
slice category, 11

co-, 12
split idempotent, 22

theory of extensions, 85

total category, 95
transport hell, 38
triangle identities, 6
truncation

propositional, 35
set, 35

type system, 29
type theory, 29

univalence axiom, 33
univalence principle, 31
univalent category, 32
universal algebra, 41
universal arrow, 5

weak equivalence, 7
weakly terminal object, 16

Yoneda embedding, 8
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