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SUMMARY

The energy consumption in the industry field is considerable. Saving energy has great potential in
many industrial processes. For example, heat recovery from the spent cooling water can be achieved
by applying heat pump technology, and the recovered heat can be used for district heating. Previous
study indicates that the compression-resorption cycle has higher efficiency than traditional vapor-
compression heat pumps due to the fact that it can take advantage of the temperature glide of the
multi-component working fluid. The absorption process within the resorber and its performance
should be further investigated. Ammonia–water mixture is commonly used as the working fluid in
the compression-resorption heat pump. Recently the CO2–NH3–H2O mixture has been identified
as a promising working fluid theoretically, relevant experiment should be conducted to verify it.

For the theoretical background, previous studies about kinetics of CO2 absorption in ammonia–
water have been reviewed. Currently most of the theoretical and experimental studies are per-
formed for post combustion capture usage. The working conditions deviate much from that for
the compression-resorption heat pump cycle; therefore existent kinetic models are not suitable for
predicting the absorption rate of the CO2 in ammonia–water within a compression-resorption heat
pump cycle. Previous studies from TU Delft indicate that a more accurate model should be devel-
oped to predict the absorption process of the ammonia–water mixture in a multi-tube mini-channel
heat exchanger.

In this study a steady-state theoretical model has been developed to predict the absorption pro-
cess of ammonia–water mixture in a multi-tube mini-channel heat exchanger by assuming Nus-
selt falling film theory and annular flow pattern. The model is extended to cover all three different
phases (superheated vapor, 2-phase, and sub-cooled liquid) of the ammonia–water mixture.

Experiments with two different working fluids (ammonia–water mixture and CO2–NH3–H2O mix-
ture) on the tube side and cooling water on the shell side have been performed respectively. Re-
sults indicate that adding a small amount of CO2 (2.1 wt%) directly will lead to slightly better heat
exchange on the water side when operated in optimum condition. But the operating status be-
comes much less stable than the experiment with ammonia–water as a working fluid. The pump
becomes difficult to operate with constant mass flow. While when the flow directions on both sides
are changed, more stable operating conditions can be achieved. This indicates the configuration of
the heat exchanger and the flow direction influence the operating stability. Also it is possible to have
CO2 desorbed at the pump even in low temperature. Therefore to put into practical use, more tests
should be done to comprehensively investigate the feasibility of applying CO2–NH3–H2O mixture
as working fluid in a compression-resorption heat pump.

The theoretical model has been validated by the experimental data. For the 2-phase flow condi-
tion on the tube side, the simulation results indicate that the assumption of annular flow pattern
is reasonable for most of the heat exchange area. But when the vapor quality is low, the film thick-
ness prediction based on the Nusselt falling film theory is not reasonable any longer, this indicates
a transition of a flow pattern. A new flow pattern occurs in order to enhance the transport phenom-
ena. The validation results show that the extended model can accurately predict the heat load and
the temperature profile along the absorption process. However the pressure drop cannot be rea-

iii



iv SUMMARY

sonably predicted. This can be caused by inaccurate friction factor estimation or ignorance of other
effects which can cause extra pressure drop. The heat transfer performance at the superheated re-
gion is studied in detail. Results show an obscure relation between the weakened heat transfer phe-
nomenon and the hydrodynamic instabilities on the tube side. Experimental data are also applied
to validate the thermodynamic equilibrium models for the CO2–NH3–H2O mixture.

The model developed in this project can be used to predict the heat transfer performance for certain
type of heat exchangers conducting ammonia–water absorption process, or be modified to apply for
other conditions. The experimental data are useful for ammonia–water and CO2–NH3–H2O mixture
absorption related studies. As a follow-up for this research it is of interest to further investigate and
identify the flow pattern transition when the vapor quality is low, and develop a more comprehen-
sive model to predict the absorption process. Visual observations will help to understand the flow
pattern transitions. A complete compression-resorption heat pump setup will contribute to more
useful experimental result to estimate the performance using CO2–NH3–H2O mixture as a working
fluid.
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NOMENCLATURE

A area [m2]
B base [–]
c molar concentration [mol m−3]
cp heat capacity [J kg−1 K−1]
D diffusivity [m2 s−1]
d diameter [m]
E overall heat transfer coefficient [W m−2 K−1]
Ea activation energy [J mol−1]
F mass transfer coefficient [mol m−2 s−1]
FNu Nusselt number factor [–]
f friction factor [–]
G mass flux [kg m−2 s−1]
g gravity constant [m s−2]
h enthalpy [J kg−1]
hc convective heat transfer coefficient [W m−2 K−1]
ĥ partial enthalpy [J kg−1]
J molar flux [mol m−2 s−1]
k reaction rate constant [–]
kc convective mass transfer coefficient [m s−1]
L characteristic length [m]
l length [m]
M molar mass [kg mol−1]
ṁ mass flow [kg s−1]
P pressure [Pa]
Q̇ heat flow [W]
q quality [–]
R universal gas constant [J K−1 mol−1]
r reaction rate [mol L−1 s−1]
r span ratio [–]
T temperature [K]
U uncertainty [–]
u velocity [m s−1]
w mass concentration [–]
x molar concentration [–]
y local position [m]
z ratio of ammonia to the total molar flux [–]

GREEK SYMBOL
α thermal diffusivity [m2 s−1]
γ proportion factor [–]
δ film thickness [m]
ζ drag coefficient [–]
λ thermal conductivity [W m−1 K−1]
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viii NOMENCLATURE

µ dynamic viscosity [Pa s]
ν kinematic viscosity [m2 s−1]
ξ friction factor [–]
ρ density [kg m−3]
Φ heat flow [W]
φ heat flux [W m−2]

SUBSCRIPT
app apparent property
B base
cal i calibrated
cw cooling water
h hydraulic
i interface, internal
i n inlet
l liquid phase
l am laminar
l m logarithm mean
meas measured
obs observed property
opt optimum condition
out outlet
s shell side
sat saturation property
t tube side
t i inner tube
to outer tube
t p two-phase
tur b turbulent
v vapor phase
w tube wall

SUPERSCRIPT
T termolecular mechanism
Z zwitter-ion mechanism

ABBREVIATION
COP coefficient of performance
CRHP compression resorption heat pump
e-NRTL electrolyte non-random two-liquid
LMTD logarithm mean temperature difference
PCC post combustion capture
SCR stirred cell reactor
SDC string of discs contactor
TS temperature sensor
UNIQUAC universal quasi-chemical
VCHP vapor compression heat pump
WWC wetted-wall column



NOMENCLATURE ix

DIMENSIONLESS NUMBER
Nu Nusselt number
Pr Prandtl number
Re Reynolds number
Sc Schmidt number
Sh Sherwood number
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1
INTRODUCTION

1.1. ENERGY USAGE IN THE INDUSTRY FIELD

Due to industrial development and population growth, there is a huge increase in global demand
of energy. During 1971 to 2013, the world total final energy consumption rose from 4667 to 9301
Mtoe [1]. Among all kinds of energy resources, conventional fossil energy (coal, oil and natural
gas) took up more than 65 percent. Over reliance of these non-renewable energy resources will
eventually cause an energy crisis. One way to prevent this problem from happening is to develop
new technologies to utilize energy with higher efficiency.

Industry contributes to a great part of the total energy consumption. In 2013, the final energy
consumption of the industry was 2702.44 Mtoe worldwide, which was 29% of the total final con-
sumption [1]. This ratio is similar to that of the Netherlands. In 2014, 30% of the total final energy
consumption originated from the industry field in the Netherlands [2]. This large share of energy
consumption by industry indicates that developing technologies to increase the total efficiency of
industrial processes has a great potential to save energy.

1.2. INCORPORATION OF HEAT PUMPS IN INDUSTRIAL PROCESSES

As a common heat conductor, water is frequently used in industrial processes to remove the redun-
dant heat and to cool down the facilities. Considerable amount of low grade waste heat conveyed by
cooling water at levels of 45–60◦C is rejected to the environment through main industrial facilities
such as electric power plants, petroleum refineries, and chemical plants [3]. One way to recover this
amount of thermal energy is to incorporate heat pump systems within these processes.

Heat pumps are a promising technology that can use thermal energy in high efficiency and thus
achieve energy savings. It is the only heat recovery system that can raise temperature of waste heat
to more useful levels [4]. The heat pump technology has great potential to recover thermal energy
in many industrial processes. Take spent cooling water as an example, the low grade waste heat can
be upgraded to higher grade heat as hot water or water vapor at high temperature for heating utility
(such as district heating for buildings). While at the same time, a low temperature stream can be
obtained from the heat pump cycle for cooling utility. This process is illustrated in Fig. 1.1. If the
heat pump system can be operated with a high coefficient of performance (COP), a large amount of
thermal energy can be saved, therefore it improves the overall efficiency of the industrial process.
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Figure 1.1: Upgrading thermal energy from spent cooling water using a heat pump cycle. Modified from ref. [3]

1.3. COMPRESSION RESORPTION HEAT PUMPS

A previous study by van de Bor [3] indicated that compression resorption heat pumps (CRHP) can be
integrated with industrial processes to recover thermal energy and provide a higher COP compared
to conventional vapor compression heat pumps (VCHP).

CRHP cycle with wet or dry compression has similar configuration as VCHP, as is shown in Fig. 1.1.
The resorber and desorber are heat exchangers which correspond to the condenser and evaporator
of VCHP. Condensation takes place in both the resorber and condenser. The difference is that the
working fluid in VCHP is single-component, so that the condensation process is isothermal, while
for CRHP the working fluid is multi-component, which has temperature change during condensa-
tion (or absorption) process in the resorber. This difference also applies between the evaporator
and the desorber. The temperature change in the two-phase region during resorption and desorp-
tion processes is called the ’temperature glide’, which can be matched with the temperature profile
of the process flow to obtain the desired temperature level. This is one of the reasons that CRHP cy-
cle can have higher COP than VCHP cycle, and the improvement is due to the smaller temperature
difference compared to that of the VCHP cycle, this small temperature difference reduces the irre-
versibility of the system [5]. Fig. 1.2 qualitatively explains this improvement. The disadvantage of
the temperature glide is that it decreases the mean temperature driving force of the heat exchanger,
therefore a larger contact area is required and it will increase the investment cost of the heat ex-
changer [6]. Highly compact mini-channel heat exchangers can be applied to solve this problem.
This will be discussed in the following section.

The working fluid for CRHP used in van de Bor’s study is an ammonia–water binary mixture with
approximately 35% ammonia concentration by mass. The advantage of the ammonia–water binary
mixture is that it can achieve high temperature operation at relatively low operating pressures, also
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Figure 1.2: Temperature profile along the heat exchanger for condenser and resorber

the cycle can be designed to show a temperature glide in the resorber that corresponds to the tem-
perature glide of the industrial flow that has to be heated [3]. Recently the CO2–NH3–H2O ternary
mixture has been identified as a possible working fluid for CRHP, and a preliminary study suggests
that it has better performance than ammonia–water [7]. Since the absorption of CO2 in aqueous am-
monia is an exothermic chemical reaction process, more latent heat is supposed to be discharged
during the absorption process than in the conventional ammonia–water absorption process. If the
compressor can operate with similar efficiency, CRHP using CO2–NH3–H2O mixture are expected
to perform with higher efficiency than when using simply ammonia–water.

1.4. MINI-CHANNEL HEAT EXCHANGER

As previously mentioned, highly compact heat exchangers should be applied in CRHP systems in
order to compensate the low temperature driving force due to the temperature glide of the mixture.
Here ‘highly compact’ denotes a larger heat transfer area than normal heat exchangers, therefore
the volume area ratio (the quotient of the volume of the heat exchanger divided by its heat transfer
area) of the heat exchanger should be lower. For a shell and tube heat exchanger, this can be realized
by decreasing the diameter of the tubes and increasing the compactness of the tube distribution.

A multi-tube mini-channel heat exchanger is applied in this study. The configuration of the heat
exchanger will be illustrated in chapter 4. Besides the larger heat exchange area, it also can perform
with a higher overall heat transfer coefficient than normal size heat exchangers [8]. To simulate the
heat transfer phenomenon within the mini-channel, the challenge is that whether the methods for
normal size heat exchangers are applicable.

1.5. OBJECTIVES

As an important component in CRHP cycle, resorber performance is theoretically and experimen-
tally investigated in this study. The current work performs experiments in a mini-channel heat ex-
changer using both ammonia–water binary mixture and CO2–NH3–H2O ternary mixture to study
the absorption (condensation) process of a CRHP cycle. A corresponding mathematical model is
developed to simulate the absorption process of an ammonia–water mixture, while experimental
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data are used to validate the proposed model. Specific objectives of this thesis are listed below:

• To develop a theoretical model that predicts the absorption process inside a specific mini-
channel heat exchanger with ammonia–water binary mixture.

• To perform ammonia–water absorption experiments within the mini-channel heat exchanger
and validate the theoretical model with the experimental data.

• To perform CO2–NH3–H2O absorption experiments within the mini-channel heat exchanger
and validate different thermodynamic models with the experimental data.

• To analyze the experimental data and compare the performance between two different work-
ing fluids.

1.6. REPORT OUTLINE

Chapter 2 reviews previous studies about absorption process in mini-channel heat exchangers. Rel-
evant background knowledge such as CO2 absorption kinetic models and CO2–NH3–H2O thermo-
dynamic models are introduced.

Chapter 3 explains the development of the theoretical model for ammonia–water absorption simu-
lation.

Chapter 4 shows the experimental implementation. Experimental results and data analysis are also
explained in this chapter.

Chapter 5 covers the validation of the models with the experimental data. Further investigations
and discussions are also included.

Chapter 6 finally presents the conclusions of the study and gives recommendations for future work.



2
THEORETICAL BACKGROUND

2.1. PREVIOUS STUDIES FOR AMMONIA–WATER ABSORPTION IN A MINI-CHANNEL

HEAT EXCHANGER AT THE TU DELFT

Van Leeuwen [8] experimentally investigated absorption and desorption of ammonia–water mix-
tures in a tube-in-tube mini-channel heat exchanger and built a theoretical model to simulate these
processes. The absorption of ammonia–water mixture for two-phase flow is conducted in the an-
nular side and flows from top to bottom, while the desorption is conducted in the tubular side and
flows in the opposite direction. The study focused on the overall heat transfer coefficient of the heat
exchanger. It is concluded that mini-channel heat exchangers provide a considerably higher over-
all heat transfer coefficient than conventional heat exchangers. The research also showed that the
dominant flow pattern on both sides is slug flow. The theoretical model can predict the overall heat
transfer coefficient within ±50% accuracy, but failed to predict the pressure drop.

Rijpkema [6] further developed a model following the approach by van Leeuwen [8] to predict the
performance of the ammonia–water mixture in a tube-in-tube mini-channel heat exchanger, and
the influence of the surface tension was investigated. The results show that modeling of surface
tension has little effect on the absorption side, while on the desorption side it has significant effect.
The model takes into account both annular and slug flow patterns, and the result indicates that the
choice of a flow pattern hardly affects the overall results for the absorption process in the annular
side. Compared to the experimental results, the simulation results of temperature glide, pressure
drop and heat load from the model show reasonable agreement within ±30–40% accuracy, while the
overall heat transfer coefficient is significantly over predicted. This maybe due to the over prediction
of heat transfer coefficient on the absorption side.

Nefs [9] performed experiments using a multi-tube mini-channel heat exchanger to study the ab-
sorption and desorption processes of an ammonia–water mixture. The experiments were con-
ducted with absorption on the shell side and desorption on the tube side. The experimental re-
sults showed that hydrodynamic instabilities occur in the heat exchanger. Nefs also tried to extend
Rijpkema’s model [6] to fit to the new multi-tube mini-channel heat exchanger prototype. The dis-
tributors of the heat exchanger are investigated in detail and possible heat transfer correlations are
proposed. Unfortunately the theoretical model was not completed for both the absorption and des-
orption process. Also the numerical results for the absorption process showed large deviations from
the experimental data.

5
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2.2. THERMODYNAMIC MODELS FOR CO2–NH3–H2O MIXTURE

Thermodynamic models have been developed in the past several decades to fit the experimental
data with the CO2–NH3–H2O mixture. Among different models, the extended UNIQUAC model and
the e-NRTL model are frequently mentioned in previous studies.

The extended UNIQUAC (short for UNIversal QUAsiChemical) model was first proposed by Thom-
sen and Rasmussen [10] in 1999. It is a local composition model derived from the original UNIQUAC
model. The model uses the extended UNIQUAC model to calculate activity coefficients for the liquid
phase and the Soave-Redlich-Kwong equation of state for vapor phase calculations [7] and allows
for calculating the activity coefficients of electrolyte solutions [11]. The model is further modified by
Darde et al. [12]. This upgraded extended UNIQUAC model was compared to one modified version
(released in ASPEN Plus version 7.2) of the e-NRTL model by Darde et al. [11] and the results show
that the extended UNIQUAC model generally performed better than the e-NRTL model especially
for the partial pressure of ammonia and the solubility of ammonium bicarbonate.

The e-NRTL (short for electrolyte non-random two-liquid) model introduced by Chen et al. [13]
in 1982 is a widely accepted model used to describe CO2–NH3–H2O equilibrium. It is a compre-
hensive excess Gibbs energy expression to represent the liquid phase nonideality for aqueous and
mixed-solvent electrolyte systems over the entire concentration range from pure solvents to satu-
rated solutions or fused salts. After the study from Darde et al. [11], to make it more competitive
with the extended UNIQUAC model, the e-NRTL model has been further modified by for example
Que and Chen [14] and Niu et al. [15]. The modified model by Que and Chen [14] is included in the
current commercial ASPEN Plus package and has been used by various researchers.

Recently Gudjonsdottir and Infante Ferreira [7] have reviewed the models stated above and com-
pared the extended UNIQUAC model with various modified e-NRTL models, also a new fit of the
e-NRTL model was included to extend the ammonia concentration range of the model by Que and
Chen [14], whose highest limit for ammonia concentration is reported as 30 wt%. The results show
that the model modified by Que and Chen [14] and the new fit are especially competitive with the
extended UNIQUAC model. The solid liquid equilibrium problem in the model modified by Que
and Chen [14] can be partly solved by the new fit.

2.3. KINETICS OF CO2 ABSORPTION IN AMMONIA–WATER

Carbon dioxide absorption in aqueous ammonia (ammonia–water mixture) has been studied dur-
ing the last decades especially for post combustion capture (PCC) usage. Different researchers have
investigated kinetic theory of the absorption of CO2 in aqueous ammonia, numerous experiments
and models have been conducted and developed. Due to different utilization purposes, the operat-
ing conditions (e.g. temperature range, pressure level, ammonia concentration, etc.) for PCC differs
from those for CRHP. Nevertheless the methods used to explain the kinetics of the absorption pro-
cess are worth studying.

The absorption of CO2 in aqueous ammonia is a chemical absorption process which involves com-
plex mechanisms both of thermodynamic and chemical nature [16]. It is necessary to determine
reaction kinetics within the liquid bulk. Two approaches on the mechanism of CO2 reactions with
aqueous ammonia are widely used in previous studies, they are the zwitter-ion mechanism and the
termolecular mechanism.
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2.3.1. ZWITTER-ION MECHANISM

The zwitter-ion mechanism was first introduced by Caplow [17] and further discussed by Danck-
werts [18]. The carbamate formation in this mechanism is explained to be formed in two steps.
The reaction between CO2 and ammonia first proceeds through the formation of a zwitter-ion as an
intermediate:

CO2 +N H3
k2/k−1←→ N H+

3 COO− (2.1)

where k2 is the forward reaction rate constant, and k−1 is the backward reaction rate constant. Re-
action rate constant is temperature dependent and can be expressed using the Arrhenius equation:

k = Ae−
Ea
RT (2.2)

where A is the pre-exponential factor, Ea is the activation energy, R is the universal gas constant,
and T is the temperature in Kelvin. The reaction rate of the chemical reaction in equation 2.2 can
be expressed as:

r Z
step1 = k2[CO2][N H3]−k−1[N H+

3 COO−] (2.3)

where the square brackets denote the concentrations of the corresponding chemicals, the super-
script Z corresponds to zwitter-ion mechanism.
The formed zwitter-ion is very unstable and will be further deprotonated by a base to form carba-
mate immediately. The process can be elaborated by the following equation:

N H+
3 COO−+B

kB←→ N H2COO−+B H+ (2.4)

where B represents ’base’, in aqueous ammonia, H2O and NH3 are dominant bases; kB is the for-
ward reaction rate constant. The reaction rate of this chemical reaction can be expressed as:

r Z
step2 = kB [N H+

3 COO−][B ] (2.5)

Applying the steady-state principle to the intermediate zwitter-ion [19], the reaction rate between
CO2 and NH3 is:

r Z
CO2−N H3

= r Z
step1 = r Z

step2 (2.6)

By solving equations 2.3, 2.5, and 2.6 simultaneously, the reaction rate between CO2 and NH3 can
be expressed as:

r Z
CO2−N H3

= [CO2][N H3]
1

k2
+ k−1

k2

1∑
kB [B ]

(2.7)

Assuming that ammonia and water are the dominant bases in aqueous ammonia [20], the reaction
rate between CO2 and NH3 will eventually be expressed as:

r Z
CO2−N H3

= [CO2][N H3]
1

k2
+ 1

k Z
N H3

[N H3]+k Z
H2O [H2O]

(2.8)

where k Z
N H3

= k2kN H3 /k−1, k Z
H2O = k2kH2O/k−1.

The following reactions may also take place simultaneously in an aqueous solution:

N H3 +H2O ↔ N H+
4 +OH− (2.9)

H2O ↔ H++OH− (2.10)

CO2 +OH− kOH−←→ HCO−
3 (2.11)

CO2 +H2O
kH2O←→ HCO−

3 +H+ (2.12)
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The reaction rates of the chemical reactions 2.11 and 2.12 can be expressed as:

rCO2−OH− = kOH− [CO2][OH−] (2.13)

rCO2−H2O = kH2O[CO2][H2O] (2.14)

The total rate of all CO2 reactions in the aqueous ammonia solution is then given by the sum of the
reaction rates in equations 2.8, 2.13, and 2.14:

r Z
over al l =

[CO2][N H3]
1

k2
+ 1

k Z
N H3

[N H3]+k Z
H2O [H2O]

+kOH− [CO2][OH−]+kH2O[CO2][H2O] (2.15)

The overall reaction rate can also be expressed as:

r Z
over al l = k Z

obs[CO2] (2.16)

where kobs denotes the observed reaction rate constant which is given by:

kobs =
[N H3]

1
k2

+ 1
k Z

N H3
[N H3]+k Z

H2O [H2O]

+kOH− [OH−]+kH2O[H2O] (2.17)

The observed reaction rate constant can be measured during experiments, the first term is called
the apparent reaction rate constant (kapp ), it is used to analyze the experimental data.

2.3.2. TERMOLECULAR MECHANISM

The termolecular mechanism was proposed by Crooks and Donnellan [21], and reintroduced by da
Silva and Sendsen [22]. This mechanism suggests that a single-step third-order reaction mechanism
is most likely for the formation of carbamate from CO2 and alkanolamines in solutions. It means
that the formation of the zwitter-ion and the deprotonization occur simultaneously. The reaction
can be expressed as [23]:

CO2 +N H3 +B
kB←→ N H2COO−+B H+ (2.18)

Assuming that ammonia and water are the dominant bases, the reaction rate can be expressed as:

r T
CO2−N H3

= (kT
N H3

[N H3]+kT
H2O[H2O])[CO2][N H3] (2.19)

where the superscript T corresponds to termolecular mechanism.
Similar to the discussion in the last subsection, the total rate of the all CO2 reactions can be ex-
pressed as:

r T
over al l = (kT

N H3
[N H3]+kT

H2O[H2O])[CO2][N H3]+kOH− [CO2][OH−]+kH2O[CO2][H2O] (2.20)

and the observed reaction rate constant is given by:

kT
obs = (kT

N H3
[N H3]+kT

H2O[H2O])[N H3]+kOH−[OH−]+kH2O[H2O] (2.21)

The first term in the equation 2.21 is the apparent rate constant.
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Table 2.1: Summary of previous studies on chemical absorption of CO2 using aqueous ammonia

Researcher Year
Ammonia

concentration
CO2 loading

Temperature
range

Kinetic
model1

Experiment
equipment2

[wt%] [molCO2/molNH3] [K]
Derks et al. [24] 2009 1–7.7 0 278–298 Z SCR
Puxty et al. [25] 2009 1–10 0–0.8 278–293 – WWC
Qin et al. [23] 2010 1.5–9.2 0 298–322 Z/T SDC
Liu et al. [26] 2011 1–7.5 0 283–313 T WWC
Darde et al. [20] 2011 1–10 0–0.8 279–304 Z WWC
1 for kinetic model, ’Z’ stands for zwitter-ion; ’T’ stands for termolecular.
2 for experiment equipment, ’SCR’ stands for stirred cell reactor; ’WWC’ stands for wetted-wall column; ’SDC’ stands for string

of discs contactor.

2.3.3. SUMMARY OF PREVIOUS STUDIES

From the previous subsections, it can be concluded that the main difference between the zwitter-
ion and the termolecular mechanisms is the way they analyze the formation of carbamate. This led
to different apparent reaction rate constant expressions. For the zwitter-ion mechanism three con-
stants (k2, k Z

N H3
, k Z

H2O) should be fitted based on experimental data, while for termolecular mecha-

nism only two constants (kT
N H3

, kT
H2O) should be fitted.

For PCC purpose, many researchers have used the two before mentioned mechanisms to process
their experimental data and to develop models to predict the absorption rate of CO2 in aqueous
ammonia. Table 2.1 gives specifications for some typical experiments and models.

It can be observed from Table 2.1 that all the experiments were conducted at relatively low tem-
peratures and ammonia concentrations. This was to prevent ammonia from changing phase due
to vaporization during PCC processes. However this is not the case for a CRHP cycle. For exam-
ple, to upgrade heat from waste cooling water, the temperature of the working fluid in the absorber
should be over 100◦C. Also the commonly used ammonia concentration for CRHP cycle is around
30–35 wt% at relatively low pressure levels [27]. A recent study from Aarts [28] predicts that if the wet
compressor of the CRHP cycle can have as high isentropic efficiency as a dry compressor for VCHP
cycle, to get minimum entropy production through the cycle, the optimum molar concentration of
the ammonia is between 60 to 70%, which is much higher than those from the previous studies in
Table 2.1.

2.4. CONCLUSIONS

Previous studies from TU Delft investigated NH3–H2O absorption process in tube-in-tube mini-
channel heat exchangers. Absorption process in multi-tube mini-channel needs further study and
a practical theoretical model needs to be developed. Numerous researchers did experiments and
developed models to study the kinetics of CO2 absorption in NH3–H2O for PCC use. The working
conditions (composition, temperature, pressure levels, etc.) deviate much from that of a CRHP. It is
difficult to verify its applicability for the operating condition of CRHP without relevant experimen-
tal data. Therefore it is not quite possible to develop a detailed theoretical model based on kinetics
to simulate the absorption process of the CO2–NH3–H2O mixture for CRHP use. Gudjonsdottir and
Infante Ferreira [7] recently developed a new fit of the e-NRTL model to predict the thermodynamic
properties for CO2–NH3–H2O mixture. Relevant experiments need to be conducted to test the ac-
curacy of the model.





3
THEORETICAL MODEL

A steady-state mathematical model has been developed using the computer software Matlab based
on momentum, heat and mass transfer phenomena for ammonia–water mixture. The model con-
siders heat and mass transfer between the vapor and liquid phase on the tube side, and heat transfer
from the liquid phase to the water on shell side through the tube wall. After applying the finite con-
trol volume method, the absorption process is analyzed by simultaneously solving the equations
for heat and mass transfer, and conservation equations for momentum, mass and energy balances.
The model is developed based on the geometry of a real multi-tube mini-channel heat exchanger.

3.1. NH3–H2O ABSORPTION PROCESS

Tcw + dTcw

Pcw + dPcw

Tcw

Pcw
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xNH3,l + dxNH3,l

hl + dhl

ṁl
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Figure 3.1: Falling film profile and finite control volume profile

The ammonia–water mixture condensates from vapor to liquid phase within the tube side of the
mini-channel heat exchanger. This process can also be defined as vapor being absorbed into liquid.
Within this study, the multi-tube mini-channel heat exchanger is positioned vertically, counter cur-
rent flow is fulfilled by letting ammonia–water mixture flow downward on the tube side and cooling
water flow upward on the shell side. The ammonia–water mixture vapor entering at the top releases
heat to the cooling water side and condensates into liquid which attaches on the inner surfaces of

11
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the vertical tube bundle. The thin film flows downward under inertia, pressure driving force and
gravity, and becomes thicker along the tube, this phenomenon is defined as ‘falling film flow’. Fig.
3.1 left shows the profile of the falling film formation along the tube. Within the control volume of
the falling-film absorption (condensation) process, momentum, heat and mass transfer take place
simultaneously: ammonia–water vapor releases mass and heat through the interface to the liquid
side; ammonia–water liquid film receives heat and mass from the vapor phase, and releases heat
through the tube wall to the cooling water side; cooling water is heated up caused by heat reception
from the ammonia–water film. These phenomena are shown in Fig. 3.1 right.

The absorption process within the resorber has been qualitatively illustrated in a temperature-
concentration diagram (Fig. 3.2). Saturated vapor mixture with certain ammonia concentration
enters the absorber (point 1), and right after that it separates into two phases which is caused by
the heat transfer to the cooling water side. The temperatures of both the liquid and vapor phases
decrease during the absorption process. The vapor and liquid flows follow the solid curves from 1
to 2’ and 1’ to 2 respectively, while the total mixture flow follows the dashed line from 1 to 2. When
the temperature reaches T2, all the vapor has been absorbed (condensed) into liquid phase. Fig.
3.3 shows a local temperature profile transversal to the heat exchanger axis when the tube side is in
2-phase condition.
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Figure 3.2: Absorption process in a
temperature-concentration diagram
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Figure 3.3: Local temperature profile when the tube side is in
2-phase condition

3.2. AMMONIA–WATER PROPERTIES

To develop the mathematical model, thermodynamic and transport properties of ammonia–water
mixture are needed. Three independent parameters should be provided to determine the state of a
binary mixture. For example, temperature, pressure and ammonia concentration are used to deter-
mine the state of the ammonia–water mixture within this model in most conditions.

The RefProp database [29] which uses the model from Tillner-Roth and Friend [30] is commonly
used to determine the thermodynamic properties of the ammonia–water mixture. RefProp is based
on the most accurate pure fluid and mixture models currently available, while the drawback is its
slow calculation speed when compared to other simplified models or correlations. To reduce the
processing time, a model from Rattner and Garimella [31] is used. This model can predict the key
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thermodynamic properties of the ammonia–water mixture with satisfactory accuracy, and what is
more important, it calculates much faster than RefProp. For transport properties, a document from
the company M. Conde Engineering [32] is used. Table 3.1 summarizes the properties for ammonia–
water mixture used within the theoretical model, and shows the corresponding model/software they
are implemented with.

Table 3.1: Important ammonia–water mixture properties and their corresponding model/software

Property Symbol Unit Model
Density ρ [kg m−3] Rattner & Garimella
Enthalpy h [J kg−1] Rattner & Garimella
Molar concentration x [mol mol−1] Rattner & Garimella
Dynamic viscosity µ [Pa s] M. Conde
Thermal conductivity λ [W m−1 K−1] M. Conde
Diffusivity D [m2 s−1] M. Conde
Heat capacity cp [J kg−1 K−1] RefProp

3.3. FINITE CONTROL VOLUME

The whole mini-channel heat exchanger is subdivided into numerous small control volumes along
the axial direction. This subdivision leads to simpler calculation procedure for each control vol-
ume with reasonable assumptions. Another advantage is that local properties and effects can be
easily simulated, which gives better understanding about the whole absorption process within the
heat exchanger. The smaller each control volume is subdivided, the more accurate result can be
obtained, while the longer time it takes to run the simulation. For the current theoretical model,
the 2-phase heat exchange area is subdivided into 4000 to 8000 control volumes based on different
operating conditions. This is explained in detail in chapter 5.

Thermodynamic 

Properties Input

Determine Related 

Thermodynamic and 

Transport Properties

Solving Transport 

Equations

Solving Conservation 

Equations

Thermodynamic 

Properties Output

Figure 3.4: Calculation procedure for one control volume

When the control volume is small enough, it is reasonable to assume that the thermodynamic and
transport properties along the axial direction are constant (homogenized), and the values are iden-
tical to the input thermodynamic properties at the boundary. One complete calculation procedure
for a control volume is illustrated in Fig. 3.4. The whole calculation starts from one end of the heat
exchanger. To begin with, sufficient thermodynamic properties should be given at this boundary,
these properties are called the ’inputs’. Further on, all related thermodynamic and transport prop-
erties within this control volume can be determined. With these properties known, transport equa-
tions can be solved based on corresponding theories. Finally, conservation equations are applied
and the thermodynamic properties at the other boundary can be determined, these properties are
called the ’outputs’, and they are sufficient for the calculations for the next cell.

3.4. MODEL ASSUMPTIONS

To simplify the model, the following assumptions are applied:
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1. The whole process simulated by the mathematical model is assumed to be in steady state.

2. All tubes are well distributed and straight, no tube has bending.

3. Along the transversal direction, all tubes are identical, thermodynamic states within all tubes
are identical. The cooling water is homogenized.

4. Falling-film phenomenon in the tube side is assumed. Annular flow is assumed to be domi-
nant along the inner tube when in 2-phase condition. Other flow patterns are not taken into
account.

5. The interface between the vapor and liquid phases in the tube side is considered to be in
thermodynamic equilibrium.

6. Heat and mass transfer only occurs in the transversal direction of the flow.

7. The flow is assumed to be 1-D and it is in the axial direction.

8. The shell of the heat exchanger is assumed to be adiabatic, heat losses to the environment are
neglected.

9. Radiative heat transfer is neglected through the whole process.

10. Fouling is neglected on both sides.

11. Entrance effects are neglected. Pressure drop at the distributors are not simulated.

3.5. TRANSPORT EQUATIONS

Transport equations are applied to calculate quantitatively the momentum, heat and mass transfer
according to their driving force, respectively.

3.5.1. MASS TRANSFER

Mass transfer takes place between the ammonia–water vapor and liquid phases, it is caused by
molecular diffusion combined with convection between the bulk flows and the interface.

The mass transfer direction from the vapor bulk to the liquid bulk is defined as positive. Based on
Fick’s first law of mass transfer, the molar flux of ammonia from the bulk vapor to the interface can
be determined by equation 3.1, as proposed by Sieres and Fernández-Seara [33]:

JN H3,v = Fv · z · ln

(
z −xN H3,v,i

z −xN H3,v

)
(3.1)

where Fv is the mass transfer coefficient for the vapor bulk; xN H3,v,i is the vapor phase ammonia
molar concentration at the interface, it is the saturated vapor condition based on the local temper-
ature and pressure at the interface; xN H3,v is the ammonia molar concentration for the vapor bulk;
z is defined as the ratio of ammonia molar flux to the total molar flux across the interface:

z = JN H3

J
(3.2)

Similarly, the molar flux of ammonia from the interface to the bulk liquid can be determined using
equation 3.3.

JN H3,l = Fl · z · ln

(
z −xN H3,l

z −xN H3,l ,i

)
(3.3)
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The corresponding mass fluxes can be obtained when the molar fluxes are known:

GN H3 = JN H3 ·MN H3 (3.4)

GH2O = JN H3 ·
1− z

z
·MH2O (3.5)

where M is the molar mass of the fluid.

Determine z
The mass flux ratio z can be determined by applying an iteration loop based on the mass balance at
the interface. When in steady state, the mass fluxes coming into and exiting the interface should be
equal, since no mass should be accumulated at the interface. This indicates:

JN H3,v = JN H3,l (3.6)

z is first guessed and iterated until Equation 3.6 is fulfilled. Then z and the molar fluxes through the
interface are determined.

xNH3,v,i

xNH3,v

xNH3,l
xNH3,l,i

Figure 3.5: Concentration profile across the interface. z should be between the red dashed lines. Modified from ref. [33]

Sieres and Fernández-Seara [33] have investigated different thermodynamic processes according to
various solutions of z. It is concluded that for a condenser or an absorber, the concentration pro-
file at the interface should be analogous to that as shown in Fig. 3.5. In this case xN H3,v,i > xN H3,v ,
xN H3,l ,i > xN H3,l and xN H3,l ,i < xN H3,v occur with the condition that the interface temperature lower
than either vapor or liquid phase saturation temperature. This in return gives an indication about
how to estimate the interface temperature. For this case, a solution for z exists in the interval
xN H3,l ,i < z < xN H3,v .

Determine mass transfer coefficient
Mass transfer coefficients are determined using heat and mass transfer analogy. For laminar bound-
ary layer flow, the conventional relationship is given by the following expression:

Nu

Sh
=

(
Pr

Sc

) 1
3

(3.7)

where Nu, Sh, Pr, Sc are dimensionless numbers known as: Nusselt number, Sherwood number,
Prandtl number, and Schmidt number. They are defined as:

Nu = hc ·L

λ
(3.8)

Sh = kc ·L

D
(3.9)
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Pr = ν

α
(3.10)

Sc = ν

D
(3.11)

Combining equations 3.7, 3.8, and 3.9, the convective diffusion rate constant can be defined as:

kc = hc ·D

λ
·
(

Sc

Pr

) 1
3

(3.12)

For turbulent flow, Chilton-Colburn analogy [34] can be applied to determine mass transfer coeffi-
cient. From the analogy between heat and mass transfer, following expression can be achieved:

kc = hc

ρ · cp
·
(

Pr

Sc

)2/3

(3.13)

With the convective diffusion rate constant known, the mass transfer coefficient can be calculated
by:

F = c ·kc (3.14)

where c is the molar concentration and it can be expressed as:

c = ρ

xN H3 ·MN H3 + (1−xN H3 ) ·MH2O
(3.15)

3.5.2. MOMENTUM TRANSFER

Reynolds number and average velocities of the fluids are important parameters to determine the
friction factor, pressure drop, and heat transfer coefficients. Two methods can be applied to solve
this problem: one is to solve the Navier-Stokes equations, therefore the velocity profile is deter-
mined; the other way is to apply existing relations to calculate film thickness thus the average ve-
locities are determined. The advantage of solving the Navier-Stokes equations is that detailed ve-
locity profile can be obtained, and the pressure drop along the tube can be determined at the same
time. But for the current situation, to solve the Navier-Stokes equations, 5 non-linear differential
equations with 5 unknowns should be solved simultaneously. This needs complicated and efficient
solvers. Although film thickness relations have their limitations, for the current simulation problem
it is an efficient method.

Film thickness
Rijpkema [6] studied the effect of surface tension on absorption process in the mini-channel heat
exchanger, and concluded that the surface tension has negligible effect on the absorption process.
Therefore for the falling film inside the tube, it can be assumed that the inertia, viscous force and
gravity are dominant forces. VDI heat atlas [35] gives a correlation to determine the film thickness
based on Nusselt falling film theory:

δ=
(

3ν2

g

)1/3

Re1/3; Re < 400 (3.16)

δ= 0.302

(
3ν2

g

)1/3

Re8/15; Re > 400 (3.17)

where Re is the Reynolds number. It is defined as:

Re = u ·L

ν
(3.18)
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Similar to z, the film thickness is also determined by an iteration loop. Film thickness is first guessed,
the cross sectional area of the liquid phase can then be calculated, thus the average velocity and
Reynolds number for the liquid phase can be determined, then another film thickness can be cal-
culated using equations 3.16 or 3.17. The estimated value of the film thickness is iterated until the
estimated one and the calculated one become identical within some small error boundary, then the
film thickness is determined.

Pressure drop for 2-phase flow
Different models have been developed by researchers to predict the frictional pressure drop for 2-
phase flow, for example: Friedel [36], Lockhart and Martinelli [37], Grönnerud [38], Müller Stein-
hagen and Heck [39], etc. Ould Didi et al. [40] compared the two-phase frictional pressure drop
correlations and concluded that Müller Steinhagen and Heck model predicts the pressure drop best
for annular flow. Therefore the model from Müller Steinhagen and Heck is used to predict the fric-
tional pressure drop within this theoretical model.

The pressure drop of the two-phase flow caused by friction can be expressed as:(
dP

dL

)
t p

=C · (1−q)1/3 +B (3.19)

where

C = A+2(B − A) ·q (3.20)

The factors A and B are the frictional pressure gradients for the liquid and the vapor phase, respec-
tively:

A = fl ·
G2

2ρl ·d
(3.21)

B = fv · G2

2ρv ·d
(3.22)

with

fl =
64

Rel
, fv = 64

Rev
for Rel , Rev ≤ 1187 (3.23)

fl =
0.3164

Re1/4
l

, fv = 0.3164

Re1/4
v

for Rel , Rev > 1187 (3.24)

Pressure drop for cooling water
The pressure drop caused by friction in the shell side for the single-phase cooling water can be
calculated by: (

dP

dL

)
cw

= fcw · ρcw ·u2
cw

2dh
(3.25)

The tube bundle in the mini-channel heat exchanger does not have a common configuration: nei-
ther square nor triangular tube arrangement. According to Nefs [9], an estimation of the effective
friction factor is given based on Reynolds analogy from the study of Mahulikar and Herwig [41]:

fcw = 22 (3.26)
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3.5.3. HEAT TRANSFER

Heat transfer takes place in two main sections in the mini-channel heat exchanger: one is between
the vapor and the liquid bulk through the interface; the other is between the liquid film and the
cooling water through the tube wall.

Heat transfer through the interface
The heat passing through the interface from the vapor to the liquid phase consists of two parts: one
part is caused by explicit heat transfer which is driven by the temperature difference; the other part
is the energy passing through the interface due to mass transfer. This is shown in Fig. 3.6. When in
steady state, there is no heat accumulated at the interface, therefore the heat flux coming from the
vapor phase to the interface equals to the heat flux coming from the interface to the liquid film, this
can be expressed as:

φv +GN H3 · ĥN H3,v +GH2O · ĥH2O,v =φl +GN H3 · ĥN H3,l +GH2O · ĥH2O,l (3.27)

where φv and φl are the heat fluxes caused by temperature driving force, G is the mass flux through
the interface, and ĥ is the partial enthalpy.
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Figure 3.6: Heat fluxes across the interface

Explicit heat transfer and heat transfer coefficients
The explicit heat fluxes in equation 3.27 can be expressed as:

φv = hc,v · (Tv −Ti ) (3.28)

φl = hc,l · (Ti −Tl ) (3.29)

where hc is the convective heat transfer coefficient, and it can be determined with the Nusselt num-
ber:

hc = Nu ·λ
dh

(3.30)

The Nusselt numbers for both vapor and liquid film can be determined using the correlation from
the VDI Heat Atlas [35] for forced convection in a circular tube (constant wall temperature condi-
tion):

Nu = 2 for Re < 30 (3.31)

Nu = 3.66 for Re ≤ 2300 (3.32)

Nu = (ξ/8)Re Pr

1+12.7
√
ξ/8(Pr2/3 −1)

for Re ≥ 1 ·104 (3.33)
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where friction factor ξ can be expressed by:

ξ= (1.8log10 Re−1.5)2 (3.34)

When the flow is in the transition region between laminar and fully developed turbulent flow (2300 <
Re < 1 ·104), the Nusselt number can be determined using the following equation:

Nu = (1−γ) ·Nul am,2300 +γ ·Nutur b,104 (3.35)

where Nul am,2300 is the Nusselt number at Re = 2300 calculated from equation 3.32, Nutur b,104 is the
Nusselt number at Re = 1 ·104 calculated from equations 3.33 and 3.34, and the proportion factor γ
is given by:

γ= Re−2300

104 −2300
(3.36)

Partial enthalpy
The partial enthalpy is the enthalpy of one certain component within a multi-component mixture.
For ammonia–water binary mixture, the partial enthalpies can be calculated using equations de-
rived from Gibbs-Duhem equation suggested by Smith et al. [42]:

ĥN H3 = h(T,P, xN H3 )+ (1−xN H3 )

[
∂h(T,P, xN H3 )

∂xN H3

]
T,P

(3.37)

ĥH2O = h(T,P, xN H3 )−xN H3

[
∂h(T,P, xN H3 )

∂xN H3

]
T,P

(3.38)

Note that equations 3.37 and 3.38 can be applied to either vapor or liquid phase.

Heat transfer through the tube wall
According to Holman [43], heat transfer from the liquid film to the cooling water on the shell side
through the tube wall can be calculated as:

Φw all =
Tl −Tcw

1
hc,cw ·π·dto ·dy + ln(dto /dt i )

2·π·λw ·dy + 1
hc,l ·π·dt i ·dy

(3.39)

where dto and dt i are outer and inner diameters of the tube respectively, dy is the length of the
control volume.

Heat transfer coefficient for the cooling water
As mentioned in section 3.5.2, the tube bundle in the mini-channel heat exchanger does not have a
common configuration, also it does not have baffles as normal shell and tube heat exchangers do.
Thus traditional relations to calculate the Nusselt number in the shell side are not available. Actually
since there is no baffle within the heat exchanger, shell side flow phenomena are more like forced
convection in a tube. Therefore the correlation from the VDI Heat Atlas [35] is applied, equations
3.31–3.36 are used to calculate the Nusselt number and the heat transfer coefficient for the cooling
water on the shell side.

3.6. CONSERVATION EQUATIONS

Conservation equations are finally applied to close the calculation of one control volume. Output
thermodynamic properties for the different fluids are calculated based on momentum, mass, and
energy balances.
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Conservation equations for the vapor
Flows at the boundaries of a vapor control volume are illustrated in Fig. 3.7. Heat and mass transfer
to the liquid film through the interface.

VAPOR

CONTROL

VOLUME

ṁv,in, xNH3,v,in, hv,in, Pt,in

ṁv,out, xNH3,v,out, hv,out, Pt,out

GNH3, ĥNH3,v

GH2O, ĥH2O,v

φv

Figure 3.7: Control volume of vapor on the tube side

Mass balance:
ṁv,i n = ṁv,out + (GN H3 +GH2O) ·dAi (3.40)

ṁv,i n ·wN H3,v,i n = ṁv,out ·wN H3,v,out +GN H3 ·dAi (3.41)

where w is the mass concentration, dAi is the interface area of the control volume, it can be ex-
pressed as:

dAi =π(dt i −2δ) ·dy (3.42)

Notice that equation 3.40 is the mass balance for the vapor bulk, output vapor mass flow can be
determined by this equation. While equation 3.41 is the mass balance for ammonia, it is used to
determine the output ammonia concentration.
Energy balance:

ṁv,i n ·hv,i n = ṁv,out ·hv,out + (GN H3 · ĥN H3,v +GH2O · ĥH2O,v +φv ) ·dAi (3.43)

Equation 3.43 is applied to determine the output vapor enthalpy.
Momentum balance:

Pt ,i n = Pt ,out +dPt (3.44)

where dPt denotes the pressure drop within the control volume. Subscript ’t ’ for ’tube side’ is used
because it is assumed that there is no momentum transfer between the vapor and the liquid film
in the transversal direction, then the pressures of both the vapor bulk and the liquid film along
transversal direction are identical.
Three independent thermodynamic properties (concentration, enthalpy, and pressure) are deter-
mined for the output boundary of the control volume based on the conservation equations stated
above, they are sufficient to define the thermodynamic state of the vapor for the next cell.
Notice that the vapor is possible to enter the 2-phase region at the outlet. This will influence the cal-
culation for the following control volumes, therefore further treatment should be processed to solve
this problem. The 2-phase fluid at the outlet of the vapor bulk is separated into saturated vapor
and liquid. The saturated vapor is remained as the vapor output of the control volume, while the
saturated liquid is added to the liquid bulk control volume based on the mass and energy balances.
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Conservation equations for the liquid film
Flows at the boundaries of a liquid film control volume are illustrated in Fig. 3.8. Heat and mass
fluxes are transferred from the vapor through the interface, and another heat flow goes to the cooling
water side through the tube wall.

LIQUID

CONTROL

VOLUME

ṁl,in, xNH3,l,in, hl,in, Pt,in 

ṁl,out, xNH3,l,out, hl,out, Pt,out

GNH3, ĥNH3,l

GH2O, ĥH2O,l

φl

Φwall

Figure 3.8: Control volume of liquid film on the tube side

Mass balance:
ṁl ,i n + (GN H3 +GH2O) ·dAi = ṁl ,out (3.45)

ṁl ,i n ·wN H3,l ,i n +GN H3 ·dAi = ṁl ,out ·wN H3,l ,out (3.46)

Equation 3.45 and 3.46 are applied to determine the liquid mass flow and the ammonia concentra-
tion at the output boundary.
Energy balance:

ṁl ,i n ·hl ,i n + (GN H3 · ĥN H3,l +GH2O · ĥH2O,l +φl ) ·dAi = ṁl ,out ·hl ,out +Φw all (3.47)

Equation 3.47 is applied to determine the output liquid enthalpy.

The momentum balance equation is identical to equation 3.44. Thus three independent thermody-
namic properties (concentration, enthalpy, and pressure) are determined for the output boundary
of the control volume, they are sufficient to define the thermodynamic state of the liquid for the
next cell.

Conservation equations for the cooling water
Flows at the boundaries of a cooling water control volume are illustrated in Fig. 3.9. Heat fluxes are
transferred from the liquid film through the tube wall. On the shell side it is a single phase flow with
a pure fluid, thus mass balance is reduced to equality of mass flow at the inlet and the outlet.
Energy balance:

ṁcw,i n ·hcw,i n +Φw all = ṁcw,out ·hcw,out (3.48)

Equation 3.48 is applied to determine the output cooling water enthalpy.
Momentum balance:

Pcw,i n = Pcw,out +dPcw (3.49)

Therefore two independent thermodynamic properties (enthalpy and pressure) are determined for
the output boundary of the control volume, they are sufficient to define the thermodynamic state
of the cooling water for the next cell.
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COOLING

WATER

CONTROL

VOLUME

ṁcw,out, hcw,out, Pcw,out

ṁcw,in, hcw,in, Pcw,in

Φwall

Figure 3.9: Control volume of cooling water on the shell side

3.7. MODEL IMPLEMENTATION

A steady-state model is implemented in Matlab with thermodynamic models/softwares mentioned
in section 3.2. The flow sheet of the model implementation is illustrated in Fig. 3.10.

3.7.1. INITIALIZATION OF THE MODEL

Sufficient thermodynamic properties of one boundary of the mini-channel heat exchanger should
be given to initialize the model. The calculation starts from the high temperature side, which corre-
sponds to the inlet of the tube and the outlet of the shell at the top of the heat exchanger. Thus the
properties at the inlet of the tube and the outlet of the shell are identified as the initial inputs of the
model.

The pressure and the ammonia concentration of the binary mixture are two independent thermo-
dynamic properties which can be easily measured or defined at the inlet of the tube. One more
property is needed to determine the state at this local position. Two conditions may apply. One
is to assume saturated vapor at the inlet, thus the vapor quality (1 for saturated vapor) is the third
property given and the state is defined. The other condition is to assume 2-phase condition at the
inlet. From the view of the experiments, the inlet vapor temperature can be easily measured, thus
the vapor state is defined. If the inlet liquid temperature is assumed to be identical to the vapor
temperature, there is no heat or mass transfer driving forces between the vapor and liquid phases,
and it causes error to further process the simulation. Therefore a small temperature difference be-
tween the liquid and vapor should be roughly guessed to define the liquid state, and different trials
showed that the guessed value barely influences the simulation results.

3.7.2. LOOPS AND ITERATIONS

The application of the finite control volume method has been illustrated in section 3.3, the general
calculation procedure for one control volume has also been explained. Besides the loop for the cell
grid arrangement, three other iterations have been applied and they can be observed in Fig. 3.10:
the first one is the iteration for the film thickness, this is explained in section 3.5.2; the second one
is the iteration to determine molar flux ratio z, and it is explained in section 3.5.1; the third one is
to determine the interface temperature, the procedure is explained here. The interface tempera-
ture is guessed after tube side heat and mass transfer coefficients have been calculated. With this
guessed temperature, thermodynamic properties like saturated vapor/liquid ammonia concentra-
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Figure 3.10: Flow sheet of the computational model of the absorption process within a resorber

tion and partial enthalpies for ammonia and water can be determined. Therefore the z iteration can
be applied and the mass fluxes through the interface can be calculated. After that the energy bal-
ance at the interface (equation 3.27) is evaluated: if it fulfills, the calculation continues; otherwise a
new interface temperature is guessed and the above stated procedures are repeated until the energy
balance at the interface is fulfilled.

The first guesses of the film thickness δ, the molar flux ratio z and the interface temperature Ti

should not be random but within some ranges, which are shown in table 3.2.
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Table 3.2: Reasonable ranges for guessing values of some parameters

Property Unit Upper boundary Lower boundary
Film thickness δ [m] ≤ dt i /2 ≥ 0
Molar flux ratio z [–] < xN H3, v > xN H3,l ,i

Interface temperature Ti [K] < Tv,sat ,Tl ,sat
1 > Tl

1 Tv,sat ,Tl ,sat are vapor and liquid saturation temperatures corresponding to bulk am-
monia concentrations, respectively. Derived from ref. [33].

The iterations are conducted in Matlab by applying the bisection method. The bisection method is
a root-finding method that bisects an interval and selects a subinterval in which a root must lie for
further processing. The method is simple and robust, but processes relatively slowly, also a known
interval within which the root lies must be given to initialize the calculation.

The model is implemented following the flow sheet in Fig. 3.10. The thermodynamic properties
at the bottom side of the mini-channel heat exchanger can be achieved, and they can be validated
with the experimental data. Also all relative properties at any local place inside the heat exchanger
are available to be checked and validated with experimental results.



4
EXPERIMENTS AND RESULTS

4.1. EXPERIMENTAL SETUP

Fig. 4.1 shows the scheme of the experimental setup. The multi-tube mini-channel heat exchanger
is vertically positioned in an individual fume hood. The ammonia–water binary mixture or CO2–
NH3–H2O ternary mixture is fed from top to bottom on the tube side of the mini-channel heat ex-
changer, while the water flows on the shell side counter-currently from bottom to top and is heated
up by the mixture. The mini-channel heat exchanger acts as a resorber in CRHP cycle and it is the
main test section of the experimental setup. The two cycles connected to the mini-channel are in-
stalled in another cabinet to ensure the inlet conditions of the mini-channel are as expected. The
mini-channel is well insulated with rock wool material.

The reason to have the mixture flowing on the tube side is that no matter how well the heat ex-
changer is insulated, there will be heat loss to the environment from the shell side, and the amount
of heat loss is hard to predict. Therefore to minimize the influence of the heat loss to the absorption
side and to increase the accuracy of the model simulation, the mixture is set to flow on the tube side.
Another reason is that Nefs [9] concluded in his study that the configuration of the shell side causes
notable hydrodynamic instability which will lead to unstable flow pattern, thus lower the accuracy
of the model prediction. To get rid of this problem, the mixture is set to flow on the tube side.

The mixture cycle is shown to the right of the mini-channel heat exchanger in Fig. 4.1. The pump
compensates the pressure drop along the cycle and prompts the flow of the mixture in a certain
direction through the system. A flow meter is installed after the pump to measure the flow rate.
After that the fluid mixture is heated up by a tube-in-tube coil heat exchanger of which the hot side
is filled with silicon oil flowing through a thermostatic bath. Extra heating is provided by an electric
tracing coil to stabilize the temperature at the inlet of the heat exchanger. The mixture working
fluid changes its phase from vapor to liquid on the tube side of the mini-channel by releasing heat
to the water on the shell side. A plate heat exchanger is installed after the mini-channel to further
cool down the mixture and make sure it is sub-cooled in order to prevent the pump from breaking
down by the unabsorbed vapor. The cooling water flows counter-currently on the other side of the
plate heat exchanger, its mass flow is always set to reach maximum to ensure the fluid mixture is
sufficiently sub-cooled before entering the pump. The water cycle to the left of the mini-channel
is identical to the mixture cycle stated above. The dimensions of the multi-tube mini-channel heat
exchanger are listed in table 4.1.

25
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Figure 4.1: Schematic diagram of the experimental setup

Table 4.1: Main dimensions of the multi-tube mini-channel heat exchanger

Parameter Unit Value
Number of tubes [–] 116
Total length of heat exchange section [mm] 800
Inner diameter of the tube [mm] 0.5
Outer diameter of the tube [mm] 1.0
Inner diameter of the shell [mm] 21.0
Outer diameter of the shell [mm] 25.0

Two parameters can be controlled on each side of the setup: the mass flow and the temperature
at the inlet of the test section (mini-channel heat exchanger). The fluids are heated up by the coil
heat exchangers to the required temperature levels. There is a long pipeline connection between
the outlet of the coil heat exchanger and the mini-channel inlet. The heat loss along the pipeline is
notable but difficult to estimate, and it will cause instability of the heat exchanger inlet temperature.
For this reason, electric tracing coils are installed at the inlets of the mini-channel to stabilize the
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temperatures. Therefore the coil heat exchangers together with electric tracing coils make sure that
the inlet temperatures of the mini-channel are as required. Four temperature sensors located at the
in- and outlets of the mini-channel give back the measured local temperature simultaneously. The
flow meters after the pumps are able to control the mass flow on both sides, they can also give back
the values of the temperature and the density of the fluid at the local place where the flow meter is
located. Two gauge pressure transmitters are installed to measure the pressures at the bottom side
of the mini-channel on both sides, and two differential pressure transmitters are settled to measure
the pressure difference on both sides of the mini-channel as shown in Fig. 4.1. Additionally 10
temperature sensors are averagely located along the shell of the mini-channel to investigate the
temperature profile along the heat exchanger. This gives a temperature profile for the water side
along the heat exchanger.

4.2. UNCERTAINTY ANALYSIS

Statistical analysis is applied to estimate the uncertainty of the measurements. Experimental data
without uncertainty analysis are meaningless. In this section, instrument uncertainty for directly
measured parameters is first introduced, error propagation is further introduced and applied to
determine uncertainties for indirectly measured parameters.

4.2.1. INSTRUMENT UNCERTAINTY

Each instrument has an inherent amount of uncertainty in its measurement, even the most precise
device cannot give the actual value. In this section instrument uncertainties for different sensors
and transmitters are illustrated according to the specifications from the manufacturers.

Temperature sensors
Four cable sensors (name as ‘normal sensors’) for temperature measurement are installed at the
in- and outlets of the mini-channel heat exchanger. A platinum resistor is built into the temper-
ature sensor, changes in temperature are reflected by changes in the electrical resistance so that
the measured value of the resistance gives an analogue expression for the actual temperature. The
specifications are listed in table 4.2.

Table 4.2: Specifications of the temperature sensors

Sensor PT–100
Type 1/1 DIN B
Range -50· · · 205◦C
Uncertainty ±(0.3+0.005·T )◦C1

1 Temperature T here is in ◦C.

Before starting the experiments, the normal temperature sensors have been calibrated using a high-
precision temperature sensor (the uncertainty of this sensor is relatively small thus is neglected,
name this sensor as ’standard sensor’ from now on) and a thermostatic bath with water. The range
of the calibration is between 20 to 80◦C with an interval of 10 K. The results are shown in Fig. 4.2.
The temperature difference shown on y-axis is determined as:

dT = Tmeas −Tcal i (4.1)

where Tmeas denotes the temperature measured by the normal sensors, and Tcal i denotes the tem-
perature measured by the standard sensor.
From the result, it can be observed that all four sensors showed a linear increase of the temperature
difference with the increasing temperature level. The correlations between the measured value and
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Figure 4.2: Temperature sensors calibration result

the calibrated value are adopted from Matlab:

T S1cal i = T S1meas − (0.0028 ·T S1meas +0.9159) (4.2)

T S2cal i = T S2meas − (0.0012 ·T S2meas +0.9440) (4.3)

T S3cal i = T S3meas − (0.0013 ·T S3meas +0.9516) (4.4)

T S4cal i = T S4meas − (0.0035 ·T S4meas +1.0157) (4.5)

After calibration, the uncertainties for T S1 to T S4 are 0.004 K, 0.022 K, 0.022 K, and 0.009 K re-
spectively. Therefore for the following experiments, the temperatures measured by the four normal
temperature sensors should be modified using equations 4.2 to 4.5 with their corresponding uncer-
tainties.
The ten temperature sensors installed along the shell of the mini-channel are difficult to remove so
they are not calibrated. The experimental results indicate that the accuracy of these sensors is quite
low, but at least they can qualitatively show the temperature profile along the shell side.

Pressure sensors
Two types of pressure sensors: gauge pressure sensors and differential pressure sensors are installed
in the setup. The gauge pressure sensors are located at the bottom side of the mini-channel on both
shell and tube sides. They measure the local pressure of the fluid inside the tube. The specifica-
tions of the gauge pressure transmitter are listed in table 4.3. The differential pressure sensors are
installed between the in- and outlets of both shell and tube sides to measure the pressure difference
through the mini-channel. The corresponding specification can be found in table 4.4. Notice that r
denotes the span ratio and it is defined as:

r = maximum measuring span

set measuring span
(4.6)

For the current experiments, the span ratio is 4 for the gauge pressure sensor, and 1 for the differen-
tial pressure sensor.

Flow meters
Flow meters are installed right after the pumps to measure the mass flow in the pipe based on Cori-
olis effect. Density and temperature of the fluid at the local position can be measured as well. The
specifications for the flow meters are listed in table 4.5.
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Table 4.3: Specifications of the gauge pressure transmitters

Sensor Sitrans P, DS III
Type 7MF4033–1EA00–1AB6
Range -1· · ·+15 bar
Span ratio 4
Uncertainty

linear ±(0.0029 · r +0.071)%
long-term drift ±(0.125 · r )% per 5 years1

ambient temperature influence ±(0.08 · r +0.1)%
TOTAL ±1.0026%

1 The transmitters have been running for 2 years by rough estimation.

Table 4.4: Specifications of the differential pressure transmitters

Sensor Sitrans P, DS III
Type 7MF4433–1FA22–1AB6
Range +0· · ·+1600 mbar
Span ratio 1
Uncertainty

linear ±(0.0029 · r +0.071)%
long-term drift ±(0.125 · r )% per years1

ambient temperature influence ±(0.08 · r +0.1)%
TOTAL ±0.5039%

1 The transmitters have been running for 2 years by rough estimation.

Table 4.5: Specifications of the flow meters

Sensor mini Cori–Flow
Type M14
Range +0· · ·+30 kg/h
Uncertainty

liquid mass flow ±0.2%
gas mass flow ±0.5%
density ±5 kg/m3

temperature ±0.5◦C

4.2.2. ERROR PROPAGATION

Some of the parameters cannot be measured directly using a single measurement, they should be
calculated combining several other parameters. The calculation of the errors of the variables de-
rived from the measured data is called error propagation. Taylor [44] explained the method to de-
termine the uncertainty of an indirectly measured parameter. The general rule is stated here.

Suppose that x, · · · , z are measured with uncertainties Ux , · · · , Uz and the measured values are used
to compute the uncertainty of a parameter p(x, · · · , z). If the uncertainties in x, · · · , z are indepen-
dent and random, then the uncertainty of the parameter p can be calculated as:

Up =
√(

∂p

∂x
Ux

)2

+·· ·+
(
∂p

∂z
Uz

)2

(4.7)

For the indirectly measured parameters q(x, · · · , z) whose explicit functional relationship are un-
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known, the following method can be applied to estimate its uncertainty:

Uq =
√(

q(x +Ux , · · · , z)−q(x, · · · , z)
)2 +·· ·+ (

q(x, · · · , z +Uz )−q(x, · · · , z)
)2 (4.8)

Uncertainty of the heat flow Q̇
The heat released or absorbed by a fluid with a constant mass flow can be calculated using the
following equation:

Q̇ = ṁ · (hout −hi n) (4.9)

where h is the specific enthalpy of the fluid. If the fluid is a binary mixture, three independent
thermodynamic parameters are needed to determine its status, for example:

h = h(T,P, wN H3 ) (4.10)

Based on equation 4.7, the uncertainty of the heat flow can be expressed as:

UQ̇ =
√(

∂Q̇

∂ṁ
Uṁ

)2

+
(
∂Q̇

∂hout
Uhout

)2

+
(
∂Q̇

∂hi n
Uhi n

)2

(4.11)

The uncertainty of the mass flow is illustrated in table 4.5. For the enthalpy which is determined by
equation 4.10, its uncertainty can be determined based on equation 4.8:

Uh =
√

(h(T +UT ,P, w)−h(T,P, w))2 + (h(T,P +UP , w)−h(T,P, w))2 + (h(T,P, w +Uw )−h(T,P, w))2

(4.12)

Uncertainty of the logarithm mean temperature difference
For a counter-current flow in a shell and tube heat exchanger, the logarithm mean temperature
difference is defined as:

∆Tl m = (Tt ,i n −Ts,out )− (Tt ,out −Ts,i n)

ln
(

Tt ,i n−Ts,out

Tt ,out−Ts,i n

) (4.13)

Therefore the uncertainty of the logarithm mean temperature difference can be expressed as:

U∆Tl m =
√(

∂∆Tlm

∂Tt ,i n
UTt ,i n

)2

+
(
∂∆Tlm

∂Ts,out
UTs,out

)2

+
(
∂∆Tl m

∂Tt ,out
UTt ,out

)2

+
(
∂∆Tlm

∂Ts,i n
UTs,i n

)2

(4.14)

where,
∂∆Tlm

∂Tt ,i n
= 1

ln
(

Tt ,i n−Ts,out

Tt ,out−Ts,i n

) − (Tt ,i n −Ts,out )− (Tt ,out −Ts,i n)[
ln

(
Tt ,i n−Ts,out

Tt ,out−Ts,i n

)]2 · (Tt ,i n −Ts,out )
(4.15)

∂∆Tlm

∂Ts,out
=− 1

ln
(

Tt ,i n−Ts,out

Tt ,out−Ts,i n

) + (Tt ,i n −Ts,out )− (Tt ,out −Ts,i n)[
ln

(
Tt ,i n−Ts,out

Tt ,out−Ts,i n

)]2 · (Tt ,i n −Ts,out )
(4.16)

∂∆Tlm

∂Tt ,out
=− 1

ln
(

Tt ,i n−Ts,out

Tt ,out−Ts,i n

) + (Tt ,i n −Ts,out )− (Tt ,out −Ts,i n)[
ln

(
Tt ,i n−Ts,out

Tt ,out−Ts,i n

)]2 · (Tt ,out −Ts,i n)
(4.17)

∂∆Tlm

∂Ts,i n
= 1

ln
(

Tt ,i n−Ts,out

Tt ,out−Ts,i n

) − (Tt ,i n −Ts,out )− (Tt ,out −Ts,i n)[
ln

(
Tt ,i n−Ts,out

Tt ,out−Ts,i n

)]2 · (Tt ,out −Ts,i n)
(4.18)
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Uncertainty of the overall heat transfer coefficient
The overall heat transfer coefficient E can be determined when the transferred heat through the
heat exchanger is known:

E = Q̇

A ·∆Tl m
(4.19)

where A is the heat transfer area. If its uncertainty is neglected, the uncertainty of the overall heat
transfer coefficient can be expressed as:

UE =
√(

∂E

∂Q̇
UQ̇

)2

+
(

∂E

∂∆Tl m
U∆Tlm

)2

(4.20)

where,
∂E

∂Q̇
= 1

A ·∆Tlm
(4.21)

∂E

∂∆Tlm
=− Q̇

A · (∆Tl m)2 (4.22)

The uncertainty of the heat flow and the logarithm mean temperature difference can be calculated
using equations 4.11 and 4.14.

4.3. EXPERIMENTAL PROCEDURE

Most of the sensors are connected to a remote computer. The readings from the sensors and trans-
mitters are instantaneously displayed in LabView, a system-design platform for a visual program-
ming language. With LabView it is also possible to set the mass flow of the pump with the control of
the flow meter.

The experimental setup is designed to be capable of changing the flow directions on both shell
and tube sides by altering three-way valves. Before start up, the valves should be adjusted to con-
firm the flow direction. Then the system should be turned on and the pump mass flow is set as
required. The inlet temperatures of the mini-channel are determined by adjusting the thermostatic
bath temperature of the coil heat exchanger and the temperature of the electric tracing until the
inlet temperatures are as required. The in- and outlet temperatures and the pressures are plotted as
a function of time instantaneously in LabView, this helps to determine whether the system is oper-
ated in steady state (when steady, values are constant with a horizontal line shown in the diagram).
Experimental data is logged for 15–20 minutes when the setup is running in steady state. To prevent
extreme values caused by fluctuation, the average values are calculated from the logged data and
are summarized as the experimental results.

Example data logging
Fig. 4.3 to 4.6 show a set of experimental data directly logged from LabView for one operating condi-
tion during the ammonia–water/water experiment. The x-axis in the diagrams denotes the logging
time. LabView logs data in an interval of 0.1 second, while for the current setup it records measured
data from the sensors every three seconds. The mass flows are 17.5 kg/h and 2.7 kg/h on the shell
and tube side, respectively, this is shown in Fig. 4.3. It can be observed that both mass flows are sta-
ble although on the tube side there are tiny fluctuations, they can be caused by density change due
to temperature variation or unabsorbed ammonia–water vapor. For CO2–NH3–H2O/water experi-
ment this fluctuation became worse, and steady state could not be reached for all desired operating
conditions. This will be explained in more detail in the following sections. Fig. 4.6 shows the pres-
sures measured directly from the gauge pressure sensors. The pressure on the shell side is steady
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while on tube side it fluctuates within a range, this is caused by hydrodynamic instabilities due to
the unstable 2-phase flow within the heat exchanger.
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Figure 4.3: Example data logging:
mass flows
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Figure 4.4: Example data logging:
in- and outlet temperatures of the heat exchanger
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Figure 4.5: Example data logging:
temperatures along the shell
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Figure 4.6: Example data logging:
pressure levels

4.4. EXPERIMENTAL RESULTS

Three different sets of experiments are conducted. First both sides are filled with water, after that
the water in the tube side is substituted by an ammonia–water mixture. Finally small amount of
CO2 is added to the tube side mixture.

4.4.1. WATER/WATER EXPERIMENTS

De-mineralized water (also known as ‘demi water’) is first fed into both sides of the system. In the
previous study from Nefs [9], performance of the mini-channel with water has been investigated
with identical mass flows on both shell and tube sides, the overall heat transfer coefficient is around
800 W/(m2 K). For the current study, mass flow on the tube side is fixed at 10 kg/h, shell side mass
flow is varied from 2.5 to 20 kg/h with an interval of 2.5 kg/h to figure out how the overall transfer
coefficient is changing and the principles behind this change.

For the water/water experiment, the shell side inlet temperature is operated at around 60◦C, which
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Figure 4.7: Temperature profile for different shell side mass flows

is the normal temperature of the spent cooling water in industrial processes [3], and the tube side
inlet temperature is fixed at around 110◦C, which is a commonly used high pressure hot water for
district heating purposes. The temperature profile with different shell side mass flow conditions is
demonstrated in Fig. 4.7. It can be observed that when the mass flows on both sides are identical
(both are 10 kg/h), the heat exchanger performs the best, and this shell side mass flow is defined
as the optimum mass flow when tube side mass flow is 10 kg/h. This is because the temperature
differences on both top and bottom sides are small, thus it has the minimum logarithm mean tem-
perature difference among all conditions, as shown in Fig. 4.8. Also this leads to the highest overall
heat transfer coefficient, which can be seen from Fig. 4.9. The optimum overall heat transfer coeffi-
cient is around 800 W/m2 K, the result is similar to Nefs’ study [9].

From Fig. 4.7, it can be observed that when shell side mass flow is lower than the optimum mass
flow, the hotter side temperatures are almost identical, while the colder side temperatures deviate
from each other. This is due to the lack of mass flow on the shell side, therefore shell side is suf-
ficiently heated, while part of the fluid on the tube side is not fully cooled. Opposite results are
observed when shell side mass flow is larger than the optimum mass flow. This phenomenon in-
dicates a method to determine the optimum condition: when the inlet temperatures and one side
mass flow are fixed, the mass flow on the other side should be adjusted to achieve the optimum
temperature profile. The method will be applied to the following experiments.
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Figure 4.8: Logarithm mean temperature difference for
different shell side mass flows
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Figure 4.9: Overall heat transfer coefficient for different shell
side mass flows
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Figure 4.10: Heat flow on both sides as a function of shell
side mass flow
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Figure 4.11: Comparison of heat flows between shell side
and tube side (error boundaries: ±10%)

Fig. 4.10 shows the heat flow on both sides with the changing shell side mass flow. The heat flow
is calculated by multiplying mass flow to its corresponding enthalpy difference between the in- and
outlet. Ideally, if the mini-channel heat exchanger is perfectly insulated, there is no heat loss to
the environment, thus Qs and Qt should be identical. While for the real case, there will be a small
amount of heat flow released from the shell side to the environment due to temperature difference
although it is insulated. Therefore Qs should be a little lower than Qt . The results shown in Fig.
4.10 and 4.11 indicate that when the shell side mass flow is higher than 10 kg/h, Qs is higher than
Qt , which seems unreasonable. One possible explanation is that when the shell side mass flow is
relatively high, vortex or disturbance may occur especially at the place near the shell outlet, where
the distributor locates and the configuration is off regularity. The vortex causes backward flow for
part of the fluid, instead of exiting the heat exchanger immediately, this amount of fluid stays at the
shell side outlet for a while and gets over heated by the hot fluid on the tube side. This possible
phenomenon leads to a higher enthalpy difference on the shell side. Fig. 4.11 indicates that the
difference between the heat flows is quite small, which is within 10%.

4.4.2. AMMONIA–WATER/WATER EXPERIMENTS

Demi-water is replaced by ammonia–water binary mixture on the tube side after the water/water
experiments. The total mass of ammonia–water mixture adding to the tube side cycle is crucial for
the experiment, because it will determine the operating pressure, and it is not possible to predict
this pressure level before heating up the system. Also inappropriate amount of total mass will cause
unwanted inlet conditions on the tube side. After trial and error, van de Bor [27] summarized the
experience from the previous experiments, and it is applied to the current experiments.

Approximately 1.300 kg demi-water and 0.655 kg ammonia are injected to the tube side cycle. There-
fore the ammonia concentration is around 33.5% by mass. The ammonia–water mixture is com-
pletely mixed after several days pilot run, and the ammonia concentration can be validated with
the experimental data. When in operation, the temperature and density values can be read from
the flow meter, together with the pressure, the thermodynamic state at the local place where the
flow meter is located can be determined, thus the ammonia concentration can be calculated. The
calculated ammonia concentration is always around 33.5 wt%. Since it is difficult to determine
the uncertainty of the ammonia concentration, therefore it is assumed to be constant for all the
ammonia–water/water experiments.

The ideal operating condition is that the ammonia–water mixture enters the mini-channel in satu-



4.4. EXPERIMENTAL RESULTS 35

rated vapor condition, and leaves as saturated liquid. However it is not easy to accomplish in reality.
The reason is that the hydrodynamic instabilities will cause unstable tube side operating pressure
(as shown in Fig. 4.6), and it is impossible to adjust the temperatures with the changing pressure
to achieve saturated vapor condition simultaneously. To make it operable, the tube side inlet tem-
perature is fixed at a temperature higher than the corresponding local saturated vapor temperature.
After some tests, this temperature is set at around 130◦C. The advantage of setting the tube inlet at
superheated condition is that the inlets of all tubes can have better homogeneity. Imagine the mix-
ture entering the heat exchanger is in 2-phase condition, after the distributor, it is very possible that
the tubes have very different inlet conditions and flow patterns. For the lower temperature side of
the mini-channel, pilot running results show that when the outlet of the tube is in 2-phase state, the
pressure measurement is quite unstable. It might be caused by the contraction and expansion of the
unabsorbed vapor in the collector. Therefore it is better to cool down the ammonia–water mixture to
a sub-cooled condition, and the shell side inlet temperature should be lower than ammonia–water
saturated liquid temperature. After some tests, this temperature is set at around 50◦C.

Experiments are performed with different mass flows. Shell side mass flow is investigated between
5 to 17.5 kg/h with an interval of 2.5 kg/h. The method mentioned in section 4.4.1 is applied to
determine the corresponding optimum mass flow on the tube side. The temperature profile along
the shell can also give an idea about when the optimum conditions are achieved. For example,
when the shell side mass flow is 15 kg/h, the experimental results are shown in Fig. 4.12 and 4.13.
From Fig. 4.13 it can be observed that when the tube side mass flow is around 2.2 kg/h, the whole
condensation process is definitely within the mini-channel because the trend of the temperature
near the in- and outlet is flat, which indicates that heat transfer at the two ends is weak and the tube
side condition changes from superheated to sub-cooled. Compared to 2.2 kg/h, 2.1 is not sufficient
and 2.3 is too high. Therefore the optimum tube side mass flow is around 2.2 kg/h when the shell
side mass flow is 15 kg/h.
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Figure 4.12: In- and outlet temperature profiles when shell
side mass flow is 15 kg/h
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Figure 4.13: Shell side temperature profiles when the shell
side mass flow is 15 kg/h

Corresponding optimum tube side mass flows can be determined for different shell side mass flows
by applying the above mentioned rules. The results are illustrated in Fig. 4.14, they give a linear
profile, the fitting curve can be expressed as:

ṁt = 0.1521 ·ṁs −0.0708 (4.23)

The heat load on both sides of the heat exchanger can be calculated by multiplying the mass flows
to their corresponding enthalpy differences between the in- and outlet. The results from different
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Figure 4.14: Optimum tube side mass flow as a function of
the shell side mass flow
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Figure 4.15: Comparison of the heat loads between the shell
and tube sides (error boundaries: ±5%)

operating conditions are shown in Fig. 4.15. It is indicated that the tube side heat load is always
slightly higher than that of the shell side. The results are reasonable since there is heat loss from
the shell side to the environment. The difference between the heat load on two sides is within 5%,
therefore it can be concluded that the shell side is well insulated.
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Figure 4.16: Pressure drop as a function of mass flow on the
tube side
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Figure 4.17: Pressure drop as a function of mass flow on the
shell side

Pressures at the in- and outlets of the mini-channel can be determined based on the values obtained
from the gauge and differential pressure sensors. The pressure differences on both the shell and
tube sides are shown in Fig. 4.16 and 4.17. It can be observed that the pressure difference is higher
when mass flow increases, this is reasonable because higher mass flow leads to higher friction loss,
therefore the pressure difference is increased. The results in this section will be used to validate the
theoretical model elaborated in chapter 3.

4.4.3. CO2–NH3–H2O/WATER EXPERIMENTS

A small amount of CO2 has been added to the tube side directly after the ammonia–water/water
experiment to investigate its influence on the absorption process. The components on the tube
side are listed in table 4.6.
In order to make the experimental data comparable, the inlet temperatures of those experiments
are set to be identical to the ammonia–water/water experiment. The inlet temperature of the tube
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Table 4.6: Component detail in CO2–NH3–H2O mixture

Component Mass Mass Concentration
H2O 1.300 kg 65.1%
NH3 0.655 kg 32.8%
CO2 0.042 kg 2.1%

side is set at around 130◦C and that of the shell side is set at around 50◦C. The tube side mass flow
is adjusted until it reaches the optimum condition. One testing result for the optimum condition
determination has been illustrated in Fig. 4.18 and 4.19. Shell side mass flow was fixed at 5 kg/h and
tube side mass flow increased from 1.5 to 2.7 kg/h with an interval of 0.2 kg/h. It can be observed
that when the tube side mass flow is at around 2.1 kg/h, the operating condition becomes the opti-
mum, since the temperatures at the two ends are close to each other and the heat load on the shell
side almost reaches its high limit.
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Figure 4.18: In- and outlet temperature profiles with various
tube side mass flow
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Figure 4.19: Shell side heat load profile as a function of tube
side mass flow

The method which determines the optimum operating conditions stated in the ammonia–water/water
experiments section has been applied to the current experiments. The experiments were supposed
to investigate the shell side mass flow between 5 to 17.5 kg/h with an interval of 2.5 kg/h, while the
results show that when the tube side mass flow is higher than 4.5 kg/h, temperatures and pressures
cannot reach stable conditions, thus practical experimental data for the shell side mass flow higher
than 10 kg/h are unavailable. The experiments show that after the carbon dioxide is added to the
system, the mass flow on the tube side becomes less stable. The tube side mass flow has notable
fluctuations with large amplitude. The large fluctuations show up with a random time interval, and
the higher the tube side mass flow, the more frequent the fluctuations occur. This phenomena has
not been observed in ammonia–water/water experiments. The instability might be caused by the
unabsorbed CO2 gas passing through the pump, or the CO2 is desorbed at the pump. If this is the
case it indicates that the carbon dioxide is easy to be desorbed from the mixture and that might be
a problem in practical systems. Stable experimental results are only obtained with low mass flows.
The results are compared with the ammonia–water experiment results, and they are shown in table
4.7, Fig. 4.20 and 4.21.

Table 4.7 compares the in- and outlet temperatures of the mini-channel between the ammonia–
water/water and CO2–NH3–H2O/water experiments in various optimum operating conditions. It
can be observed that when the CO2 is added, the temperature distributions at the two ends be-
come worse since the logarithm mean temperature difference becomes larger. But it should also be
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Table 4.7: Temperature profile comparison

Parameter Unit without CO2/with CO2 without CO2/with CO2 without CO2/with CO2

ṁs [kg/h] 5.0/5.0 7.5/7.5 10.0/10.0
Tt ,i n [◦C] 132.00/132.46 130.99/131.36 135.35/134.30
Ts,out [◦C] 127.11/131.31 125.92/130.08 127.24/133.42
Tt ,out [◦C] 50.69/58.51 49.91/58.43 50.24/54.75
Ts,i n [◦C] 50.63/50.82 49.72/50.10 50.11/50.21
LMTD1 [K] 1.12/3.45 1.49/3.77 1.93/2.24
1 LMTD is short for logarithm mean temperature difference

noticed that the CO2–NH3–H2O/water experiment increases the shell side temperature to a higher
level. Therefore the performance of the heat exchange on the shell side is enhanced by directly
adding CO2 on the tube side.
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Figure 4.20: Shell side heat load comparison
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Figure 4.21: Optimum tube side mass flow comparison

Fig. 4.20 shows the comparison of the shell side heat load between ammonia–water/water and CO2–
NH3–H2O–water/water experiments. When in optimum operating conditions, the heat loads on the
shell side are similar (adding CO2 improves a little bit as stated in the last paragraph but not phe-
nomenal), while the corresponding optimum tube side mass flows for the CO2–NH3–H2O/water
experiment are much higher than those of the ammonia–water/water experiment, as can be ob-
served from Fig. 4.21. This is not a promising result since it indicates that to achieve the same
amount of exchanged heat, higher CO2–NH3–H2O mass flow is needed, therefore more external
work is needed for the compressor and lower COP will be achieved. Further investigation indicates
that the higher optimum tube side mass flow is due to the higher operating pressure compared to
that of the ammonia–water/water experiments.

The operating pressure can influence the vapor quality of the CO2–NH3–H2O mixture. As can be
seen in Fig. 4.22 (data are collected using the new fit model from Gudjonsdottir and Infante Ferreira
[7]), for a CO2–NH3–H2O mixture with the compositions as shown in table 4.6, at the temperature
132.5◦C (typical tube side inlet temperature for the current experiment), the increasing pressure will
dramatically lower down the vapor quality at certain pressure range. This is the fundamental cause
of the higher optimum tube side mass flow as stated in the previous paragraph. The higher pressure
causes lower vapor quality and specific enthalpy, thus reduces the enthalpy difference between the
in- and outlet of the tube and leads to a higher tube side mass flow. The comparison of tube side
pressure levels between ammonia–water/water and CO2–NH3–H2O/water experiments is shown in
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Figure 4.22: Quality-pressure diagram for a CO2–NH3–H2O
mixture
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Figure 4.23: Tube side pressure level comparison between
two sets of experiments

Fig. 4.23. The pressure level for the CO2–NH3–H2O/water experiment is much higher, and it is not
adjustable due to the setup configuration. Technically the setup cycle on the tube side (as shown in
Fig. 4.1) is a thermal cycle without pressure control (the pumps can only compensate the pressure
drop through the cycle). The operating pressure on the tube side can vary a lot among different op-
erating conditions and it is not predictable. For the CO2–NH3–H2O/water experiment, the mixture
at the tube inlet is in 2-phase condition with a vapor quality of 30 to 40 percent (calculated using
the new fit thermodynamic model for CO2–NH3–H2O [7] conducted in Aspen Plus). To increase the
quality with the current temperature profile, lower pressure level should be achieved.

The criterion to compare the performance of the two working fluids in the resorber of a CRHP cycle
is reaffirmed here: in order to make the two sets (with and without CO2 added) of the experiments
comparable, the inlet temperatures of the heat exchanger, the shell side heat load, the shell side
mass flow, and the operating pressure level should be identical. Therefore compare the optimum
mass flow on the tube side, the lower it is, the less external power is needed (assume similar isen-
tropic efficiency and pressure ratio for the compressors), and the higher COP of the heat pump can
be obtained.

One feasible method to decrease the pressure level on the tube side is to drain some amount of the
working fluid from the cycle. This is done when the whole setup was off and cooled down to the
environment temperature, then pumped around for a couple of hours to get homogeneous mixture
throughout the cycle. The reason is that if the fluid in the tube cycle is not isothermal, the ammo-
nia concentration is not necessary to be homogeneously distributed. Therefore after draining some
fluid at a certain vent, the composition of the working fluid will change and it is difficult to estimate
the new composition in the system. The drawback of draining under the environmental tempera-
ture is that it is hard to estimate if the draining is sufficient enough so that when in operation the
pressure level of the CO2–NH3–H2O is identical to that of the ammonia–water/water experiment.
Therefore it needs trial and error to achieve this goal. For the current experiment it was drained
three times in total and the results for the first two times are shown in table 4.8, Fig. 4.24 and 4.25.

It can be observed from table 4.8 that the tube side inlet temperatures are set almost identical, the
results show an increasing trend of vapor quality after two times draining, as expected. Fig. 4.24 is
the tube side pressure level plotted based on the data in table 4.8. It is obvious that after some fluid
is drained on the tube side, the pressure is decreasing. Corresponding shell side heat load profile is
illustrated in Fig. 4.25. When operated in optimum condition, the shell side heat load is around 450
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Table 4.8: Experimental data comparison among different draining conditions

ṁs [kg/h] ṁt [kg/h]
Tt ,i n [◦C] Pt ,i n [bar] qt ,i n

1[–]
O/F/S2 O/F/S O/F/S

5.0 0.7 132.46/132.57/132.83 7.42/6.96/5.72 0.44/0.48/0.63
5.0 1.5 132.36/132.91/132.72 8.58/7.65/6.55 0.37/0.43/0.52
5.0 1.7 132.31/132.77/– 8.75/7.66/– 0.36/0.43/–

1 The vapor quality is determined using the new fit model from Gudjonsdottir and Infante Ferreira
[7];

2 ‘O’ denotes the original experiments with no draining; ‘F’ denotes the experiments after the first
draining; ‘S’ denotes the experiments after the second draining.

W, and for the ammonia–water/water experiments the optimum tube mass flow is around 0.7 kg/h.
It can be observed that for the CO2–NH3–H2O/water experiment without draining, the optimum
tube mass flow is higher than 1.7 kg/h; after the first time extraction, the optimum tube mass flow
was lowered down to 1.7 kg/h; after the second time extraction, the optimum tube mass flow further
decreased to lower than 1.4 kg/h. This result indicates that lowering tube side pressure level will de-
crease the optimum tube side mass flow as predicted. Tube side working fluid should be further
drained to reach the same pressure level as that of the ammonia–water experiment, and therefore
by comparison of the optimum tube side mass flow, better working fluid can be determined. Unfor-
tunately after the third time extraction, the operation became very unstable. The temperatures and
pressures have fluctuations with large amplitudes and low frequencies, therefore the logged data
are difficult to be properly analyzed. The cause of this instability might be the poor distribution of
the tube side flow due to the structure of the heat exchanger.
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Figure 4.24: Shell side heat load comparison when shell side
mass flow is 5 kg/h

0.5 0.8 1.1 1.4 1.7 2.0
200

250

300

350

400

450

500

Mass Flow (tube side)  [kg/h]

H
ea

t L
oa

d 
(s

he
ll 

si
de

) 
 [W

]

 

 

NH
3
−H

2
O

CO
2
 original

CO
2
 first extraction

CO
2
 second extraction

Figure 4.25: Optimum tube side mass flow comparison
when shell side mass flow is 5 kg/h

To further test the cause of the instability, experiments with opposite flow directions are performed:
the CO2–NH3–H2O mixture flows upwards on the tube side, and the cooling water flows downwards
on the shell side. The experimental results show that the operating conditions are quite stable and
steady experimental data can be obtained. This indicates that the configuration of the heat ex-
changer and the flow direction can influence the operating stability. The upward flow on tube side
(absorption side) leads to a stabler flow condition compared to a downward flow. However the heat
flow performance on the water side becomes worse when operated in optimum condition due to
the lower shell outlet temperature. This is listed in table 4.9.
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Table 4.9: Shell side heat flow performance comparison

ṁs [kg/h]
ṁt ,opt [kg/h] Q̇w [W]

A/B/C1 A/B/C
5.0 0.71/2.00/1.20 447/448/418
7.5 1.05/3.30/1.80 668/688/615

10.0 1.40/4.20/2.40 901/950/888
1 ‘A’ represents the ammonia–water/water experi-

ments; ‘B’ represents the CO2–NH3–H2O/water
experiments with downward flow on the tube side;
‘C’ represents the CO2–NH3–H2O/water experi-
ments with upward flow on the tube side.

4.5. DISCUSSION AND CONCLUSIONS

Three sets of experiments with different working fluids on the tube side are introduced and the
experimental results are shown in this chapter. The water/water experiments include several tests
which determine the optimum operating condition when the inlet temperatures are fixed. Results
illustrate that when in optimum operating condition, the temperatures at the two ends of the heat
exchanger are well distributed, the logarithm mean temperature difference reaches the lowest value
and has the best heat transfer performance. Analysis shows that the heat exchanger is well insulated
and the heat loads on both sides are comparable.

Ammonia–water/water experiments were conducted afterwards. To obtain stabilized experimental
results, the tube inlet was operated in a superheated condition and the outlet was operated in a sub-
cooled condition. Results show fluctuations on the tube side pressure data, most of the fluctuations
are regular when the temperature profiles are steady. These fluctuations might be caused by hydro-
dynamic instability due to the configuration of the heat exchanger. The fluctuations of the pressure
also lead to a dispersed distribution of pressure drops on the tube side as shown in Fig. 4.16.

Results from the CO2–NH3–H2O/water experiments indicate that adding small amounts of CO2 di-
rectly to the system will have a dramatic increase of the pressure when the system is operated at high
temperatures. When operated in the optimum condition, the shell side heat flow is a bit higher than
that of the ammonia–water/water experiments. Experiments show that the operating conditions are
much less stable after small amount of carbon dioxide is added to the tube side. The tube side mass
flow fluctuates with large amplitude when operated in higher values. Experimental results with the
opposite flow direction indicate that the instability might be caused by the configuration of the heat
exchanger (e.g. the design of the distributors). The operating condition becomes much more stable
when the mass flows are of the opposite directions. Further investigation should be done to deter-
mine if the CO2–NH3–H2O mixture is suitable for practical use in CRHP and to conclude whether it
has better performance than the ammonia–water mixture.





5
MODEL VALIDATION AND DISCUSSION

5.1. VALIDATION FOR THE AMMONIA–WATER THEORETICAL MODEL

5.1.1. EXAMPLE RESULTS FOR THE 2-PHASE MODEL IN CHAPTER 3

The numerical model described in Chapter 3 is first qualitatively validated with reasonable data.
For example, the thermodynamic parameters listed in table 5.1 are given as the inputs. These data
are based on the experimental results, the tube side inlet temperature is lowered down a little bit to
ensure a 2-phase condition for the mixture.

Table 5.1: Inputs for the 2-phase model example

Parameter Unit Value Description
Tt ,i n [◦C] 130.5 tube side inlet temperature
Pt ,i n [bar] 4.32 tube side inlet pressure
wN H3 [kg/kg] 35.9% ammonia mass concentration
ṁt [kg/h] 1.84 tube side mass flow
Tcw,out [◦C] 128.6 shell side outlet temperature
Pcw,out [bar] 5.30 shell side outlet pressure
ṁcw [kg/h] 12.49 shell side mass flow

Together with the geometry of the mini-channel heat exchanger mentioned in table 4.1 and the grid
arrangement of the control volumes, the model can be sufficiently initialized. Fig. 5.1 shows the cell
grid arrangement of the heat exchanger along the axis direction from top to bottom for the current
example. Instead of an even distribution (which then should be a straight line), the sinuous curve
indicates that the control volumes are smaller at the two ends of the heat exchanger and larger in
between, as shown in Fig. 5.2. This is due to the difficulty of determining ammonia molar flux ratio
z and the interface temperature when the quality approaches 0 or 1. Inappropriate control volume
size will cause larger errors for the z value and the interface temperature, and it will finally result in
failure of calculation for the following control volumes. The sinuous distribution guarantees high
calculating precision at the two ends and high calculating speed in between. The total number of
the control volumes for this example is 4000 which is the minimum possible value, lower number
will cause error due to less accurate prediction of the flux ratio z and the simulation cannot process
further, while higher number will take more time to process. Tests showed that the grid arrangement
with smaller control volume distribution had similar results with the current cell grid arrangement.

43
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Figure 5.1: Example result:
cell grid arrangement of the heat exchanger

0 500 1000 1500 2000 2500 3000 3500 4000
0.0E−4

0.5E−4

1.0E−4

1.5E−4

2.0E−4

2.5E−4

3.0E−4

3.5E−4

Control Volume Number  [−]

C
on

tr
ol

 V
ol

um
e 

Le
ng

th
  [

m
]

Figure 5.2: Example result:
control volume length profile

The calculation started from the top side of the heat exchanger and finally the profiles of differ-
ent parameters along the heat exchanger length were obtained. Some of the simulation results are
illustrated in the following paragraphs.
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Figure 5.3: Example result: T–x diagram

The absorption process within the heat exchanger is illustrated in a temperature–concentration di-
agram in Fig. 5.3. The simulation result is similar to what has been predicted in section 3.1 (see Fig.
3.2). The absorption process starts from the 2-phase region, and the mixture temperature decreases
from around 130◦C to 65◦C. It can be observed that the vapor always goes along the dew point curve,
while the liquid goes below the bubble point curve. Due to the fact that there is no heat entering the
vapor bulk flow, and the vapor keeps releasing heat and mass to the liquid bulk through the inter-
face, the vapor can only stay in saturated condition but not superheated condition. For the liquid
bulk, although receiving heat and mass from the vapor bulk, it keeps releasing heat to the cooling
water side through the tube wall, therefore it is reasonable to be in the sub-cooled condition. At the
tube outlet the ammonia–water mixture is still in 2-phase condition, since the liquid concentration
does not reach the total concentration of the mixture.

Fig. 5.4 depicts the temperature profile along the length of the heat exchanger. The results show
that at any local position, the temperatures always follow: Tv > Ti > Tl > Twi > Two > Tcw , which
is similar to what was expected in section 3.1 (see Fig. 3.3). The interface temperature is between
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Figure 5.4: Example result: temperature profile

the vapor and liquid bulk temperatures, it is much closer and sometimes even identical to the vapor
bulk temperature. It indicates that the thermal resistance between the interface and the vapor is
much lower than that between the interface and the liquid. Thus for the simulation it is reasonable
to assume that the thermal resistance on the vapor side can be neglected, as some researchers pre-
viously did. The temperature driving force among vapor, liquid, and cooling water becomes larger
at the beginning and reaches maximum at around 0.3 m, then it becomes smaller till the bottom
of the heat exchanger. It indicates that the heat and mass transfer are remarkable at the beginning,
and attenuate gradually after the first half.
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Figure 5.5: Example result: NH3 molar concentration profile

The ammonia concentrations for different phases and the molar flux ratio z (defined in equation
3.2) profile along the heat exchanger is displayed in Fig. 5.5. The results show that the flux ratio
z is always between the saturated liquid ammonia concentration at the interface (xN H3,l ,i ) and the
vapor bulk ammonia concentration (xN H3,v ). At the beginning it is close to the saturated liquid
concentration and later moves to approach the vapor bulk concentration. This is a typical profile
for condensers or absorbers, as stated in a previous study from Sieres and Fernández-Seara [33].
It can be observed that the vapor bulk ammonia concentration is lower than the saturated vapor
ammonia concentration at the interface (xN H3,v,i ). This is because both the interface and the vapor
bulk are saturated, they are of the same pressure level while the vapor bulk has higher temperature,
thus the ammonia concentration for the vapor bulk is higher. For the liquid phase, the liquid bulk is
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sub-cooled, the results from the simulation shows that its ammonia concentration (xN H3,l ) is always
lower than that of the saturated liquid at the interface. The results are exactly the same as previously
expected in section 3.5.1 (see Fig. 3.5).
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Figure 5.6: Example result: pressure profile
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Figure 5.7: Example result: tube side mass flow profile

Fig. 5.6 shows the pressure level profile on both shell and tube side along the length of the heat
exchanger. Pressure differences caused by friction and the height difference are taken into account
within the simulation. Other causes such as contraction/expansion, and the inlet effect (e.g. dis-
tributors) are not taken into consideration. The result shows reasonable trend of the pressure: for
the tube side, the fluid flows from the top to bottom, thus the pressure decreases along the heat
exchanger from the top; on the other hand, the cooling water flows from the bottom to top, then the
pressure has the opposite trend compared to the tube side. From the simulation results it can be
figured out that the pressure difference between the in- and outlet on both sides are small, or within
0.1 bar.

Vapor and liquid mass flows in one single tube along the length of the heat exchanger is illustrated
in Fig. 5.7. The blue horizontal line is the sum of the two flows, and it is always constant because
there is no additional mass flow entering or leaving along the tube. The results show that the vapor is
absorbed into the liquid quickly at the beginning, and then slows down after around 0.5 m. Possible
reasons will be discussed in the following sections.
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Figure 5.8: Example result: mass transfer coefficient profile
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Figure 5.9: Example result: mass flux through the interface

Fig. 5.8 and 5.9 show the mass transfer coefficients and the mass fluxes through the interface along
the heat exchanger, respectively. The mass transfer coefficients are influenced by the convective dif-
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fusion rate constant which is determined based on heat and mass transfer analogy, as mentioned in
section 3.5.1. The results show that the mass transfer coefficient for the vapor is around 15 mol/m2 s
and does not change much along the heat exchanger, while for the liquid it drops from 30 to around
4 mol/m2 s. The profile for mass transfer coefficient is abstract and it is hard to verify its correctness
by common sense. Therefore the mass fluxes for different components passing through the inter-
face are depicted in Fig. 5.9. It can be observed that the water mass flux is much larger than the
ammonia mass flux at the beginning, it quickly reaches the maximum and then drops since most of
the water has been condensed. Compared to the water, the ammonia mass flux is small at first, it
reaches maximum later and continuously is being absorbed with notable flux. The results indicate
that through this condensation/absorption process, most of the water vapor is quickly condensed
and ammonia vapor is gradually absorbed into the liquid solution. This is reasonable because am-
monia is more volatile than water, thus at the same temperature and pressure, ammonia is more
reluctant to be condensed. It is also notable from the figure that the general flux level of water is
higher than that of ammonia, this is because the ammonia mass concentration is lower than that of
the water, thus the average mass flux for the water should be higher.
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Figure 5.10: Example result: heat transfer coefficient profile
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Figure 5.11: Example result: heat flow profile

The convective heat transfer coefficients for the vapor bulk, liquid bulk, and the cooling water along
the heat exchanger are illustrated in Fig. 5.10. The convective heat transfer coefficient for a certain
fluid (hc ) is determined using equation 3.30, it is influenced by the Nusselt number, the thermal
conductivity and the hydraulic diameter. Simulation result shows that the thermal conductivity
for single-phase fluids (vapor mixture, liquid mixture, and cooling water) vary little along the heat
exchanger. Also due to the low mass flows on both sides, all the flows are laminar, thus the Nusselt
numbers are small constant. The hydraulic diameter of the liquid bulk increases notably at the first
half of the heat exchanger and then becomes stable (see Fig. 5.15), therefore the convective heat
transfer coefficient for the liquid bulk drops dramatically at the beginning from 13000 to around
3000 W/m2 K and then stabilizes. For the vapor bulk and the cooling water, since their hydraulic
diameters do not change much, their convective heat transfer coefficients are quite stable along the
heat exchanger as can be observed in Fig. 5.10.

Fig. 5.11 shows the heat flow through the interface and the tube wall for all control volumes. The
heat transferred through the interface consists of the explicit heat transfer driven by the temperature
difference and the mass transfer based heat. The simulation result indicates that the explicit heat
transfer is so small compared to the mass transfer based heat that it can be neglected. Therefore it
is reasonable to say that the heat transfer is highly influenced by mass transfer phenomena, it can
be proved by comparing Fig. 5.11 with Fig. 5.9, since they have similar profiles. It can be observed
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from Fig. 5.11 that the heat flows through the interface and the tube wall are analogous and the
magnitudes are comparable. At the beginning the heat flow through the interface is a bit higher than
that through the tube wall, at the same time large amount of water and small amount of ammonia is
passing through the interface from the vapor to the liquid bulk. These phenomena make the liquid
film further sub-cooled as can be observed from Fig. 5.3. While after the peak, the mass transfer
becomes less intense, at the same time the heat transfer through the interface is lower than that
through the tube wall. This leads to the fact that the liquid approaches the bubble point curve.

Local logarithm mean temperature difference (LMTD) can be calculated using equation 4.13 when
local temperature profiles are known, the result is depicted in Fig. 5.12. The value quickly increases
from the top side of the heat exchanger and reaches maximum at around 0.3 m, and then keeps
decreasing till the other side of the heat exchanger. This trend can be explained with the help of
the temperature profile in Fig. 5.4. The temperature difference between both sides is small at the
beginning, and becomes much larger with an increasing speed till it reaches a maximum at around
0.3 m of the heat exchanger length. After that the temperature difference decreases, with a high
speed at the beginning and then slows down when the temperature difference is small.
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Figure 5.12: Example result: logarithm mean temperature
difference profile
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Figure 5.13: Example result: overall heat transfer coefficient
profile

Fig. 5.13 illustrates the local overall heat transfer coefficient profile, it is determined by equation
4.19. The result shows that its value does not vary a lot through the whole heat transfer process
along the heat exchanger. The mean value for the current operating condition is around 1500 W/m2

K.

Generally the 2-phase model can give reasonable results as stated above. The model is qualitatively
validated with success since most of the phenomena it predicts are explainable. But also there are
some drawbacks which will be discussed in the following section, and the model should be further
validated quantitatively with experimental results.

5.1.2. DISCUSSION FOR THE 2-PHASE MODEL

The inputs for the example of the model mentioned in table 5.1 are the modified ones from the
experimental data. Because the model cannot start calculation with superheated conditions on the
tube side. For the experiment, the tube inlet is set in superheated condition while the outlet is in
sub-cooled condition. The current 2-phase model is not able to predict the performance of the heat
exchanger in these two conditions. Therefore the model should be extended to cover operating
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conditions when the ammonia–water mixture is in superheated and sub-cooled conditions. With
these extensions the model can be sufficiently validated with the experimental data.

Another problem for the current 2-phase model is that based on the experimental data, the outlet
condition for the tube side has already been sub-cooled, while based on the simulation result, it is
still in the 2-phase region. One possible cause is discussed in the following paragraphs.
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Figure 5.14: Example result: vapor quality profile
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Figure 5.15: Example result: film thickness profile

Fig. 5.14 depicts the vapor quality on the tube side along the heat exchanger. It can be observed that
the quality drops with a stable speed at the beginning. When the quality reaches around 0.2 to 0.15,
the decrease becomes much slower thus the curve becomes much flatter. It indicates that the mass
transfer from the vapor to the liquid becomes weaker, which can be verified by Fig. 5.9. The film
thickness profile along the heat exchanger is illustrated in Fig. 5.15. The result shows that within
the first 0.5 m from the top of the heat exchanger, the film thickness follows a stable increase. While
after that, the increase slows down and the curve becomes much flatter. It is notable that at the tube
outlet, the quality is almost zero, while the film thickness is still far smaller than half of the tube
inner diameter (when fully absorbed, the film thickness should equal to half of the inner diameter
which is 0.25 mm).

The discussion above indicates that the model cannot well predict the film thickness and the mass
transfer phenomenon when the quality becomes low. Recall the method that determines the film
thickness in section 3.5.2, the equations are derived from the Nusselt theory for falling films. Tech-
nically when the falling film is stable inside the tube, the flow pattern for this 2-phase mixture is
annular flow. In reality, with the decrease of quality and the changing of superficial velocities of
the vapor and liquid, the flow pattern will transit from annular to churn, slug, or bubbly flow. Such
transition will enhance both the heat and mass transfer and speed up the pace of absorption and
condensation. When the flow pattern changes, the current equations determining the film thickness
are no longer valid, also different empirical equations and analogies should be applied to define the
momentum, heat and mass transfer. Normally empirical flow pattern maps are used to determine
flow patterns. Unfortunately seldom studies mentioned 2-phase downward flow in mini size tubes,
especially with an ammonia–water mixture. Also various experimental studies conclude that most
flow pattern maps can give reasonable predictions only with specific experimental conditions [45].
Therefore for the current study, the performance of the heat exchanger with flow patterns other than
annular flow is not taken into consideration. Instead, reasonable assumption based on the former
simulation results is applied. Based on the simulation results for different operating conditions, it
can be concluded that the vapor quality curve becomes flatter when the quality reaches between
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0.15 to 0.2. Therefore to skip the modeling of other flow patterns, it is assumed that for the current
2-phase model, when the quality decreases to 0.1, that the ammonia–water mixture is transmitted
into saturated liquid condition. This assumption will be further validated with the experimental
data.

5.1.3. MODEL EXTENSION AND MODIFICATION

As discussed in the previous section, the theoretical model should be extended to cover operating
conditions when the ammonia–water mixture is in superheated and sub-cooled states. These ex-
tensions are developed as sub models which are parallel to the 2-phase model described in Chapter
3. The sub models for superheated and sub-cooled tube side conditions are much simpler since
there is no mass transfer within the single-phase flow.

Two Sub Models: Tube Side Superheated and Sub-cooled Regions

The assumptions declared in section 3.4 are also applied to the current sub models. For single-phase
flows on both sides, heat and momentum transfers are taken into account. Thermodynamic and
transport properties for both shell and tube sides are determined using same models as mentioned
in chapter 3. The pressure drop and the heat transfer coefficient for the shell side are calculated
using the same methods as described in sections 3.5.2 and 3.5.3. For the the pressure drop on the
tube side, the method from the VDI Heat Atlas is used [35]. The pressure drop for the single-phase
fluid in a circular pipe flow is given by:

∆P = ζ l

dt i

ρu2

2
(5.1)

where ζ is the drag coefficient, its value depends on the Reynolds number for the flow within the
tube. For laminar flow, when the Reynolds number is lower than 2300:

ζ= 64

Re
(5.2)

For fully turbulent flow when the Reynolds number is between 3000 to 100000, Blasius equation can
be applied to determine the drag coefficient:

ζ= 0.3164
4
p

Re
(5.3)

When the Reynolds number is in between these two conditions, the drag coefficient can be ex-
pressed as:

ζ= γ ·ζ2300 + (1−γ) ·ζ3000 (5.4)

where

ζ2300 = 64

3000
(5.5)

ζ3000 = 0.3164
4
p

3000
(5.6)

γ= 3000−Re

3000−2300
(5.7)

For the current study the mass flux is quite low, the Reynolds number for the vapor cannot reach
higher than 10000. Therefore conditions for drag coefficient with higher Reynolds number are not
introduced.
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The heat transfer coefficients on the tube side can be determined by applying equations 3.30 to 3.36
mentioned in section 3.5.3. With both shell and tube side heat transfer coefficients known, the heat
transfered from the vapor to the shell through the tube wall can be determined using equation 3.39.
Finally the output thermodynamic properties can be calculated by applying simple momentum,
mass and energy balances to the control volume on both sides. The flow sheet for this certain sub
model is illustrated in Fig. 5.16. When the output quality for the control volume is lower than 1, the
calculation with this sub model stops and the sub model for 2-phase conditions on the tube side
starts.

Initial input values for tube side:

ṁ, T, P, w

Tube side 

thermodynamic and 

transport properties

Tube side pressure 

drop, heat transfer 

coefficient

Initial input values for shell side:

ṁ, T, P

Shell side 

thermodynamic and 

transport properties

Shell side pressure 

drop, heat transfer 

coefficient

Φwall

Momentum, mass, 

energy balances

Output thermodynamic 

properties for both 

shell and tube side

Quality<1
Go to sub model for 

2-phase condition

YES

NO

Figure 5.16: Flow sheet of the sub model when tube side is in superheated condition

The tube side sub-cooled model is built in the same way as the superheated condition sub model
mentioned above.

Other Modifications

A relatively comprehensive model has been developed by combining the three sub models (tube
side superheated, 2-phase, and sub-cooled). Input vapor quality is the key parameter to determine
which sub model to use. As discussed in section 5.1.2, when the quality drops below 0.1, the tube
side is considered to be in the sub-cooled region. A simplified flow diagram for the whole model is
depicted in Fig. 5.17.
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Figure 5.17: Simple flow sheet of the modified model

The input thermodynamic properties are first evaluated. If the quality is higher than one, the sim-
ulation starts from the superheated sub model; if the quality is between 0.1 to 1, it starts from the
2-phase sub model; otherwise it starts directly from the sub-cooled sub model. Each time when
the calculation for one control volume is finished, the output quality would be evaluated to decide
whether the next control volume should be calculated within the same sub model or the next one,
as illustrated in Fig. 5.17. Notice that when switching from the 2-phase sub model to the sub-cooled
sub model, the quality directly changes from q = 0.1 to saturated liquid (q = 0), the energy drop
caused by this sudden transition should be taken into account. The pressure drop during this tran-
sition is neglected, and this amount of energy can be calculated by:

Φtr ansi t i on = ṁv ·h(T,P, q = 1)+ṁl ·h(T,P, q = 0)−ṁt ·h(P, w, q = 0) (5.8)

This amount of energy is also added to the cooling water side in order to determine the shell side
input entering the sub-cooled model. The simulation finally ends when the calculation covers the
whole heat exchange area of the heat exchanger.

5.1.4. RESULTS AFTER MODIFICATION

Shell Side Temperature Profile

After the modification stated above, tests with experimental data have been done to check the va-
lidity of the model. Notable errors appear from the first several control volumes in the 2-phase sub
model and the simulation cannot process further. Investigation on the results show that when the
2-phase sub model starts with saturated vapor condition or with a high vapor quality, accurate suit-
able mass flux ratio z cannot be obtained since the mass balance at the interface (see equation 3.6)
is difficult to fulfill with iterations. Therefore the errors for the parameters z and Ti become huge
and have negative influence on the following calculations. The cause of this problem might be due
to the inner instability of the computation in Matlab caused by the structure of the codings, or the
software cannot precisely predict the physical properties of the ammonia–water mixture when the
quality is approaching unity.

Results from trial and errors indicate that the 2-phase sub model can perform well when the input
quality is not higher than 0.97. To make the model work and to validate the 2-phase sub model with
the experimental data, currently it is assumed that when the ammonia–water reaches saturated
vapor state after processing in the superheated sub model, it enters the 2-phase sub model directly
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with the quality of 0.97. The energy drop in between is calculated and added to the total transfered
heat. The pressure drop in between is neglected, and this amount of energy can be determined by:

Φtr ansi t i on = ṁt ·h(T,P, w)−ṁt ·h(P, w, q = 0.97) (5.9)

This amount of energy is added to the cooling water side to determine the shell side input entering
the 2-phase sub model. One efficient way to validate the performance of the model is to compare
the cooling water temperature profile from the simulation to the experimental data obtained by the
temperature sensors along the shell of the heat exchanger (see Fig. 4.1). Some of the results are
shown in Fig. 5.18.
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(b) ṁcw = 10.0 kg/h, ṁt = 1.45 kg/h
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(c) ṁcw = 12.5 kg/h, ṁt = 1.85 kg/h
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(d) ṁcw = 15.0 kg/h, ṁt = 2.2 kg/h

Figure 5.18: Shell side temperature profile comparison between the experimental data and the simulation result (first
modification)

As mentioned in section 4.2.1, the accuracies of the ten temperature sensors along the shell are
low and no calibration is applied. In all conditions the shell side inlet temperature is around 50◦C
and the outlet temperature is around 130◦C. From the results in Fig. 5.18 it can be observed that
the temperature sensors have lower accuracies when the testing temperature is higher. Also it is
obvious that the performances of the sensors No. 3 and 4 are not satisfactory. But they can give
a qualitative idea about how the profile looks like. As shown in Fig. 5.18, results for four different
specific operating conditions are compared. It can be observed that the 2-phase sub model can
accurately predict the heat exchange process through the 2-phase region within the heat exchanger,
because the slope of the temperature curves are almost identical to each other. The gap between
the superheated sub model and the 2-phase sub model is caused by the sudden transition from
saturated vapor to 2-phase condition with q = 0.97, and the gap between the 2-phase sub model
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and the sub-cooled model is due to the sudden transition between 2-phase condition with q = 0.1
to saturated liquid. The results show a tendency that the higher the mass flow level, the more over-
predicted is the output temperature. Further modifications are needed to improve the prediction of
the performance at the transition area between the first and the second sub models.

Pressure Drop

Fig. 5.19 shows the pressure drop comparison between the experiments and the simulations on
both shell and tube sides. The result on the shell side shows an error of 40%. Actually within the
model only friction caused pressure drop is taken into account, others like distributor caused pres-
sure drop is not simulated in the model. Therefore the pressure drop predicted by the model should
be smaller. But it can be observed that the pressure drop predicted by the model is larger than that
from the experiment. This is due to the over prediction of the friction factor on the shell side. The
prediction of the pressure drop on the tube side is not in good order and with high errors. This is
reasonable because the transition between the first and the second sub models is not well devel-
oped, thus the proportion of the sub-cooled condition is over predicted, as can be seen in Fig. 5.18.
Therefore it is not possible to give a nice prediction for the pressure drop on the tube side. But
the results indicate that the pressure drops on both sides are very small compared to the operating
pressure levels, therefore they can barely influence the accuracy of the heat transfer calculations.
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Figure 5.19: Pressure drop comparison between the experimental data and the simulation result (first modification)

Heat Load

The heat load comparisons between the experimental data and the simulation results on both shell
and tube sides are illustrated in Fig. 5.20. The result on the shell side shows that its relative error is
within 10%. The shell side heat load predicted is always higher than that from the experiments. This
is reasonable because the heat loss from the shell side to the environment is not simulated in the
model, therefore the heat loads on both shell and tube sides are almost identical for the simulations,
while for the experiments the heat load on the shell side is lower. Therefore to validate the heat
load, it is better to compare the one on the tube side. As can be observed from the figure, the model
predicts the heat load on the tube side with high accuracy, the relative error is lower than 3%. The
results indicate that the model can perfectly predict the heat load of the heat exchanger.
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Figure 5.20: Heat load comparison between the experimental data and the simulation result (first modification)

5.1.5. FURTHER STUDY OF THE TRANSITION BETWEEN THE FIRST AND THE SECOND SUB

MODEL

Although the current model can perfectly predict the heat load of the mini-channel heat exchanger,
the sudden transition between the first and the second sub models makes the model unable to
predict the performance in between the region as can be seen in Fig. 5.18. In this section the model
is further discussed and reasonable assumptions are applied to modify the simulation process.

As previously mentioned, the gap between the first and the second sub model in Fig. 5.18 is caused
by the sudden transition from saturated vapor to 2-phase condition with q = 0.97. Since the 2-
phase sub model cannot predict the performance in between the gap, the heat transfer and pressure
drop along the gap is roughly estimated using the superheated sub model. It is assumed that the
heat transfer is directly between the vapor and the cooling water through the tube wall without
considering the liquid film when the quality is between 97% and unity.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
50

60

70

80

90

100

110

120

130

Position  [m]

T
em

pe
ra

tu
re

  [
de

gr
ee

 C
el

si
us

]

 

 
m

t
=1.00kg/h

m
t
=1.05kg/h

m
t
=1.10kg/h

(a) ṁcw = 7.5 kg/h

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
50

60

70

80

90

100

110

120

130

Position  [m]

T
em

pe
ra

tu
re

  [
de

gr
ee

 C
el

si
us

]

 

 
m

t
=2.10kg/h

m
t
=2.20kg/h

m
t
=2.30kg/h
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Figure 5.21: Shell side temperature profile (experimental data)

Besides the gap, there is another issue within the superheated region. Fig. 5.21 shows the experi-
mental results for the shell side temperature profile along the heat exchanger. It can be observed
that when the shell side mass flow is fixed, tiny increase of the tube side mass flow will notably pro-
long the superheated region. The model should be tested with reasonable modification to study this
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phenomenon.

The prolongation of the heat exchange area for the superheated phase is caused by weakened heat
transfer. When mass flow on the shell side is fixed and the tube side mass flow is varied, to simplify
the simulation, it can be assumed that the Nusselt number on the shell side is always constant (3.66
for constant temperature). While for the tube side it varies with different mass flows (3.66 multi-
plied by a factor). The Nusselt number on the tube side is determined by trial and error, and the
experimental data for the shell side temperature profile are used to validate the model.

Fig. 5.22 shows some of the simulation results after modification of the Nusselt number on the tube
side, and comparison with the experimental data. The simulations show a nice accordance with the
experimental results since the trends of the curves are almost identical.
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(a) ṁcw = 10.0 kg/h, ṁt = 1.45 kg/h
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(b) ṁcw = 12.5 kg/h, ṁt = 1.85 kg/h
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(c) ṁcw = 15.0 kg/h, ṁt = 2.2 kg/h
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Figure 5.22: Shell side temperature profile comparison between the experimental data and the simulation result (second
modification)

Pressure drop and heat load comparison between the experimental data and the simulation results
after modification are illustrated in Fig. 5.23 and 5.24, respectively. The figures show that the shell
side pressure drop prediction and the heat load predictions on both sides are similar to those results
from the model after the first modification. The prediction for the pressure drop on the tube side
becomes better and most of the errors are within 50%. Also it is reasonable that the pressure drop
predicted by the simulation is lower than the experimental data, because only pressure drop caused
by friction is taken into account in the model.
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Figure 5.23: Pressure drop comparison between the experimental data and the simulation result (second modification)
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Figure 5.24: Heat load comparison between the experimental data and the simulation result (second modification)

The tube side Nusselt numbers in the superheated region during the simulations are determined by
trial and error. It would be good to have an idea about what is the key factor that influences the heat
transfer. Nefs [9] in his study concluded that the hydrodynamic instabilities caused temperature and
pressure fluctuations and would lead to a poor heat transfer performance. The pressure fluctuations
are also observed in the current experiments as shown in Fig. 4.4. The pressure on the shell side is
quite stable, while on the tube side it is always fluctuating with certain frequency and amplitude.
Therefore the frequency and amplitude data of the tube side pressure fluctuation are collected and
they are compared to the Nusselt number factor. The results are listed in table 5.2. The Nusselt
number factor is defined as:

FNu = Nut

3.66
(5.10)

where 3.66 is the Nusselt number for tubular laminar flow when the wall temperature is constant.

As can be derived from the table: when the shell side mass flow is fixed, the Nusselt number on
the tube side for the superheated sub model decreases with the increase of the tube side mass flow.
This is caused by stronger tube side pressure fluctuation indicated by its higher amplitude and fre-
quency; for all the optimum operating conditions, the higher the mass flows, the higher the cor-
responding tube side Nusselt number. However the tube side pressure fluctuation does not show
clear regularities.
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Table 5.2: Effect of the pressure fluctuations

ṁcw [kg/h] ṁt [kg/h] Nu FNu amp. [bar] freq.
17.5 2.70 1.85 0.51 0.17 0.056

2.60 (opt.) 3.77 1.03 0.11 0.032
2.50 7.32 2.00 0.06 0.028

15.0 2.30 1.57 0.43 0.16 0.043
2.20 (opt.) 1.94 0.53 0.08 0.036
2.10 5.49 1.50 0.07 0.010

12.5 1.90 1.31 0.36 0.23 0.039
1.85 (opt.) 1.61 0.44 0.13 0.032
1.80 2.53 0.69 0.07 0.023

10.0 1.50 1.32 0.36 0.22 0.037
1.45 (opt.) 1.35 0.37 0.27 0.022
1.40 2.23 0.61 0.12 0.020

The tube side Nusselt numbers for superheated conditions for different operating conditions can be
qualitatively explained using the experimental data, however it is difficult to quantitatively predict it
by applying the amplitude and frequency of the pressure fluctuations. This is due to the fact that the
amplitude and frequency are roughly estimated since sometimes the experimental results does not
show very good regularity or it is not stable enough. Therefore the accuracies of the amplitude and
the frequency are not good enough. The second reason is that the tube side Nusselt numbers shown
in table 5.2 are determined by comparison with the experimental result for the temperature profile
along the shell, which is of low accuracy. The third reason is that the sample size of the experiments
is small, there are not enough data to get quantitatively analyzed.

5.2. VALIDATION FOR CO2–NH3–H2O THERMODYNAMIC MODELS

Experimental data from the CO2–NH3–H2O/water experiment can be applied to validate the ther-
modynamic models for the CO2–NH3–H2O mixture mentioned in section 2.2. Currently two param-
eters of the mixture can be roughly validated: the enthalpy and the density.

The enthalpy can be indirectly validated by comparing the heat loads on both sides of the heat
exchanger. The shell side heat load can be calculated by:

Q̇cw = ṁcw · (hcw,out −hcw,i n) (5.11)

The value of the cooling water mass flow is directly attained from the experimental data; the en-
thalpy of the cooling water is calculated using RefProp. It is determined by the local temperature
and pressure, which can be obtained from the experimental data. Similarly, the tube side heat load
can be determined by:

Q̇t = ṁt · (ht ,i n −ht ,out ) (5.12)

The enthalpy of the mixture can be calculated using the thermodynamic models from Darde [11],
Que and Chen [14], or the new fit from Gudjonsdottir and Infante Ferreira [7]. These models are
available in the commercial software Aspen Plus. The enthalpy is determined by the local tempera-
ture, pressure and the composition of the mixture. The temperature and pressure can be obtained
from the experimental data, and the composition follows the data listed in table 4.6. The result of
the heat load comparison between these three models are depicted in Fig. 5.25. The heat load on the
tube side should be large since there is heat loss from the shell side to the environment. The amount
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of the heat loss is difficult to determine, here refer to the ammonia–water/water experiment results
(Fig. 4.15), where it is concluded that the tube side heat load is higher and that the relative error
between the two heat flows is within 5%. The result in Fig. 5.25 shows that the tube side heat load is
higher and the error is around 10% (red dashed lines are ±5%, red dotted lines are ±10%), the result
is satisfactory. The enthalpy difference values predicted by the three models are almost identical.
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Figure 5.25: Heat load comparison between different models
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Figure 5.26: Density comparison between different models

The flow meter installed after the pump can give back its local temperature and density values. They
can be applied to validate the density calculated from the thermodynamic models. Similar to the
determination of enthalpy stated above, the density can also be calculated in Aspen Plus with the
3 models by providing local temperature, pressure and composition. The results are illustrated in
Fig. 5.26. It can be observed that the prediction from Darde’s model is much lower than the experi-
mental data, while the prediction by the models from Gudjonsdottir and Infante Ferreira, Que and
Chen are almost identical and they are closer to the experimental data. The gap between the ex-
perimental data and the model prediction can be caused by various reasons, besides the inaccuracy
of the thermodynamic model, the accuracy of the mixture composition is hard to determine. The
composition data mentioned in table 4.6 is tested using scales, and it is quite difficult to accurately
control the mass going into the system. Therefore it is not possible to quantitatively estimate the
accuracy of the thermodynamic models’ predictions, but at least it can be concluded that the model
from Darde predicts density with lower accuracy. One other aspect can be obtained from the result
is that the models predicted that the density decreases with the increasing temperature, while the
experimental data do not show such trend. This is because the pressure also influences the den-
sity. The results from the experiments indicate that the pressure influence on the density is notable,
while the result from the models show that the influence of the pressure is negligible.





6
CONCLUSIONS AND RECOMMENDATIONS

6.1. CONCLUSIONS

One main objectives of this study is to develop a theoretical model to predict the performance of
the ammonia–water absorption process within a certain multi-tube mini-channel heat exchanger,
and to perform experiments to validate the model. The results obtained from the theoretical model
and the corresponding experiments lead to the following conclusions:

• Annular flow pattern is dominant on the tube side through the absorption process. Falling
film theory is applied in the model. It is assumed that a smooth film is formed along the inner
tube wall of the heat exchanger, and its local thickness can be calculated based on the ana-
lytical solution of the Nusselt theory. Therefore the flow pattern on the tube side is assumed
to be annular flow. The simulation and experimental results indicate that annular flow pat-
tern dominates along this absorption process. However when the vapor quality is low, the
film thickness prediction is not accurate and the heat/mass transfer intensity becomes weak.
Therefore it can be concluded that when the vapor quality is low, the flow pattern may transit
from annular flow to other flow patterns thus to enhance the transfer phenomena.

• The 2-phase model can predict the absorption process well. The two-phase model gives local
values along the heat exchanger for various thermodynamic and transport parameters. The
results show that during the absorption process, most of the water vapor is first quickly con-
densed into liquid phase, while the ammonia vapor is comparatively slowly absorbed into the
solution with a delay. Between the vapor and the liquid phase of the mixture, heat transfer
due to condensation (mass transfer from vapor to liquid) dominates. Explicit heat transfer
caused by temperature driving force can be neglected.

• The completed model after first modification can perfectly predict the heat load of the heat
exchanger and the absorption process in the 2-phase region. To make the experimental data
available for validation, the theoretical model is extended to include two sub models to pre-
dict the performance of the heat exchanger when the mixture is under superheated or sub-
cooled conditions. The extended model shows perfect agreement with the experimental re-
sults for the temperature profile in the 2-phase region and for the heat load. While the pres-
sure difference on the shell side is over predicted, this can be caused by overestimation of the
friction factor on the shell side. The pressure difference on the tube side cannot be reasonably
predicted due to the fact that the gaps between the superheated and 2-phase, and between
the 2-phase and sub-cooled regions are not well defined.

61
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• The heat transfer performance for the superheated region of the ammonia–water mixture at
the inlet of the tube is further studied. Result shows that instead of being a constant (3.66),
the tube side Nusselt number is sensitive to the tube side mass flow. This can be related to
the hydrodynamic instabilities on the tube side. By investigating the relation between the
tube side Nusselt number and the corresponding pressure fluctuation, it can be concluded
that they have some kind of inner relations with each other. But due to lack of abundant
experimental data and the high uncertainty of the current data, the relation is remained to be
discovered.

Another main objective of the current study is to experimentally compare the performances of the
absorption process between using ammonia–water and CO2–NH3–H2O mixture as a working fluid.
The experimental results lead to the following conclusions:

• Adding CO2 to the ammonia–water mixture dramatically increases the operating pressure
level on the tube side. Small amount of CO2 (2.1% percent by mass) is directly added to the
system after the ammonia–water/water experiments. The results show that when operated
at the same temperature level, this small amount of CO2 added causes huge increase for the
tube side pressure. This high pressure leads to a low vapor quality at the tube inlet and a
higher tube side mass flow, which indicates a lower COP for the heat pump cycle.

• Adding CO2 directly will lead to higher (though limited) heat load on the shell side on sacri-
fice of a better temperature distribution. When operated in optimum condition, higher outlet
temperature for the cooling water can be obtained for the CO2–NH3–H2O/water experiment
than for the ammonia–water/water experiments. But the logarithm mean temperature differ-
ence is higher since the temperature distributions become worse.

• Attempts have been tried to lower down the operating pressure level in order to make the ex-
periments more comparable. It shows prospective results when the pressure level is lower.
However the operating condition becomes unstable after the third time draining. Experimen-
tal results with the opposite flow direction indicate that the instability might be caused by the
configuration of the heat exchanger. Upward flow on the absorption side is more stable, while
the heat flow on the shell side becomes worse.

• The operating status for the CO2–NH3–H2O/water experiment is less stable than the ammonia–
water/water experiment. The pump works with difficulty to perform constant mass flow, es-
pecially for higher mass flows. This indicates that the CO2–NH3–H2O solution is not very sta-
ble, and it is very possible to have CO2 desorbed at the pump even at very low temperatures
and pressures. Therefore compared to ammonia–water, the CO2–NH3–H2O mixture is much
less stable and it might be a problem in practical systems.

The last main objective is to validate the CO2–NH3–H2O thermodynamic models with the obtained
experimental data. The conclusions are as follows:

• The enthalpy is indirectly validated by the heat load calculated based on the experimental
data. The results show acceptable agreement with all three different thermodynamic models.

• The density is directly validated from the experimental data. The result indicates that the
models from Gudjonsdottir and Infante Ferreira, Que and Chen predict the density with better
accuracy than the model from Darde.
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6.2. RECOMMENDATIONS

According to the results and conclusions from the current work, a number of recommendations can
be derived for further study:

• Other flow patterns should be modeled to predict the performance of the 2-phase flow when
the vapor quality is low. The current study shows that annular flow is dominant but it fails at
lower vapor qualities. Other flow patterns such as plug flow, slug flow, and bubbly flow may
occur for the 2-phase flow before it is fully condensed. These flow patterns and their transition
conditions should be further studied and simulated.

• A better model to predict the pressure drop on both sides is needed. Causes other than fric-
tion should be taken into account. Computational fluid dynamic methods may be applied to
simulate the flow field within the mini-channel.

• Experiments with visual observations should be developed to better understand the flow pat-
terns within the mini-size tubes. Currently there are no appropriate flow pattern maps which
can predict the 2-phase downward flow for ammonia–water mixture in mini-size channels.
Relative experimental studies should be done to develop a flow pattern map for practical use.
Also visual results can be used to validate the film thickness predicted by the simulation.

• Experimental results covering more operating conditions are needed to further study the weak-
ening of heat transfer caused by hydrodynamic instabilities and to further validate the ther-
modynamic models of the CO2–NH3–H2O mixture.

• Pressure control facilities (e.g. compressors) should be installed in the system to fix the pres-
sure level on the mixture side. These results between the CO2–NH3–H2O/water experiment
and ammonia–water/water experiments can be made comparable. If possible, a setup with
a complete CRHP cycle should be established to better study the influence of adding CO2 to
the ammonia–water mixture on the performance of the CRHP cycle.
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A.1. EXPERIMENTAL DATA FOR WATER/WATER EXPERIMENTS

Both shell and tube sides are filled in with water, the experimental data are listed below.

Table A.1: Experimental data for water/water experiments

# Side ṁ [kg/h] Ti n [◦C] Tout [◦C] Pi n [bar] Pout [bar] Q̇ [W]
01 Shell 2.50 60.82 111.41 6.25 6.19 147.6

Tube 10.00 111.61 96.76 8.42 8.43 174.0
02 Shell 5.00 64.32 111.56 6.49 6.42 275.7

Tube 10.00 111.96 86.76 8.85 8.86 294.9
03 Shell 7.50 65.68 111.24 6.62 6.54 398.9

Tube 10.00 111.94 76.91 9.24 9.25 409.4
04 Shell 9.99 65.30 110.43 6.97 6.89 526.7

Tube 9.99 111.68 68.90 10.34 10.35 499.3
05 Shell 12.49 63.32 103.50 8.95 8.87 585.4

Tube 9.99 110.91 64.79 13.99 14.00 537.8
06 Shell 14.99 61.68 97.50 9.12 9.03 625.9

Tube 9.99 111.56 62.51 13.36 13.37 572.0
07 Shell 17.49 59.64 91.93 8.76 8.66 657.6

Tube 9.99 111.55 60.24 12.35 12.36 598.3
08 Shell 19.99 57.50 86.96 6.51 6.40 685.6

Tube 9.99 111.42 58.02 10.95 10.95 622.5
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A.2. EXPERIMENTAL DATA FOR AMMONIA–WATER/WATER EXPERIMENTS

Ammonia–water mixture flows on the tube side, water flows on the shell side.

Table A.2: Experimental data for ammonia–water/water experiments

# Side ṁ [kg/h] Ti n [◦C] Tout [◦C] Pi n [bar] Pout [bar] Q̇ [W]
01 Shell 5.00 50.88 126.78 4.15 4.09 443.5

Tube 0.70 129.59 50.76 3.78 3.74 450.6
02 Shell 5.00 50.63 127.11 4.24 4.17 447.1

Tube 0.71 132.00 50.69 3.82 3.75 458.4
03 Shell 5.00 50.87 127.88 4.30 4.24 450.1

Tube 0.72 132.00 52.00 3.92 3.84 462.7
04 Shell 7.50 50.05 122.44 4.22 4.15 633.8

Tube 0.99 131.32 50.11 3.73 3.71 639.4
05 Shell 7.50 49.72 125.91 4.73 4.66 667.5

Tube 1.05 130.99 49.91 3.84 3.79 678.3
06 Shell 7.50 50.01 128.26 4.79 4.72 685.7

Tube 1.09 134.02 55.02 4.06 3.95 704.6
07 Shell 9.99 50.11 127.24 4.86 4.78 901.0

Tube 1.40 135.35 50.24 4.00 3.93 908.3
08 Shell 9.99 50.09 127.82 5.05 4.98 908.1

Tube 1.44 131.91 51.63 4.10 3.99 934.2
09 Shell 9.99 49.73 130.37 5.35 5.27 942.5

Tube 1.50 136.90 55.72 4.33 4.22 963.1
10 Shell 12.49 48.41 127.57 5.34 5.26 1155.9

Tube 1.80 137.71 48.77 4.09 4.00 1174.0
11 Shell 12.49 49.02 129.62 5.39 5.30 1177.1

Tube 1.84 137.84 49.87 4.31 4.19 1203.2
12 Shell 12.49 49.11 130.21 5.51 5.43 1184.5

Tube 1.90 134.04 55.09 4.45 4.32 1219.1
13 Shell 14.99 49.64 125.76 5.21 5.13 1333.4

Tube 2.10 131.26 49.82 4.16 4.09 1358.5
14 Shell 14.99 49.57 128.93 5.62 5.53 1390.8

Tube 2.20 134.09 50.04 4.33 4.20 1426.2
15 Shell 14.99 49.57 131.51 5.86 5.77 1436.6

Tube 2.30 137.99 56.80 4.64 4.47 1476.2
16 Shell 17.49 47.77 125.91 5.33 5.24 1596.9

Tube 2.50 132.37 47.95 4.15 4.06 1625.8
17 Shell 17.49 46.91 128.28 5.57 5.47 1663.2

Tube 2.60 133.95 47.26 4.35 4.23 1694.9
18 Shell 17.49 47.90 130.81 5.89 5.80 1695.4

Tube 2.70 134.57 53.24 4.60 4.40 1740.3
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A.3. EXPERIMENTAL DATA FOR CO2–NH3–H2O/WATER EXPERIMENTS

CO2–NH3–H2O mixture flows on the tube side, water flows on the shell side.

Table A.3: Experimental data for CO2–NH3–H2O/water experiments

# Side ṁ [kg/h] Ti n [◦C] Tout [◦C] Pi n [bar] Pout [bar] Q̇ [W]
01 Shell 5.00 50.59 88.37 2.91 2.84 219.81

Tube 0.72 132.46 51.88 7.42 7.38 –
02 Shell 5.00 50.95 126.46 4.27 4.20 441.35

Tube 2.00 131.81 58.91 8.88 8.83 –
03 Shell 5.00 50.82 131.31 4.39 4.32 470.77

Tube 2.10 132.46 58.51 8.89 8.83 –
04 Shell 7.50 50.04 83.60 2.95 2.89 292.75

Tube 1.06 130.73 52.93 7.50 7.45 –
05 Shell 7.50 50.33 128.79 4.96 4.89 687.62

Tube 3.31 131.50 58.14 9.26 9.21 –
06 Shell 7.50 50.10 130.08 4.98 4.91 701.10

Tube 3.37 131.36 58.43 9.30 9.23 –
07 Shell 9.99 50.54 87.61 3.31 3.23 431.25

Tube 1.46 134.26 54.45 8.06 8.03 –
08 Shell 9.99 50.13 131.41 5.53 5.47 949.90

Tube 4.20 134.51 53.76 9.48 9.53 –
09 Shell 9.99 50.21 133.41 5.64 5.56 972.81

Tube 4.51 134.30 54.75 9.84 9.76 –
10 Shell 5.00 50.90 112.10 3.62 3.55 356.95

Tube 1.50 132.36 55.60 8.58 8.54 –
11 Shell 5.00 51.00 117.86 3.83 3.76 390.23

Tube 1.71 132.31 55.74 8.75 8.71 –
12 Shell 5.00 51.05 123.03 4.01 3.95 420.38

Tube 1.91 132.25 57.21 8.87 8.82 –
13 Shell 5.00 50.93 129.66 4.35 4.28 460.27

Tube 2.09 132.52 58.45 9.12 9.08 –
14 Shell 5.00 50.66 130.29 4.69 4.63 465.65

Tube 2.30 132.69 63.49 9.20 9.15 –
15 Shell 5.00 50.97 130.41 4.91 4.85 464.42

Tube 2.48 132.41 73.30 9.24 9.18 –
16 Shell 5.00 51.19 130.69 4.82 4.75 464.87

Tube 2.70 132.49 80.28 9.33 9.27 –
17 Shell 5.00 51.17 92.09 3.11 3.05 238.16

Tube 0.71 132.57 52.61 6.96 6.94 –
18 Shell 5.00 51.02 122.21 4.14 4.07 415.74

Tube 1.50 132.91 56.09 7.65 7.62 –
19 Shell 5.00 51.13 129.50 4.47 4.41 458.22

Tube 1.70 132.77 55.91 7.66 7.62 –
20 Shell 5.00 51.21 107.86 3.56 3.50 330.31

Tube 0.71 132.83 53.24 5.72 5.67 –
21 Shell 5.00 51.06 131.92 4.95 4.88 472.93

Tube 1.49 132.72 66.38 6.55 6.49 –
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