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Summary 
 
In this study, we present a history matching framework for oil production forecast based on synthetic and real 

production data developed using the stochastic Discrete Well Affinity (DiWA) model. With the increase in the 

complexity of the geological model and the uncertainty in the geological data, it becomes more difficult 

(sometimes infeasible) to conduct model inversion and production based on conventional technique. To address 

this problem, we proposed a stochastic DiWA model with unstructured low-resolution mesh to represent the 

location of wells and reservoir fluid dynamics. With this method, we can efficiently train the forward model based 

on production data and a stochastic ensemble of property realization. The performance of forward evaluation 

benefits from the Operator-Based Linearization (OBL) technique and the adjoint method for gradient calculation. 

Before the model training, a large ensemble size of stochastic DiWA models is generated based on the 

permeability statistics of the real reservoir, and those models are then filtered using the misfit between the true 

production data and the DiWA model response. The filtered models have the best fit with the production history 

of the real reservoir, while they also contain the basic geological information of the real field. The proposed 

method is tested first on a synthetic data ensemble for production forecast and then applied to a real field. Based 

on real observations, we use the DiWA model for data quality diagnostic and identify certain flaws in the collected 

data and model assumptions. Based on these findings, the original assumptions and data observations have been 

adjusted and the resulting DiWA model was successfully trained. The prediction quality of the trained DiWA 

model is comparable to conventional simulation techniques based on detailed geological models and has the 

advantage of a much more efficient and faster ability to update and maintain the subsurface model when 

continuous updates in production data become available. This study shows that the proposed method can provide 

the history matching results with high accuracy and low computational costs. Furthermore, the performance of 

the stochastic DiWA model can be further improved using more comprehensive and geologically constrained 

initial and boundary conditions. 

 

 

 



Introduction

With the increasing demand for efficient reservoir simulation, various methods are developed to reduce
computational costs. At the same time, more and more complex and intricate geological structures and
models are introduced to achieve a higher accuracy of the simulation results. However, balancing the
accuracy and the efficiency is not a trivial work, as the utilization of the complex and high-resolution
model may cause a rapid increase in the computational efforts. This conclusion is also valid for con-
ducting model inversion and forecast.

Many approaches can be applied to reduce the computational cost. The upscaling method is one of the
most often used approaches to reduce the degrees of freedom of the simulation problem (Durlofsky,
2005). The idea of the upscaling method is to replace the high-resolution model with the low-resolution
mesh while constraining the model simulation error into an acceptable range. The multi-scale method
introduces a concept of basis function, which helps to communicate between the simulation results on
the coarse grid and the high-resolution grid (Jenny et al., 2003). The reservoir simulation, which is the
most time-consuming part of the computation, is now performed on the coarse grid. The results on the
high-resolution grid are then reconstructed based on the basis functions. Tian et al. (2021) proposed
a data-driven Discrete Well Affinity (DiWA) model that is calibrated and driven by observation data.
The mesh grid used in the DiWA model is very coarse, and it can be constructed only based on limited
geological information.

The data-driven method is usually applied when the geological information of the reservoir is not suffi-
cient and the amount observation data is large. It involves low degrees of freedom of the proxy model
which is sufficient to represent a real reservoir response after a certain proxy model training. For exam-
ple, the capacitance/resistance model (Albertoni and Lake, 2003) use relatively low degrees of freedom
of the proxy model to represent the reservoir. The flow-network model decouples the full 3D flow into
a set of 1D finite-difference reservoir models to reduce the computational costs (Lerlertpakdee et al.,
2014). Zhao et al. (2015) proposed the interwell numerical simulation model (INSIM) and it is later
extended to the interwell numerical simulation model with front-tracking (INSIM-FT) for 3D multilayer
reservoirs (Guo et al., 2018).

Once the objective function of the data-driven model is constructed, it is essential to find the optimum
efficiently and accurately. For the selection of optimization methods, it can be either gradient-based or
gradient-free algorithms. We will only discuss the gradient-based algorithms in this study, considering
that the gradient-free algorithms often have a limited speed of convergence.

If the gradients are calculated numerically in gradient-based method, it can be very time-consuming as
a large amount of forward simulation runs are needed to get the partial derivatives with respect to each
model control variable. Moraes et al. (2017) pointed out that it is possible to generate unreasonable
gradients when perturbation of control variables is not compatible for a given optimization problem. In
any case, the adjoint method is a good choice to evaluate the gradients because of its high efficiency
and accuracy. The idea of adjoint method is combining the objective function and the reservoir gov-
erning equations by introducing an extra Lagrange multiplier, while this procedure does not change the
stationary point of the original objective function (Jansen, 2011).

Tian et al. (2021) implemented the adjoint method within the Delft Advanced Research Terra Simulator
(DARTS). The adjoint gradients have been first tested on two large ensembles of fluvial models, and
then applied on proxy model for Brugge field for model training and forecast. Later, adjoint gradients
allowed to develop stochastic Discrete Well Affinity (DiWA) data-driven physics-based proxy model.

In this study, we will use the stochastic DiWA framework for data quality diagnostic and production
forecast. The reliability and the accuracy of the stochastic DiWA model has been shown on the synthetic
Brugge model (Tian and Voskov, 2022). The application of stochastic DiWA model to a real oil field is
demonstrated in this study. The model training are based on the coarse mesh grids and production data.
Several training attempts are conducted for the field data quality diagnostic. After each diagnostic, the
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corresponding corrections are applied to the model to improve the training results. These corrections in-
clude connection of an active aquifer to the model, adjustment of the initial water saturation, elimination
of the abnormal data points, re-scaling the weights of depletion and flooding periods, and correcting of
boundary conditions. With the diagnostics and the corrections, we conduct a final training that considers
the depletion and flooding periods. The results indicate that stochastic DiWA model framework is able
to fit the field production data and forecast the production rates with high accuracy and efficiency.

Forward modeling formulation

In this section, we will explain more details about the Delft Advance Research Terra Simulator (DARTS)
framework. The OBL technique is implemented in DARTS to facilitate and accelerate the calculations of
the complex physics and the Jacobian assembly. Next, we will present the formulation of the governing
equations and the operator-based linearization procedure of these governing equations.

The governing equations describing conservation of mass in discrete form utilize the finite-volume
method and the backward Euler approximation for spatial and temporal approximation, respectively.
The discrete form of governing equations for component c can be written as:

gc =V

(φ ∑
j

xc jρ js j

)n+1

−

(
φ ∑

j
xc jρ js j

)n
−∆t ∑

l∈L

(
∑

j
xl

c jρ
l
jT

l
j ∆ψ

l

)
+∆t ∑

j
xc jρ jq j = 0, (1)

where φ is the porosity, xc j is the mole fraction of component c in phase j, s j is the phase saturation, ρ j is
the phase molar density, V is the control volume, L is the interface between two neighboring grid blocks.
In addition, ∆ψ l is the pressure difference of two neighboring grid blocks, T l

j is phase transmissibility
defined at the interface L, q j is the source/sink term of phase j. For simplicity, the capillary effect is
neglected. Another assumption is that the instantaneous thermodynamic equilibrium is chosen to close
the system.

To implement the operator-based linearization on Equation (1), a new notation ωωω is introduced to wrap
up the physcial state variables [p,zc]. Apart from the physical state variables ωωω , the rest of variables
are collected and defined as ξξξ and www, which are the notations wrapping up the spatial-related variables
(e.g. permeability, porosity, etc.) and well-related variables (e.g. BHP controls, rate controls, etc.),
respectively. Now, with the introduction of ωωω , ξξξ , and www, Equation (1) can be re-written as (Voskov,
2017):

gggc(ξξξ ,ωωω,www) =V (ξξξ )φ0(ξξξ )(αc(ωωω)−αc(ωωω
nnn))−∆t ∑

l
β

l
c(ωωω)T ab(ξξξ )(pb − pa)+θc(ξξξ ,ωωω,www) = 0, (2)

where

αc(ωωω) = (1+ cr(p− p0))
np

∑
j=1

xc jρ js j, (3)

βc(ωωω) =
np

∑
j=1

xc j
kr j

µ j
ρ j, (4)

θc(ξξξ ,ωωω,www) = ∆t
np

∑
j=1

xc jρ jq j(ξξξ ,ωωω,www), (5)

cr is the rock compressibility, φ0 is the original porosity, p0 is the reference pressure, T ab is the trans-
missibility between cell aaa and bbb, ωωω and ωωωn are physical state unknowns at the current and the previous
timestep, respectively.

As it can be seen from Equation (2), αc and βc are only dependent on ωωω . This indicates that when
assembling the residuals and the Jacobian, αc and βc can be adaptively computed at uniform grid in
parameter space ωωω and approximated using multilinear interpolation (Khait and Voskov, 2018). This
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technique reduces routine computation of complex nonlinear physical properties which often includes
solution of various nonlinear equations (e.g., multiphase flash). The interpolation technique applied in
OBL method can cause some inaccuracy but at the same time, it largely reduces the computational time
required in simulation. To balance the accuracy of the physics and the performance of the simulator, an
appropriate OBL space resolution should be selected. More discussions about this topic can be found in
Voskov (2017).

History matching and adjoint gradients formulation

Before doing the production forecast, a history matching of reservoir simulation should be conducted.
The history matching problem aims to reduce the difference between the observation data and the model
response. The first step of conducting history matching is the construction of the objective function.
Generally, the well rate and BHP are the most available data for an oil field, because there are plenty
of production data recorded in the course of oil field development. Therefore, the well rate and BHP
data can be encapsulated into the objective function for history matching. The expression of objective
function reads:

J(ωωω,uuu,www) = (G(ωωω,uuu,www)−dobs)
T C−1

D (G(ωωω,uuu,www)−dobs) , (6)

where J denotes the objective function, G is the model response, uuu is the model control variables, dobs
represents the observation data (i.e. well rate or BHP data), and C−1

D is the inverse of the diagonal matrix
about measurement error. History matching problem aims to minimize the value of the objective function
by adjusting the values of model control variables uuu. These model control variables are explained in the
next section.

Model control variables

In this study, three types of variables are selected to be the model control variables in history matching:
transmissibility, well index, and rock-fluid interaction parameters. Their definitions relate to reservoir
geological properties, well properties, and reservoir fluid properties, respectively. Note that the magni-
tude of different types of model control variables can be highly different. For example, the magnitude
of transmissibility is usually larger than 100, while in rock-fluid interaction relations the connate wa-
ter saturation and residual oil saturation are less than 0.49. This may result in a very bad optimizer’s
performance. It is therefore essential to scale different types of model control variables in reasonable
ranges of values. There are no strict rules to define a "reasonable" value range of the model control
variables. Generally, scaling these model control variables in the range of (0, 1) is suitable for the exist-
ing optimization algorithms. We will also apply this scaling strategy to transmissibility, well index, and
rock-fluid interaction parameters.

Based on prior information about the permeability, the initial guess for transmissibility of interface can
be evaluated as:

T ab = c
(

γaγb

γa + γb

)
, γi = A

ki

Di
, (7)

where c is the unit conversion coefficient, A is the interface area, D is the distance from the pressure node
to the interface along the line connecting two pressure nodes, k is the permeability, and the subscript
i denotes the cell index. The transmissibility control variables can therefore be initialized based on
Equation (7). Moreover, the gradients of objective function with respect to transmissibility control
variables will be calculated by using adjoint method, which highly improves the calculation efficiency
with two to three orders of magnitude improvement in comparison to numerical gradients.

Similar relationships can be applied for well index evaluation using modified Peaceman formula (Peace-
man, 1983):

T w = c
2π∆z

√
kxky

lnro/rw +S
. (8)

Apparently, Equation (8) is not applicable in unstructured grid for calculating the well index. However,
this equation can still be utilized to provide initial guess for well indexes. The gradients of objective
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function with respect to well index will also be prepared by the adjoint method.

Finally, rock-fluid interaction control variables should define fluid properties using Brooks-Corey corre-
lations:

kro = ke
ro (1−S∗w)

no , (9)

krw = ke
rw (S

∗
w)

nw , (10)

S∗w =
Sw −Swc

1−Swc −Sor
. (11)

where S∗w is the normalized water saturation; krw is the water relative permeability; ke
rw and ke

ro are the
endpoint relative permeability of water and oil, respectively; nw and no are the exponents of water and
oil, respectively; Sw is the water saturation; Swc is the connate water saturation; Sor is the residual oil
saturation. To control physical properties in the governing equations, we only need the following six
variables as the rock-fluid interaction control variables:

{Sor, Swc, no, nw, ke
rw

ρw

µw
, ke

ro
ρo

µo
}. (12)

For simplicity, the gradients of objective function with respect to these six control variables are calcu-
lated numerically.

Adjoint gradients

In the previous section, we have introduced transmissibility, well index, and rock-fluid interaction vari-
ables used in history matching. To find the minimum of Equation (6), we can perform the first order
derivatives of Equation (6) with respect to the aforementioned model control variables and use the gra-
dient descent method. The first order derivatives are obtained either numerically or analytically. It is
basically infeasible to calculate the numerical gradients for a very large dimensions of control space
(e.g. transmissibility control variables). To solve this problem, we implemented the adjoint method
in DARTS framework to compute the gradients analytically and efficiently. The next derivations will
mostly follow the notation from Jansen (2011) which were adapted to OBL framework in Tian et al.
(2021).

In the adjoint method, instead of directly performing the first order derivatives of the objective function,
we first combine the objective function with the reservoir governing equations and then calculate the
derivatives. The new equation reads:

J̄ (ωωω,uuu,λλλ ) = J(ωωω,uuu)+λλλ
Tg(ωωω,uuu). (13)

Here Equation (13) is called augmented objective function. Note that in this equation we omit the
notation of well control variable www. The model control variables uuu actually corresponds to the spatial-
related variables ξξξ in Equation (2). λλλ

T is the transposed Lagrange multiplier.

To find the optimum of the augmented objective function, the following equation should be satisfied:

J̄λλλ = g(ωωω,uuu) = 0, (14)

J̄ωωω = λλλ
Tgωωω(ωωω,uuu)+ Jωωω(ωωω,uuu) = 0, (15)

J̄uuu = λλλ
Tguuu(ωωω,uuu)+ Juuu(ωωω,uuu) = 0, (16)

where the subscript λλλ , ωωω and uuu represents the derivatives with respect to corresponding variables. Ob-
viously, Equation (14) is already satisfied because it is actually Equation (2) and solved in forward
simulation. The newly introduced λλλ

T is solved from Equation (15). Eventually, J̄uuu is assembled and
combined with the numerical gradients of rock-fluid variables for gradient descent. More details and
discussions about the adjoint method can be found in Jansen (2011) and Tian and Voskov (2022).
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Results

An application of stochastic DiWA model to a synthetic reservoir field was described in Tian and Voskov
(2022). In this section, we present an application of stochastic DiWA methodology to a sector of a real
hydrocarbon reservoir.

Initial model construction

We will started with reservoir description and DiWA model construction. Later, data quality diagnostic
and production forecast on this oil field are presented and discussed. The reservoir consists of two
payzones that are not connected with each other because of a low permeable zone in between. An
aquifer is connected to the lower part of the payzone. This aquifer acts as the water drive mechanism for
oil production. A major normal fault (called Central-HC fault) exists in this reservoir along the North-
East to South-West direction. It is assumed that there is no water flowing through this fault. Apart from
Central-HC fault, there are some small permeable faults in the reservoir. The reservoir is located in a
rectangular zone of 1500 by 500 m. The top surface of the reservoir is at the depth of 640 m. The net
thickness is 103 m. The water-oil contact is at the depth of 653 m. In total, 43 producers and 18 injectors
are placed in the reservoir. Both the horizontal wells and the vertical wells are applied in the payzone.
There are 16 horizontal wells (including 13 producers and 3 injectors) with open-hole completion in
total. The rest are all vertical wells with cased-hole completion. Field production data are recorded and
collected at the surface condition from the separators.

The petrophysical data show that the aquifer has the highest permeability, while the upper payzone has
the moderate permeability and the lower payzone is the least permeable. The lower payzone has higher
initial water saturation because it connects directly to the aquifer. The relative permeability curves are
based on core test analysis, see Figure 1.

4.1. Oil Field Model 31

Figure 4.1: Field relative permeability curves.

Figure 4.2: Field mobility curves for oil and water.

Bulk Volume (m3) STOIIP (m3)
Segment 1 120204670 6737327
Segment 2 86706346 5840227
Segment 3 31646430 1895080
Segment 4 14365769 739310
Segment 5 11919590 678630
Segment 6 7913517 398199
Segment 7 1045976 404459
Segment 8 3065365 8929
Segment 9 998419 28452

Table 4.1: The bulk volume and the STOIIP of the oil reservoir categorized for each reservoir segment.

Figure 1 The relative permeability curves of oil and water

The viscosity of oil is 93 cP at the condition of 94 bar and 45 ◦C. The primary depletion period ends
at around 7000 days, as it can be seen from Figure 2 that there is a water production jump at this time.
After the water breakthrough, the injectors start to inject water into the reservoir. It can be noticed that
after 7000 days, the oil production is higher than before because of the water flooding, see Figure 3.

Apart from the aforementioned basic information of the reservoir, a physical model is needed and dis-
cretized spatially. In this study, we only consider sector of the entire model. We build a coarse unstruc-
tured grid mesh that is constrained by the sector contour. The mesh contains two layers, as there are two
payzones that are disconnected in the reservoir. Now, we can assign the initial guess for the properties
based on existing high-fidelity model. In Figure 4, the porosity distribution from high-fidelity reser-
voir model is projected to the DiWA model as the initial porosity map by using the volume-weighted
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32 4. Realistic Oil Field

of the reservoir. Both vertical and horizontal wells are used for the flooding operation and they are
completed mostly close to the aquifer­reservoir boundary at the lower payzone and at the bottom of
the upper payzone. Existence of various faults in the reservoir has made the flooding pattern slightly
different as some of the faults are sealing and impermeable to fluid flow. The water breakthrough time
is very close to the injection starting point which reveals that the mobility of water increased significantly
as the water saturation raises with the flooding process. Figure 4.3 represents the field oil and water
production recorded with the reporting time step of 30 days. As it is clear from the figure 4.3, the primary
depletion of the reservoir starts at about 2500 days and the injection operation begins at 7000 days to
compensate the depleted pressure.

Figure 4.3: The upper graph represents the raw Field Total Oil Production with primary depletion at 2500 days and production
enhancement at 7000 days with water injection. The lower graph illustrates the raw Field Total Water Production with

breakthrough at approximate time of 7200 days. The reporting time step is 30 days for both graphs

4.2. Unstructured Proxy Model
In order to build a proxy model for the oil field, an unstructured discretization system is selected to
perform as the structure of the reservoir. The unstructured grid system is suitable for heterogeneous
reservoirs with complicated geometries and connections, therefore, for future advance application of the
proxymodel, the unstructured discretization is used for creating cells transmissibility and the connection
list. In this section, a detailed description of the proxy model for the oil field is explained and all the
strategies for resolving oil field data outliers and simulator convergence issues are pointed as well.

Figure 2 The field total water production curve

32 4. Realistic Oil Field
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perform as the structure of the reservoir. The unstructured grid system is suitable for heterogeneous
reservoirs with complicated geometries and connections, therefore, for future advance application of the
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list. In this section, a detailed description of the proxy model for the oil field is explained and all the
strategies for resolving oil field data outliers and simulator convergence issues are pointed as well.

Figure 3 The field total oil production curve

geometrical average method. The simulation uses dead oil model. The initial conditions of DiWA
model, including initial reservoir pressure, well locations, average water saturation, and average depth,
are consistent with the high-fidelity model. This is done for simplicity and can be easily replaced by
approximate data as in Tian and Voskov (2022).

34 4. Realistic Oil Field

cell indexes inside the volumetric space of each prism in the proxy model. Afterwards, by having
the reference model cell index and the corresponding property, the upscaled value of the prop­
erty for the unstructured system can be calculated. Perhaps the major upside of this method is
that it will produce an effective initial guess with a close estimation of geological properties to the
reference model. Besides, this approach will constraint the petrophysical properties to the well
information and reduce the property modeling uncertainty to a large extend. For instance, figure
4.5 compares the porosity map of the unstructured grid proxy calculated using volume­weighted
upscaling method and the field geomodel porosity map.

(a) Original field porosity map of the upper layer

(b) Proxy porosity map

Figure 4.5: The original field and the proxy model porosity map for the Upper payzone.

4.2.3. Fluid and Rock Physics

The fluid model selected for the proxy model is DARTS dead oil model. Dead oil model means that
the pressure must stay below the bubble point pressure and the fluid properties below this point will
not consider int he fluid model of the simulation. In Dead oil model, there is no free gas released
inside the reservoir, however, there might be free gas at the bottom hole of wells due to the pressure
or rate control implemented on the well. As for the physical properties of the proxy rock, the Brooks­
Corey correlation is used to evaluate the the relative permeability of the oil and the water. The prior
knowledge of the rooks­Corey correlation parameters are taken straightly from the reference model
with some small deviations to adjust the optimization settings.

4.2.4. Initial Condition

The initial static condition of the proxy model is set to be approximately equivalent to the reference
model. despite the aquifer behavior and the distribution of the capillary pressure, all the other proper­
ties such as STOIIP, initial reservoir pressure at datum depth of 610m, well locations, average water
saturation distribution and the average depth are approximately similar to that of reference model of
the field.

4.2.5. Well Definition

In the unstructured grid mesh system, each well is located at the cell center and more than one well
is not allowed to be perforated in a cell, therefore, a general methodology is required to translate the
location of the wells and the perforations from the reference model to the proxy model. A python code

Figure 4 The porosity distribution of reservoir. The left figure shows the original porosity distribution.
The right figure shows the initial porosity map in DiWA model

Since the magnitude of the fluid rates in the depletion period is very different from the flooding period,
we decided to start our training within the depletion period. The training results of the depletion period
are shown in Figure 5.
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4.4. Training of the Depletion Period 37

Figure 4.7: The training results for the depletion period. 200 priors (gray lines) are filtered in a way that water rate is relatively
close to the true response. The blue lines represents the trained model response.

Investigating the water rate in the depletion period in each well, one can easily observe a large water
rate peak in well 137H1 at time of 2120 days. This peak in the water rate is a consequence of partially
abandoning of the upper zone in well PMM­137H1 from producing at time 1940 and continue to produce
mainly from the lower zone. This change in the production strategy has led to a significantly large
water rate peak in well PMM­137H1, which caused severe problems both in the prior generation and
the training outcomes as it is clear in figure 4.7. This strange behaviour is not reasonable in this well
and no acceptable explanation can be made to justify this behaviour.

4.4.3. Resolving Problems in the Depletion Period

The major correction in the strategy is that the non­linear parameters in the two layers must be trained
separately, therefore, the Corey parameters region is extended from one to two regions; one for the
upper layer and one for the lower layer. Well 92H1 is completed in the two layers and the lower layer is
attached to an active water aquifer. The high water rate in the depletion period must be as a result of
water leakage from a source out of the reservoir. As a result of this observation in well 92H1, an aquifer
is added to the proxy model with a larger connectivity to the block which well 92H1 is completed. The
aquifer must have a lower effect on other wells because, for instance, well 137H1 has no high water
rate comparing to 92H1 and it is also completed at the both layers. The transmissibility between the
aquifer and the lower layer is included in the training procedure, thus, the strength and the effect of the
aquifer during the training is controlled by the optimizer.

Previously, the only petrophysical property that is mapped from the fine­scale to course­scale model
was the porosity. Considering the new observations in the depletion period, specially the water pro­
duction in well 205H1, the initial water saturation must be upscaled to the course­scale. To perform
this upscaling, the local initial saturation at each well is detected and used for interpolating for other
grid cells in the proxy model. Figure 4.8a depicts the original field initial saturation map for the upper
layer and figure 4.8b represent the interpolated initial saturation map for the proxy model. By using this
modification, the model is not initiating wells with overestimating water rate values.

Figure 5 The training results of water rates for the well PMM-92H1, PMM-205H1, and PMM-137H1
in the depletion period. The gray and blue curves are the water rates before (priors) and after training,
respectively. The red cures are the field water rate (true data)

Data quality diagnostics for the depletion period

In Figure 5, we selected and showed three typical problematic wells that demonstrate obvious deviation
from historic rates even at prior models generation. For example, it can be noticed that there is an
abnormal water rate peak in PMM-137H1. After further investigation we learned that PMM-137H1
was completed in two payzones, see Figure 6. Later, the perforation at the upper zone was closed by a
squeeze cementing operation at time 1940 days, and only the lower zone continued to produce formation
liquid. This work-over operation in the field leads to a significant water peak which have no relation to
reservoir dynamic but causes severe problems in the model training.

38 4. Realistic Oil Field

(a) The original field initial saturation map for the first layer.

(b) The interpolated proxy model initial saturation map for the first layer.

Figure 4.9: The well bore properties of the well PMM­137H1 including: perforations, STOIIP, Initial water saturation,
permeability and oil/water rate. The vertical axis is the SSTVD in meters. The water rate peak (the orange line peak in the left
graph) occurred at the time of abandonment of the upper zone (SSTVD of 550 to 595) with squeeze cementing operation and

continue to produce from the lower zone.

Figure 6 The well logging interpretation results of PMM-137H1. Two perforations are located in the
high permeable zones (red and orange color lines at the second column)

For PMM-92H1, most priors (the gray curves in Figure 5) have the water rates that are lower than the
true field data. This is an indication that the initial assumptions may be biased from the reasonable
model parameter range. Based on the field information, PMM-92H1 was completed in both upper and
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lower payzones. There is an active aquifer attached to the lower payzone. It is reasonable to deduce
that the high water rate of PMM-92H1 shown in the true field data in the depletion period is from the
active aquifer. Similarly, the overestimated priors compared with the true field data of PMM-205H1 may
indicate the biased initial guesses of the model.

Based on the previous analysis and the basic geological information, it can be noticed that there is a clear
border between these two payzones. The well productions are largely affected by the different properties
and field operations implemented in these two payzones. Therefore, it is necessary to apply a correction
that the rock-fluid interaction control variables are trained separately in two different payzones. The
correction corresponding to PMM-92H1 is attaching an aquifer to the lower payzone that supplies the
extra water production shown in PMM-92H1 of Figure 5. Considering the priors of PMM-205H1, the
correction of the initial saturation distribution of DiWA model is applied by interpolating based on the
hard data at the well. As for the abnormal water rate peak in PMM-137H1, the datum at that peak is
removed from the true field data before training.

With the data diagnostic and the corrections applied on the initial guesses, true field data, and training
strategies, the results show that the priors follow the trend of the field data, and the trained results are
more accurate, see Figure 7. The training results of the total rates of all activated wells can be found in
Figure 8.

4.5. Training of the Flooding Period 39

Figure 4.9 represents the perforations, wellbore properties and the water/oil rate production rates for
the well 137H1. According to figure 4.9, the well is re­completed with a squeeze cementing operation
which blocks the perforation in the upper layer and allows the liquid to be produced mainly from the
lower zone. As it is clear from figure 4.9, the lower perforation is very close to the aquifer (the depth
of the WOC can be interpreted from higher water saturation form the Sw­BC log) and this may cause
the peak in the water rate. Comparing the peak with the previous timestep, this peak is significantly
high (200 times larger than the previous timestep) and this is not logical. Another contributing reason
inherent to the unexpected water rate peak would be that the time of the peak coincides the starting
point of the well 205H1, which is only completed in the upper zone. There is no clear connection
between wells 137H1 and 205H1 since the upper and the lower zones are separated from each other
with an impermeable layer. As a result, it can be interpreted that the peak in water rate at well 137H1
is not normal and might be as a results of human or computational error. Figure 4.10 illustrates the
training results for wells activated in the depletion period with new modifications explained above.

Figure 4.10: The training results for the depletion period with new modifications for resolving observed issues. 200 priors (gray
lines) are filtered in a way that water rate is evenly distributed around the true response. The blue lines represents the trained

model response.

As it is clear from the figure 4.10, the major issues in the training outcomes of the depletion period
are resolved. The proxy model in well 92H1 produces evenly distributed priors with the support of the
aquifer which has a higher transmissibility to the well block and could train the priors adequately with an
acceptable misfit error (i.e. below 20 percent). Well 205H1 also starts with a reasonable small rate at
the starting point and this was achieved because of the correction in local initial water saturation. Also
the training results in the well137H1 did not crash and fluctuate because the large water rate peak in
the data is removed from the observed inputs and the local water saturation is corrected. Figure 4.11
represents the total liquid rate, water rate and oil rate for the field data (red lines), priors (gray lines),
and the trained models (blue lines). In the total gross liquid rate graph, there are only few outliers
deviated from the true data and rest of the priors and the trained models are fitted with the field total
gross liquid rate.

4.5. Training of the Flooding Period
In the flooding period, the source of water is not only the initial water in the reservoir, but the injectors
will start to inject water. In order to train the flooding period, the priors must be selected from the
trained models in the depletion period, however, the new priors might need some minor modifications
and another filtering procedure. In addition to that, there are some wells locating in the boundary of the
segment of interest and they might cause severe problems for the training process. In this section, the
possible issues in the flooding period are discussed and some minor modifications are applied.

The priors for the flooding period is selected directly from the trained models in the depletion period
for the first attempt. Figure 4.12 represents the trained model responses when running for the entire
interval of the reservoir. As it is clear from the figure 4.12, the trained models for the depletion period

Figure 7 The training results of water rates for the well PMM-92H1, PMM-205H1, and PMM-137H1
in the depletion period after the data diagnostic and the corrections. The gray and blue curves are the
water rates before (priors) and after training, respectively. The red cures are the field water rates (true
data)

Full model training and production forecast

To include both the depletion and flooding periods, the second attempt of training was conducted. The
priors can be directly inherited from the trained DiWA model of the depletion period. However, Figure 9
shows that these priors can not adequately represent the trend of the flooding period. The trained DiWA
model in the depletion period makes the water less mobile than the oil in the flooding period. This is
because the driven force and mechanism of the depletion period are very different from the flooding
period. In this case, the priors need to be updated and filtered to generate new priors that follow the
trend of both depletion and flooding periods.

Note that there are big differences in the magnitude of rates between the depletion and flooding periods,
which will cause disproportionate weights in the objective function. We re-scale the weights of these two
periods in both the filtering and training procedures. Figure 10 demonstrates the training and forecast
results under the new weighting strategy and the update of priors.

As it can be seen from Figure 10, the trained DiWA model fit the training period data (light green area)
very well for both the oil and water rates, while the curves at the forecast period (light red area) deviate
from the field total data to some extent. To solve this problem, we need to review the field information
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40 4. Realistic Oil Field

Figure 4.11: The total liquid rate, total water rate and total oil rate for the field data, priors and the trained models in the
depletion period are depicted in this figure.

Figure 8 The total oil and water rates of all activated wells in the depletion period. The gray and blue
curves are the total rates before (priors) and after training, respectively. The red cures are the field total
rates (true data)

4.5. Training of the Flooding Period 41

cannot predict adequately the flooding period. The trained parameters in the flooding period have
made water less mobile than the oil and when the injection operation starts, the oil moves faster and
is produced more than water. The alternative for selecting the priors for the entire reservoir lifetime

Figure 4.12: The total liquid rate, total water rate and total oil rate for the field data and the priors which are generated only
based on trained models in the depletion period.

is to generate new priors for the whole interval by defining a new filtering procedure which covers
both depletion and flooding. In the new filtering strategy, since the magnitude of the objective function
is bigger than the depletion period, the depletion period gets larger weighting factor in the objective
function than the flooding period. This strategy is also implemented in the training procedure. Figure
4.13 illustrates the new priors and the trained priors for the entire reservoir lifetime. From the total rate
point of view, the trained models are fitted to the true data with a acceptable misfit error, however, there
are some small parts with sever problems in total rates.

In order to investigate the details of the trained models, the oil rate for all if the wells must be demon­
strated. Figure 4.14 depicts the training details for oil rate in each well with the new priors selection
method described earlier. It is now clear that there are severe issues in the training outcome in most of
the wells. An extra green line is added to the figures indicating the total rate of the well (water + oil) for
better understanding of the each phase production separately. It is realized that the problematic wells
are all located at the boundary of the model and some of the horizontal wells are completed partially
inside the model and partially in the neighbouring segment. Now the assumption of sealing faults must
be revised to take the effect of the boundary flows into the model. In such a case, these wells cannot

Figure 9 The total oil and water rates of both depletion and flooding periods based on the trained DiWA
model in the depletion period. The gray and red curves are the priors and field data, respectively

about wells and reservoir. Figure 11 shows the details of all production wells. It is clear to see that the
trained curves of some wells deviate from the field data from 10000 days to 12000 days (e.g. PMM-
92H1 and PMM-609H1). The trained curves of many wells do not converge to the field data, though
they are able to follow the trend of the field data (e.g. PMM-655H1, PMM-552H2, etc.).

Combined with the field information of the well locations, it is noticed that most problematic wells
are the horizontal wells. Those horizontal wells are very close to the model boundary, and most of
their perforations are not included in the target area but outside of the model. In this case, the original
assumption of sealing faults at the boundary should be revised to consider the flows from the boundary. It
is also worthy to verify whether these problematic wells actually cause the low quality of model training
results.

In the next step, five interior wells that are far from the model boundary, therefore, are selected to
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42 4. Realistic Oil Field

Figure 4.13: The total liquid rate, total water rate and total oil rate for the field data, priors and the trained models for the entire
time interval of the reservoir with the new priors generated. The results contains all wells including wells completed near the
boundary and partially inside the segment. Priors are trained with higher weight on objective function for the depletion period.

The green and the red areas are the training and forecast intervals respectively.

Figure 10 The total oil and water rates for the entire production period based on the updated priors
and weighting strategies. The light green and red areas represent the training and forecast periods,
respectively

do a training test again, where the rest wells are excluded from the objective function but kept in the
model. Figure 12 demonstrates the training results of the interior well PMM-655H1, PMM-625H1,
PMM-609H1, PMM-205H1, and PMM-137H1. It can be seen that the trained results (blue curves) of
PMM-655H1 and PMM-137H1 converge to the field data (red curves). The well PMM-625H1, PMM-
609H1, and PMM-205H1 follow the trend of the field data. These results confirm that the faults are not
sealed. Therefore, the flow from the boundary should not be neglected.

To take into account the effect of the neighboring segment outside of the boundary, the mesh grid of the
DiWA model is extended. The modified mesh grid is shown in Figure 13. For those horizontal wells
(PMM-323H1, PMM-334H2, PMM-573H3) that are partially outside of the model with no available
data, they are removed from the training, see the green bars in Figure 13.
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4.5. Training of the Flooding Period 43

be trained accurately in a data­driven framework. The possible solution is to first examine the interior
well’s (wells which are far from the boundary) performance in the current model (segment 2) when other
boundary wells are excluded from the training. If the prior behaviour and the training performance of
the interior wells become more consistent, the strategy of extending the boundaries can be applied.

Figure 4.14: The total liquid and the oil rate for the field data, the priors, and the trained models for each well in the training
interval (12000 days). The green line represents the total liquid rate for each well. The results contains all wells including wells
completed near the boundary and partially inside the segment. Priors are trained with higher weight on objective function for

the depletion period.

Figure 4.15 illustrates the training results for the interior wells excluding eleven boundary wells. As it is
clear form the figure 4.15, the training performance was significantly improved and this indicates that
the strategy in the current DiWA model, both in terms of prior selection and the training parameters,
is reasonable. Therefore, the inconsistency in some of the results is a consequence of the flow from
other segments. The assumption of sealing faults can be canceled with this observation and the effect
of the boundary flow must be taken into consideration.

From the earlier mentioned outcomes, the effect of the boundary must be taken into account in the

Figure 11 The oil and liquid rate (oil plus water rate) of all production wells in the training period
(12000 days). The gray and blue curves are the oil rates before and after training, respectively. The red
and green cures are the field oil rates and liquid rates
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44 4. Realistic Oil Field

Figure 4.15: The total liquid and the oil rate for the field data, the priors, and the trained models for each interior well (wells
which are far from the boundaries). The green line represents the total liquid rate for each well. Priors are trained with higher

weight on objective function for the depletion period.

Figure 12 The oil and liquid rate (oil plus water rate) of interior wells (PMM-655H1, PMM-625H1,
PMM-609H1, PMM-205H1, and PMM-137H1) in the training period (12000 days). The gray and blue
curves are the oil rates before and after training, respectively. The red and green cures are the field oil
rates and liquid rates
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DiWA model. Therefore, further modifications have to be added to the DiWA model to cover the effect
of the boundary and other segments:

• Removing wells with lack of data: There are three wells which are completed partially in the
segment of interest and partially in the neighbouring segment. The field model doesn’t have the
data in these neighbouring regions, thus, these wells are removed form the training but they are
actively performing in the model.

• Boundary extension: The boundaries of the model have to be constructed in a way that the
model can capture the effect of the flows from the boundaries in addition to injectors and producers
in the neighboring segments (see figure 4.16).

Figure 4.16: The extended version of the mesh to capture the effect of the neighboring segments and the boundary flows.
Some boundaries have no available data to be added to the model. Blue circles are the approximate position of the new

injectors added to the model.

Figure 4.17 depicts the final results of the field data­driven model for each individual wells. In these
results, there are 12 producers participating in the training procedure and three wells in the segment 2
( 323H1, 334H2, and 573H3) are removed from the training since there were no available data about
neighbouring segment of these wells. The outcomes shown in the figure 4.17 are the best results
for the DiWA model for this specific oil field in which the trained models of the priors are fitted within
an average overall rate misfit of 10 percent. As mentioned previously, the overall misfit rate error is
calculated using L­2 norm of the oil or water rate. Figure 4.18 also represents the prediction period
(i.e., form 12000 to 14160 days) which indicates that the DiWA model is relatively able to predict the
production history with quiet acceptable misfit error except for the later time (13800 to 14160 days).
In this later time, there are two vertical wells converting from producer to injector, thus, the total water
rate is underestimated by the proxy model. Converting a well from producer to injector has always
been tricky to be resolved by the simulators, however, the DiWA model could capture the effect of this
conversion to some extend.

In terms of total field oil and water production, figure 4.18 depicts an acceptable match of the true data
with the trained model.As it is clear from figure 4.18, the total fluid rate of the production history, priors
and the trained model are overlapping each other which means that the the well control of gross liquid
rate is working accurately. The objective function is constructed based on the total water rate and the
oil rate is simply evaluated form the trained water rate and the total gross liquid rate.

Figure 13 The extended mesh grid of DiWA model. The original DiWA mesh grid is constrained inside
the area of red lines. The extended mesh grid includes most of the boundary of the original mesh grid,
while there are still some region with no available data. The red dots are the production wells to be
included in the objective function. The blue dots are the approximate position of the injectors as the
input of the model. The green bars represent the horizontal wells to be removed from the training.
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With the mesh grid extension and the removal of the horizontal wells with no available data, the final
training of the DiWA model is conducted. The training and forecast results are shown in Figure 14.
Compared with the previous training attempt results shown in Figure 10, the forecast period (the light
red area from 12000 days to 14160 days) of Figure 14 shows a better prediction of the oil and water
rates.

However, with the increase of the forecast time, the misfit between the trained DiWA model and the
field data increases. This may be caused by some unexpected in-situ operations applied to the wells
in the forecast period, or the significant changes of the connectivity between wells. To figure out what
happened in the forecast period, we plot the oil misfit error of each well with the reservoir model, see
Figure 15. PMM-552H2 and PMM-541H4 have high misfit errors. This is because they are very close
to the boundary even in the extended mesh grid of DiWA model. At the same time, there is also a high
misfit error for PMM-92H1, which is not expected as the boundary effect of this well is removed from
the extended mesh grid.

By reviewing the field information of the well operations, it is noticed that PMM-92H1 changed from
producer to injector at 13160 days, which is outside of the training period. The switching from producer
to injector of PMM-92H1 may severely change the conditions of the well and its surroundings. Notice,
that DiWA model is still a data-driven approach which can only capture trends incorporated into the
training data. Nevertheless, Figure 14 provides an acceptable training result of the history matching and
forecast of the real oil field.

4.5. Training of the Flooding Period 47

Figure 4.18: The total gross liquid rate, total water and total oil rate for the field data, the priors, and the trained models for the
entire field for the extended­boundary modification excluding the three horizontal boundary wells. Priors are trained with higher

weight on objective function for the depletion period. The green and the red areas are the training and forecast intervals
respectively.

Figure 14 The final training results of the total oil and water rates. The light green and red areas
represent the training and forecast periods, respectively
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The main purpose of the proxy models are the ability of them to predict reservoir production in the
future. The DiWA model is relatively successful predicting the oil history after the training time of 12000
days. There is one significant issue observed in the forecast period which is the lower water production
rate compared to the field data. This problem may caused by the well type change from producer to
injector at 13160 days which is outside the training period. At this time, well 92H1, which is located at
the boundary of segment (see figure 4.19) and completed in two pay zones, changes to injector and
consequently the field water production increases. The increase in water production reveals that the
injecting water at this time is not contributing to the oil production. On the other side, the water rate
in the proxy model decreases in this period, which is different from the field behaviour. This mismatch
behaviour between the proxy model and the filed might be because of the flow from the boundaries or
specific connections between the upper and the lower pay zones.

In order to diagnose the issues in each wells and the relationship between their mismatch error and their
location in the segment, figure 4.19 is generated. According to figure 4.19, wells 552H2 and 541H4,
which don’t have neighbouring cells even in the extended boundary version, have relatively higher
errors. Well 92H1 is completed in two layers and has a stronger connectivity to the aquifer among other
wells. Even when the extended­boundary strategy is applied, well 92H1 is not improving as the other
wells and this indicates that this well may have other issues that is not considered in this framework.
There are plenty of uncertainties in this model which leads to inconsistency in some wells such as tilted
layers (specially in the aquifer), ignoring capillary and the gravity effect, faults transmissibilities, and
errors in the the raw data. The effect of the uncertainties in a field scale approach will result in severe
issues in the DiWA framework, however, the final training results are relatively consistent and could
resolve the uncertainties. Perhaps the most important learning from this project would be the effect
of the boundary flows on the DiWA model. This was the first trial of the data­driven framework on a
reservoir with active boundary flows and complex well connectivity.

Figure 4.19: The oil rate mismatch error for each vertical wells and their locations in segment 2.
Figure 15 The misfit error of oil rates for vertical wells and their well locations

Conclusions

In this study, we present the application of the stochastic DiWA model framework on a real oil field
sector. Stochastic DiWA model framework is a data-driven modeling tool that is capable of conducting
history matching and forecast with high efficiency and flexibility. The high efficiency is achieved by
using adjoint gradients and low-resolution mesh approximating affinity of wells. With these capabilities,
we can easily conduct multiple data quality diagnostics and make the corresponding corrections by
running massive amount of training attempts. These corrections include attaching the active aquifer,
correcting the initial water saturation, removing the abnormal peak of water rate data, re-scaling the
weights of depletion and flooding periods, and model boundary extension. These corrections to the
model involve multiple re-initializations, reconstruction of the objective function, and the modification
of the proxy configuration. The various corrections applied to the DiWA model also show the flexibility
of the developed data-driven proxy framework. If more comprehensive and geologically constrained
initial and boundary conditions are available, the performance of the stochastic DiWA model can be
further improved.
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