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In this paper, we consider a simple reaction-diffusion system, namely, a binary fluid mixture with an
association-dissociation reaction between two species. We study fluctuations at hydrodynamic spa-
tiotemporal scales when this mixture is driven out of equilibrium by the presence of a temperature
gradient, while still being far away from any chemical instability. This study extends the analysis in
our first paper on the subject [J. M. Ortiz de Zárate, J. V. Sengers, D. Bedeaux, and S. Kjelstrup,
J. Chem. Phys. 127, 034501 (2007)], where we considered fluctuations in a non-isothermal reaction-
diffusion system but still close to equilibrium. The present extension is based on mesoscopic non-
equilibrium thermodynamics that we recently developed [D. Bedeaux, I. Pagonabarraga, J. M. Ortiz
de Zárate, J. V. Sengers, and S. Kjelstrup, Phys. Chem. Chem. Phys. 12, 12780 (2010)] to derive the
law of mass action and fluctuation-dissipation theorems for the random contributions to the dissipa-
tive fluxes in the nonlinear macroscopic description. Just as for non-equilibrium fluctuations close to
equilibrium, we again find an enhancement of the intensity of the concentration fluctuations in the
presence of a temperature gradient. The non-equilibrium concentration fluctuations are in both cases
spatially long ranged, with an intensity depending on the wave number q. The intensity exhibits a
crossover from a ∝ q−4 to a ∝ q−2 behavior depending on whether the corresponding wavelength
is smaller or larger than the penetration depth of the reacting mixture. This opens a possibility to
distinguish between diffusion- or activation-controlled regimes of the reaction experimentally. The
important conclusion overall is that non-equilibrium fluctuations in non-isothermal reaction-diffusion
systems are always long ranged. © 2011 American Institute of Physics. [doi:10.1063/1.3640010]

I. INTRODUCTION

Although isothermal reaction-diffusion problems have
been thoroughly studied in the scientific literature, reaction-
diffusion in the presence of temperature gradients has re-
ceived, comparatively, much less attention. This situation is a
bit awkward because a chemical reaction very seldom takes
place in a truly isothermal environment. Furthermore, it is
well known that temperature gradients greatly affect transport
processes in mixtures, and the importance of thermal diffu-
sion (Soret effect) has been increasingly acknowledged during
the last decades.1 Part of the problem is the different levels
of description usually adopted for thermal diffusion and for
chemical reactions. Specifically, the Soret effect is usually de-
scribed in the phenomenological context of non-equilibrium
thermodynamics, and good microscopic theories are lacking
(except, may be, for the case of dilute gases). Chemical reac-
tions, in contrast, are usually described by kinetic models, the
current consensus being that thermodynamic models are only
valid for chemical reactions at, or extremely close to, equi-
librium. It is our opinion that the paucity of studies on non-
isothermal reaction-diffusion can be overcome only when a
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common theoretical ground is established for both thermal
diffusion and chemical reactions.

Non-isothermal reaction-diffusion systems are important
in industry, as most chemical process plants contain units
where such processes take place.2, 3 These units, being out
of global equilibrium, will experience hydrodynamic fluc-
tuations. Such fluctuations arise from a coupling between
velocity fluctuations and temperature and/or concentration
fluctuations. As we shall demonstrate, these non-equilibrium
fluctuations differ from fluctuations in equilibrium states by
being spatially long ranged.

The traditional approaches for dealing with fluctua-
tions in chemically reacting systems have been reviewed
by Keizer.4 Most early attempts of extending these the-
ories to non-equilibrium non-homogeneous states have
implicitly assumed local equilibrium for the thermal thermo-
dynamic fluctuations.5, 6 However, in the absence of chem-
ical reactions, experiments in fluids and fluid mixtures
subjected to temperature and/or concentration gradient(s)
have clearly demonstrated that the assumption of local equi-
librium for the thermal fluctuations is not valid.7 Another re-
cent and popular method to numerically study fluctuations
in chemically reacting mixtures is the Gillespie algorithm,8

which is based on a master equation. This procedure accounts
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for fluctuations beyond the Gaussian approximation due to
the finite number of reacting molecules and has been gener-
alized to analyze a large variety of chemical reactions.9 This
approach has also been extended to analyze inhomogeneous
(but still isothermal) systems, where chemical kinetics com-
petes with diffusion10 and to study fluctuations in spatially ho-
mogeneous systems near chemical instabilities.11, 12 However,
to our knowledge, a study based on the Gillespie algorithm8

of the spatial long-ranged nature of fluctuations in isothermal
(but non-equilibrium) reaction-diffusion is not yet available;
nor an extension of the algorithm itself to non-isothermal
problems.

In the first paper,13 we derived expressions for the long-
range hydrodynamic fluctuations of the concentration in a
chemical reaction in a temperature gradient. The analysis was
restricted to systems close to chemical equilibrium for which
it was sufficient to use so-called linear kinetics for the chemi-
cal reactions, namely,

r = −Lr

�g

T
, (1)

where r is the chemical reaction rate, Lr is a propor-
tionality constant, and T and �g denote the local values
of, respectively, temperature and the chemical potential (or
specific Gibbs energy) difference between products and reac-
tants of the reaction, a quantity sometimes referred to as affin-
ity. It is important to extend this analysis to realistic systems
in which the chemical reaction is not close to equilibrium.
For this purpose, we recently showed14 how the concept of
mesoscopic non-equilibrium thermodynamics can be used to
derive the law of mass action as well as to give fluctuation-
dissipation theorems for the random contributions to the dis-
sipative fluxes on this level. In this paper, we will use these
results to generalize the results found in the first paper13

to more realistic non-isothermal reaction-diffusion systems
for which the simple linear approximation (1) is no longer
valid.

That is, Eq. (1) cannot represent a kinetic law valid in
general. In particular, it is not compatible with the well-
accepted kinetic law of mass action, the building block of
chemical kinetics. This is a very well-known flaw of classi-
cal non-equilibrium thermodynamics. Inspired by Kramers’15

study of a Brownian particle diffusing over a potential-energy
barrier, a similar approach was suggested to build a non-
equilibrium thermodynamics of chemical reactions.16, 17 The
basic idea is that one can imagine a chemical reaction as diffu-
sion along a mesoscopic “internal” coordinate γ , from a reac-
tant state to a product state. Such an internal diffusion process
has to proceed over some barrier (in this case an enthalpy bar-
rier). This analysis leads to a nonlinear relation between the
local values of the chemical reaction rate r and the affinity
�g, namely,

r = −LrR

M

[
1 − exp

(
−M�g

RT

)]
, (2)

where M is the molar mass of the “reaction complex” (total
molar mass of the reactants, that has to be equal to the total
molar mass of the products) and R is the ideal-gas constant.
Equation (2) has enormous advantages over Eq. (1), the most

important being its compatibility with the kinetic law of mass
action.18 Notice that, when close to equilibrium, M�g � RT

so that Eq. (2) reduces to Eq. (1).
Pagonabarraga et al.19 have shown how, using meso-

scopic non-equilibrium thermodynamics in isothermal condi-
tions, one obtains a chemical Langevin equation, where the
statistical properties of the chemical noise are exactly the
same as in the traditional, and more involved approach, that
includes a chemical master equation, a Kramers-Moyal ap-
proximation and a van Kampen system-size expansion.20, 21

Keizer4 discussed the macroscopic equivalence of the chemi-
cal master equation with other approaches for the description
of fluctuations in chemical reactions.

We recently14 started a program to develop meso-
scopic non-equilibrium thermodynamics in the presence of
a temperature gradient, so that the interplay between the
chemical reaction, diffusion, and thermal diffusion can be
described within the same theoretical framework. We con-
sidered fluctuations, and discussed how to deduce, on the
basis of thermodynamics, the Langevin equation for the
chemical reaction in the presence of a temperature gradi-
ent. However, we did not yet discuss the consequences of
mesoscopic non-equilibrium thermodynamics for the fluctu-
ations. That topic is addressed in the present paper in which
we continue our previous study13 of temperature and con-
centration fluctuations in a reacting fluid mixture bounded
between two plane parallel plates maintained at different tem-
peratures. In our first paper,13 we also discussed the use of
non-equilibrium molecular dynamics simulations for studies
of transport phenomena.22, 23

We present the balance equations and the transport equa-
tions for a simple reacting mixture in a temperature gradient
in Sec. II. The description of fluctuations in the mixture and
the relevant fluctuation-dissipation theorems are described in
Sec. III. In the same section, it is explained why the fluctu-
ations in equilibrium are the same as in the linear case. The
application of the theory of fluctuations to a non-equilibrium
system in a temperature gradient is presented in Sec. IV. The
non-equilibrium fluctuations differ substantially from those at
equilibrium. In Sec. V we discuss implications of our results
for structure factors as measured in experiments. We summa-
rize our main results and end with some concluding remarks
in Sec. VI.

II. NON-EQUILIBRIUM THERMODYNAMICS OF A
CHEMICALLY REACTING FLUID MIXTURE

A detailed treatment of chemically reacting fluid mix-
tures using mesoscopic non-equilibrium thermodynamics was
presented by us in a recent publication.14 Using this meso-
scopic description, we were able to derive the relevant nonlin-
ear balance equations for the description on the macroscopic
level. This macroscopic description contains random contri-
butions to the dissipative fluxes. Fluctuation-dissipation theo-
rems for these random contributions were given. In this sec-
tion, we shortly review these equations.

As a representative example, we consider a reversible
association-dissociation reaction, such as in a mixture of
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atoms and molecules,

2A−⇀↽−A2. (3)

For the particular case of fluorine atoms and molecules, the
relevant transport properties are known from non-equilibrium
molecular dynamics simulations.22, 23 However, for our pur-
pose, the detailed intermolecular interactions are not relevant
and we treat Eq. (3) as a model chemical reaction to develop a
theory of non-equilibrium concentration fluctuations that can
be readily applied to any binary reaction-diffusion system. We
shall assume that the kinetics of the chemical reaction (3) will
be of the Kramers’ type, Eq. (2).

The balance laws for the mass, momentum, and the
internal-energy densities result in the following hydrody-
namic equations:

Dρ

Dt
+ ρ∇ · v = 0, (4a)

ρ
Dv
Dt

= −∇p + η∇2v +
(

1

3
η + ηV

)
∇∇ · v, (4b)

ρ
Dc

Dt
= −LqJ ∇2

(
1

T

)
+ LJJ ∇2

(
�g

T

)

− LrR

M

[
1 − exp

(
−M�g

RT

)]
, (4c)

ρcp

DT

Dt
− αT

Dp

Dt
+ ρ�h

Dc

Dt

= −Lqq∇2

(
1

T

)
+ LJq∇2

(
�g

T

)
, (4d)

for the total mass density ρ, the barycentric velocity v, the
mass fraction c of component A2, and the temperature T . In
Eqs. (4), cp represents the isobaric specific heat capacity, η is
the shear viscosity, ηV is the volume or bulk viscosity, α is
the thermal-expansion coefficient, and D/Dt = ∂/∂t + v·∇
is the comoving time derivative. We suppress the dependence
of the Onsager coefficients Lij on pressure, concentration, or
temperature. Combined with the equations of state for the
pressure p = p(ρ, T , c) and for the Gibbs energy of the re-
action �g = �g(p, T , c), the above equations constitute the
hydrodynamic equations of the chemically reacting mixture
under consideration. The enthalpy of the chemical reaction
is the difference �h = hA2 − hA between the enthalpies per
unit mass of products and reactants. When M�g � RT the
exponential function in Eq. (4c) may be linearized and the hy-
drodynamic equations then reduce to the ones given and used
in our first paper.13

The deterministic steady-state solution is found by solv-
ing Eqs. (4) with the appropriate boundary conditions. This
should be done before one calculates the fluctuations around
such a solution. In a recent paper,24 we have discussed steady-
state solutions in detail. For completeness, in Sec. IV A we
give a short discussion of the procedure, with further details
needed for the present paper summarized in the Appendix.
The value of the various quantities in the deterministic solu-
tion are indicated by a subscript 0.

Another ingredient we shall need here are the relations
between the Onsager coefficients and the usual transport co-
efficients, that was clarified in our first paper,13

D = LJJ

ρT

(
∂�g

∂c

)
p,T

, λ = 1

T 2

[
Lqq − L2

qJ

LJJ

]
, (5)

ρDT kT = LqJ − LJJ �h, kp = p

(
∂�g

∂p

)
T ,c

(
∂�g

∂c

)−1

p,T

,

where λ is the thermal conductivity, D is the mutual diffusion
coefficient, kT is a dimensionless thermal diffusion ratio, and
kp is a dimensionless barodiffusion ratio. It is interesting to
note that the barodiffusion ratio is independent of the Onsager
coefficients; it is an equilibrium property and not related to a
dissipative process.16, 17 Barodiffusion seems to be important
only in geological problems and is negligibly small for or-
dinary fluid mixtures. Hence, we neglect here barodiffusion,
which means that we neglect the dependence of the specific
Gibbs-energy difference on pressure, so that �g = �g(T , c)
only.

As the phenomenological coefficients for the energy and
diffusion fluxes are related to the practical transport coeffi-
cients D, λ, and kT , the coefficient Lr associated with the
chemical reaction can be related to the rate constants used
in chemical kinetics.16, 17, 22, 25 But this relationship is not as
straightforward as for the other transport coefficients, since
several complications in chemical kinetics26 need to be ac-
counted for (concentrations units, distinction between reac-
tions proceeding at constant volume or not, possibility of in-
termediate reaction steps, etc.). Hence, we prefer to use the
Onsager coefficient Lr .

III. FLUCTUATING HYDRODYNAMICS IN A
CHEMICALLY REACTING MIXTURE

Incorporation of the random contributions to the
heat flux, δJq(r, t), diffusion flux, δJ(r, t), stress tensor,
δ�(st)(r, t), volume stress, δ�(r, t), and reaction rate, δr(r, t)
in the hydrodynamic equations (4) yields14

Dρ

Dt
+ ρ∇ · v = 0, (6a)

ρ
Dv
Dt

= −∇p + η∇2v +
(

1

3
η + ηV

)
∇∇ · v

+∇ · δ�(st) + ∇δ�, (6b)

ρ
Dc

Dt
= −LqJ ∇2

(
1

T

)
+ LJJ ∇2

(
�g

T

)

− LrR

M

[
1 − exp

(
−M�g

RT

)]
− ∇ · δJ+δr,

(6c)

ρcp

DT

Dt
− αT

Dp

Dt
+ ρ�h

Dc

Dt

= −Lqq∇2

(
1

T

)
+ LJq∇2

(
�g

T

)
− ∇ · δJq . (6d)
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The fluctuations around the deterministic solution are gen-
erally small. It is, therefore, appropriate to split the thermo-
dynamic fields into deterministic parts (p0(r, t), T0(r, t) and
c0(r, t)), and random fluctuating parts δp(r, t), δT (r, t) and
δc(r, t), which are driven by the random fluxes. We then ob-
tain evolution equations for the thermodynamic fluctuations
that include random forcing from the stochastic part of the
fluxes. Since the fluctuations are small, the equations can be
linearized in the fluctuating contributions. These random con-
tributions to the macroscopic fluxes are all determined by
Gaussian stochastic processes. It is, therefore, sufficient to
give the first two moments of these contributions. The first
moments are zero,

〈δJq(r, t)〉 = 〈δJ(r, t)〉 = 〈δ�(st)(r, t)〉
= 〈δ�(r, t)〉 = 〈δr(r, t)〉 = 0. (7)

The non-zero fluctuation-dissipation theorems give the sec-
ond moments, they are27

〈δJ ∗
q,k(r, t)δJq,l(r′, t ′)〉 = 2kBLqq,0(r, t)δklδ(t − t ′)δ(r − r′),

(8a)

〈δJ ∗
k (r, t)δJl(r′, t ′)〉 = 2kBLJJ,0(r, t)δklδ(t − t ′)δ(r − r′),

(8b)

〈δJ ∗
k (r, t)δJq,l(r′, t ′)〉 = 〈δJ ∗

q,k(r, t)δJl(r′, t ′)〉
= 2kBLJq,0(r, t)δklδ(t − t ′)δ(r − r′),

(8c)

〈
δ�

(st)∗
ij (r, t)δ�(st)

kl (r′, t ′)
〉 = 2kB(T η)0(r, t)

[
δikδjl + δilδjk

− 2

3
δij δkl

]
δ(t − t ′)δ(r − r′),

(8d)

〈δ�∗(r, t)δ�(r′, t ′)〉 = 2kB(T ηV )0(r, t)δ(t − t ′)δ(r − r′),

(8e)

〈δr∗(r, t)δr(r′, t ′)〉 = kBLr,0(r, t)

×
[

1 + exp

(
−M�g0(r, t)

RT0(r, t)

)]

× δ(t − t ′)δ(r − r′). (8f)

We recall that the Onsager coefficients for the stress tensor
are proportional to T η and T ηV , and note that the fluctuation-
dissipation theorem for the random stress, written as in
Eq. (8d), clearly shows the symmetry under permutation of
indices: i by j or k by l. Since the development in this pa-
per refers to fluctuations around a deterministic solution of
the mixture, all thermophysical properties in the fluctuation-
dissipation theorems are to be evaluated at the pressure p0(r),
temperature T0(r) and concentration c0(r) of the deterministic
steady-state solution. The values of the Onsager coefficients

for the deterministic solution depend on the local values of
p0, T0, c0 and depend, therefore, on r. For more details and a
derivation from the mesoscopic level, we refer to our previous
publication.14

The heat and diffusion fluxes are both vectorial in na-
ture and as a consequence the random contributions to these
fluxes are correlated, see Eq. (8c). The viscous stress ten-
sor is the only traceless symmetric tensor and is, therefore,
not correlated with the other random flux contributions. The
volume stress and the reaction rate are both scalar and the
random contributions could, therefore, be correlated. This
phenomenon is referred to as chemical viscosity.28 As this
phenomenon is usually very small,28 we have neglected it.

In principle, the hydrodynamic fluctuations can be an-
alyzed on the basis of the full set of hydrodynamic equa-
tions, as has been elucidated by Lekkerkerker and Laidlaw29

for fluctuations around an equilibrium state. However, for the
sake of simplicity and to concentrate on the most salient phys-
ical features of our problem, we adopt the incompressibil-
ity approximation. This approximation is commonly made in
dealing with fluctuations and with the onset of convection
in liquid mixtures in the absence of a chemical reaction.7

In our particular case,30 the incompressibility approxima-
tion implies that we can neglect ∂ρ/∂t and ∇ρ in the first
hydrodynamic equation, Eq. (4a) or Eq. (6b), as well as
the term containing the thermal expansion α in the fourth,
Eq. (4d) or Eq. (6d), while the mass density everywhere
in the equations can be identified with an average uniform
value ρ = ρ0. The incompressibility assumption is equiva-
lent to the assumption, usually adopted in chemical kinetics,26

that chemical reactions proceed at constant volume. Then,
the hydrodynamic equations relevant to our current problem
reduce to

∇ · v = 0, (9a)

ρ
Dv
Dt

= −∇p + η∇2v + ∇ · δ�(st), (9b)

ρ
Dc

Dt
= −LqJ ∇2

(
1

T

)
+ LJJ ∇2

(
�g

T

)

− LrR

M

[
1 − exp

(
−M�g

RT

)]
− ∇ · δJ+δr,

(9c)

ρcp

DT

Dt
+ ρ�h

Dc

Dt

= −Lqq∇2

(
1

T

)
+ LJq∇2

(
�g

T

)
− ∇ · δJq .

(9d)

An important simplification is that the velocity and pressure
can be calculated from the first pair of equations without the
need for using the other two. These solutions can then be sub-
stituted in the third and the fourth equations in order to calcu-
late the mass fraction and the temperature.
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A. Fluctuations around equilibrium

When the fluid mixture is in thermal equilibrium in the
absence of a temperature gradient, the solution of the hydro-
dynamic equations is obviously given by zero velocity v = 0,
uniform pressure, uniform temperature T = Te (equal to the
temperature of the walls), and uniform concentration ce. This
concentration ce is the solution of the chemical equilibrium
equation �g(ce, Te) = 0. The fluctuations around this equilib-
rium state are small and one may, therefore, use a completely
linearized description of these fluctuations to calculate them.
This we have in fact already done in our first paper13 to which
we refer for a further discussion.

IV. FLUCTUATIONS IN A NON-ISOTHERMAL
CHEMICALLY REACTING MIXTURE

In the presence of a temperature difference, that is as-
sumed to be stationary, the chemically reacting mixture will
evolve to a non-equilibrium steady state. Our next goal is to
evaluate the intensity of the fluctuations around such a non-
equilibrium state. We start by discussing the stationary (de-
terministic) solution, about which many details are given in
the Appendix. We follow here de Groot and Mazur16, 17 by
considering the stationary state of a chemically reacting fluid
mixture in a temperature gradient enclosed in a reservoir, for
which we can neglect the center-of-gravity motion (v0 = 0).
Note that we are neglecting buoyancy, so that any thermal
convection is absent.

A. The deterministic stationary solution

We assume the presence of a deterministic temperature
profile T0(x) in the x-direction, such that at x = 0 the temper-
ature T0(0) = T1 and at x = L the temperature T0(L) = TL.
Just as de Groot and Mazur,16, 17 we consider the stationary
solution with v0 = 0 and uniform pressure and with J0 = 0 at
the boundaries of the reservoir at x = 0 and x = L (impervi-
ous walls). The analytic steady-state solution to this problem
for the case of linear kinetics, Eq. (1), was reviewed by de
Groot and Mazur,16, 17 and recently revisited by some of us.13

Our goal here is to study the case of nonlinear Kramers ki-
netics, Eq. (2). If we impose a stationary (time-independent)
state in the deterministic Eqs. (4), we find that there exists
a quiescent (v0 = 0) solution that is translationally invariant
in the YZ-plane (i.e., that depends only on the x-coordinate,
T0(x) and �g0(x)), such that

0 = −LqJ

d2

dx2

(
1

T0

)
+ LJJ

d2

dx2

(
�g0

T0

)

− LrR

M

[
1 − exp

(
−M�g0

RT0

)]
, (10a)

0 = −Lqq

d2

dx2

(
1

T0

)
+ LJq

d2

dx2

(
�g0

T0

)
, (10b)

where LJJ , Lqq , LJq = LqJ and Lr represent the different
Onsager transport coefficients, that we shall assume to be con-
stants. As mentioned earlier, full compatibility with the law

FIG. 1. Stationary flow profile J0(x), solution of Eqs. (10), as a function of
x (solid curve), compared with the profile corresponding to linear kinetics
with the same values of the Onsager coefficients and Lr (dashed curve). Data
are normalized by the maximum flow in the linear case, Jlm. Heating is from
x = 0 and LJq is positive. Data are for a fast chemical reaction and a large
Lewis number (see main text).

of mass action requires Lr in Eq. (2) to be a function of the
concentration c. However, the effects of such extra nonlinear-
ities are expected to be negligibly small. Our purpose here is
to evaluate a minimal thermodynamic nonlinear model that is
grosso modo compatible with the kinetic law of mass action.
That is, we adopt Kramer’s model, Eq. (2), with a constant
coefficient Lr .

The solution T0(x) and �g0(x) to Eqs. (10) satisfying the
appropriate boundary conditions can be expressed in a semi-
analytical way, as discussed in another publication,24 where
some of the most salient features of this nonlinear solution,
in particular the influence of the Soret effect as compared
with the classical linear solution reviewed by de Groot and
Mazur,13, 16, 17 were discussed. As already mentioned, some
details of such a nonlinear solution procedure24 are summa-
rized in the Appendix.

For our purposes, here it is most important to dis-
cuss the deterministic stationary diffusion flow profile, J0(x),
for which an analytic relationship exist with the ratio
�g0(x)/T0(x), Eqs. (A6) or (A8) in the Appendix. A typ-
ical J0(x) is shown in Fig. 1, that corresponds to heating
from x = 0 and positive Soret effect.24 Parameter values in
Fig. 1 are φ = L/d = 7, with d the penetration depth of the
chemical reaction as defined by Eq. (A3) in the Appendix;
and b/aφ = 15. The former indicates a fast chemical reac-
tion, while the latter indicates a large Lewis number, see
Eqs. (A12) and (A13) and the subsequent discussion in the
Appendix.

One observes in the figure that, as required by the bound-
ary conditions of impervious walls, J0(x) goes to zero at both
x = 0 and x = L. In between, it presents a maximum at a po-
sition xm that, in general, differs from L/2. It is worth notic-
ing that in the linear kinetics solution, reviewed by de Groot
and Mazur,13, 16, 17 the maximum stationary diffusion flow is
always located at x = L/2, see dashed curve in Fig. 1. This
asymmetry in the flow profile is one of the most salient fea-
tures of the stationary solution for nonlinear Kramers kinetics
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FIG. 2. Stationary profiles of inverse temperature (top panel) and M�g0(x)
(bottom panel), for the same set of parameters for which the diffusion pro-
file was shown in Fig. 1 (as a solid curve). Top panel shows the differ-
ence between the local inverse temperature and the harmonic average of the
boundary temperatures T −1

m , normalized by (half) the difference of inverse
temperatures �(T −1) = 1/T0 − 1/TL. For this example temperatures are T0
= 320 K and TL = 300 K, and xm/L 	 0.323.

and depends on the sign of the Soret coefficient.24 For a pos-
itive Soret effect, xm is closer to the hot plate, while for a
negative Soret effect xm is closer to the cold plate. See a more
complete discussion in the Appendix.

From Eq. (A6) or Eq. (A8) in the Appendix, it follows
that at the location xm where the stationary diffusion flow is
maximum,

exp

(
−M�gm

RTm

)
= 1, (11)

or, alternatively, �gm = 0, as shown in the bottom panel of
Fig. 2. From Eq. (2) it follows that, at the location of max-
imum stationary diffusion flow the chemical reaction rate is
zero. We shall make use of these properties in the evaluation
of the intensity of the concentration fluctuations. In what fol-
lows, the subscript m will indicate the value for the determin-
istic solution at position xm.

In general, the inverse temperature profiles also present
asymmetry, and the midpoint of the layer is no longer at the
harmonic average of the boundary temperatures, as occurs al-
ways for the case of linear kinetics.17 Furthermore, in gen-
eral, the location of the temperature harmonic average does

not coincide with the location of maximum diffusion flow.
The difference between both locations can be related to the
Lewis number. In the present paper, we only consider the sta-
tionary solution in the limit of very large Lewis number (see
Sec. IV B). In this limit, one sees from Eq. (A12) in the
Appendix that the parameter a controlling the shape of the
stationary temperature profile vanishes. As a consequence, in
the large-Lewis-number limit the profile 1/T0(x) will sim-
ply proceed linearly from the inverse temperature at one of
the boundaries (1/T0) to the inverse temperature at the other
boundary (1/TL), as shown in the top panel of Fig. 2. In
this particular case (Le → ∞), the harmonic average of the
boundary temperatures is located at the midpoint of the layer.

The concentration profiles c(x) at large Lewis number
can be obtained from the M�g0(x) profiles, as the one shown
in the bottom panel of Fig. 2. For this calculation knowledge
of the equation of state �g(c, T ) is required. If, for instance,
one assumes a regular solution model for the equation of state,
one obtains nonlinear asymmetric c(x) profiles; with a general
shape quite similar to the M�g0(x) profile shown in the bot-
tom panel of Fig. 2 but conveniently translated and rescaled.

In summary, systems with large Lewis number are char-
acterized by noticeably nonlinear and asymmetric diffusion
flow, �g0(x) and concentration profiles, but an almost lin-
ear inverse-temperature profile. This difference between con-
centration and temperature profiles is expected because a
large Lewis-number approximation implies the assumption
that heat diffusion is infinitely faster than molecular diffu-
sion. As further discussed in the Appendix, the inverse pen-
etration depth (φ = 0.143 for the data in Figs. 1 and 2), see
Eq. (A3), gives a rough idea of the region, close to the bound-
aries, where the gradient of �g0 is noticeably different from
the gradient at the point of maximum flow.

B. Equations for the fluctuations

We start the calculation of the non-equilibrium struc-
ture factor of the fluid by setting up the evolution equa-
tions for the thermodynamic fluctuations around the station-
ary solution described in the previous subsection. We start
from the balance laws in the form (9) and represent in the
right-hand side (RHS) the thermodynamic fields by their sta-
tionary values plus some “fluctuation,” for instance, T (r, t)
= T0(x) + δT (r, t), v(r, t) = δv(r, t), etc. This procedure
yields fluctuating-hydrodynamics equations from which the
spatiotemporal evolution of the fluctuating thermodynamic
variables may be computed.

The generic procedure described above produces some
complicated nonlinear equations and some approximations
are of rigueur. First of all, some simplifications come from
the observation that T0(x) and �g0(x) are solutions of the sta-
tionary Eqs. (10). Next, the most important simplification is
obtained by linearizing the resulting expressions in the fluctu-
ating fields. This approximation is justified if the fluctuations
are “small.” Previous work on non-reacting mixtures has con-
firmed that this is the case when the stationary solution is sta-
ble, i.e., when the system is not close to a hydrodynamic in-
stability such as the onset of convection.7 Here, we continue
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to proceed with the assumption that the stationary solution is
stable, so that we can linearize our evolution equations for
the non-equilibrium fluctuations. After having linearized the
equations, a further simplification can be obtained by taking a
double curl of the fluctuating Navier-Stokes equation and by
using the divergence-free condition, ∇ · δv = 0. This proce-
dure decouples the equations for the fluctuations in the y and
z-components of the velocity from the temperature or con-
centration fluctuations. With these simplifications, the fluctu-
ating hydrodynamic equations (expressed in terms of the or-
dinary transport coefficients related to Onsager’s coefficients
by Eqs. (5)) read as

∂

∂t
∇2δvx = ν∇2(∇2δvx)

+ 1

ρ
{∇ × ∇ × (∇ · δ�(st))}x, (12a)

∂

∂t
δc + δvx

dc0

dx
= D

{
∇2δc + kT

T0
∇2δT

}
− Lr

ρ

× exp

(
−M�g0

RT0

)
δ

(
�g

T

)

− 1

ρ
∇ · δJ+ 1

ρ
δr, (12b)

∂

∂t
δT + δvx

dT0

dx
+ T0�h̃

[
∂

∂t
δc + δvx

dc0

dx

]

= [aT + D(εD + kT �h̃)]∇2δT

+ DT0

kT

(εD + kT �h̃)∇2δc − 1

ρcp

∇ · δQ, (12c)

where the subscript x in Eq. (12a) indicates the x-
component of the vector between curly brackets. In Eqs. (12),
aT = λ/ρcp is the thermal diffusivity, εD is the dimensionless
Dufour effect ratio,

εD = k2
T

cpT

(
∂�g

∂c

)
p,T

(13)

and �h̃ is the dimensionless specific enthalpy of reaction,

�h̃ = �h

cpT
= 1

cpT

[
�g − T

(
∂�g

∂T

)
p,c

]
. (14)

We shall neglect the spatial dependence of these two last
quantities; hence, in what follows we consider them as (uni-
form) average values through the fluid layer. We recall that
due to the incompressibility assumption the density ρ = ρ0

is uniform. Furthermore, we neglect throughout this paper,
the position dependence of all thermophysical properties of
the mixture, such as the Onsager coefficients and the trans-
port coefficients. The influence of such nonlinearities in non-
equilibrium fluctuations has been considered in Refs. 31
and 32 and is negligible when non-equilibrium coupling be-
tween the fluctuating fields exist, as is the case here. Further-
more, consistency with the steady-state solution described in
Sec. IV A, also requires to consider here all transport coeffi-
cients (including reaction rate) as constants. In the linear case
Eqs. (12) reduce to Eqs. (51) in our first paper.13

It is interesting to compare this equation with the one
for the fluctuations in equilibrium, which are obtained from
Eqs. (12) by setting dc0/dx = dT0/dx = 0 and �g0 = 0. We
notice that this eliminates the coupling between the veloc-
ity fluctuations parallel to the gradient and the temperature or
concentration fluctuations. In non-equilibrium, velocity fluc-
tuations in the direction of the stationary gradients probe re-
gions with different temperatures and concentrations. As in
the case of a non-isothermal non-reacting binary mixture,7

this coupling is precisely the origin of a large enhancement
of the thermodynamic fluctuations when the system is in
a non-equilibrium steady state. The nonlinear nature of the
equation far from equilibrium leads to the additional factor
exp (−M�g0/RT0) in the term proportional to Lr,0. This can
lead to a substantial increase or decrease of this term com-
pared to the linear case.

Although non-equilibrium fluctuations can be directly
evaluated from Eqs. (12), again a further simplification can
be achieved by exploiting the fact that for dense fluids (liq-
uids) the Lewis number Le = aT /D is usually quite large.
For non-equilibrium fluid mixtures, the large-Lewis-number
approximation was first proposed by Velarde and Schechter33

so as to simplify the instability analysis when buoyancy ef-
fects are incorporated in the theory. The same approxima-
tion scheme has also been successfully used by some of us
to study non-equilibrium concentration fluctuations induced
by the Soret effect in a non-reacting binary mixture.34, 35 The
most important consequence of this large-Lewis-number ap-
proximation is that temperature fluctuations can be ignored,
and that only the coupling between concentration and veloc-
ity fluctuations needs to be considered. Indeed, in ordinary
liquid mixtures concentration fluctuations usually dominate,
and temperature fluctuations are more difficult to observe by
experimental techniques, such as light scattering.36–38 The
same has been found from non-equilibrium molecular dynam-
ics simulation.39 Further details concerning this approxima-
tion scheme can be found in the relevant literature.33, 35 In the
Le → ∞ limit, the set of working Eqs. (12) reduces to

0 = ν0∇4δvx + 1

ρ0
{∇ × ∇ × (∇ · δ�(st))}x, (15a)

∂

∂t
δc + δvx∇c0

= D0∇2δc − Lr,0

ρ0T0
exp

(
−M�g0

RT0

)(
∂�g0

∂c0

)
p,T

δc

− 1

ρ0
∇ · δJ + 1

ρ0
δr. (15b)

Note that far from equilibrium exp (−(M�g0/RT0)) changes
from a value much smaller than unity at one end of the box
to a value much larger than unity at the other end of the box.
It is this term that gives the major difference with the analy-
sis of the fluctuations around a stationary solution that is ev-
erywhere close to chemical equilibrium. We expect that our
present results may also be applicable to some kinds of open
systems for which the stationary solution can still be repre-
sented by Eqs. (10) with v = 0 but with a non-vanishing dif-
fusion flux J at the boundary.40
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We shall not consider boundary conditions for the fluc-
tuating fields in this paper. In general, fluctuations in fluids
subjected to a temperature gradient at large wavelengths com-
parable to the size of the system are affected by the presence
of boundaries.7 However, it has been experimentally shown
that such boundary conditions are not needed to reproduce
the proper asymptotic behavior of the non-equilibrium hydro-
dynamic fluctuations at small wavelengths41 (but still large

enough to be in the hydrodynamic regime). Deviations from
our solution are expected for larger wavelengths due to con-
finement effects, but they are not considered in the present
paper.

C. Procedure for solving fluctuating equations

In matrix form, we may write Eqs. (15) as

⎛
⎜⎜⎝

ν0∇4 0

∇c0(x)
∂

∂t
+ D0∇2 − Lr,0R

ρ0M

[
∂

∂c(x)
exp

(
−M�g(x)

RT (x)

)]
T ,0

⎞
⎟⎟⎠ ·

(
δvx(r, t)

δc(r, t)

)

= 1

ρ0

(
−{∇ × ∇ × (∇ · δ�(st)(r, t))}x

−∇ · δJ(r, t)+δr(r, t)

)
≡ F(t, r). (16)

Taking a full spatiotemporal Fourier transform of
Eq. (16), we obtain(

1

2π

)3 ∫
dq′G−1(ω, q, q′) ·

(
δvx(ω, q′)
δc(ω, q′)

)

= F(ω, q) = 1

ρ0

(
iεxniqnεijkqj [qlδ�

(st)
lk (ω, q)]

−iqiδJi(ω, q) + δr(ω, q)

)
,

(17)

where ω and q are the frequency and the wave vector of the
fluctuations, respectively. In the expression of the vector of
random forces F(ω, q), summation over repeated indices is
understood, and in the first of the Levi-Civita tensors ε, an
index x appears because the actual random force corresponds
to the x-component of the vector between curly brackets in
the RHS of Eq. (16). The explicit expression of the inverse
linear response function for the non-equilibrium fluctuations
on the LHS of Eq. (17) is

G−1(ω, q, q′) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ν0q
4 (2π )3 δ(q − q′) 0

(iω + D0q
2) (2π )3 δ(q − q′)

(∇c0) (q − q′) −Lr,0R

ρ0M
F

⎡
⎣∂ exp

(
−M�g

RT

)
∂c

⎤
⎦

T ,0

(q − q′)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (18)

where F [ ∂
∂c

exp(−M�g

RT
)]T ,0(q) is the Fourier transform of

[ ∂
∂c(x) exp(−M�g(x)

RT (x) )]T ,0. There are two terms in this expres-
sion for which we need a proper approximation. Let us
first consider [ ∂

∂c(x) exp(−M�g(x)
RT (x) )]T ,0. For an ideal system,

the exponent is equal to c0/(1 − c0)2. This implies that
the derivative with respect to c0 is (1 + c0)/(1 − c0)3. In
the general case, there are activity corrections. Far from
chemical equilibrium M�g/RT varies from a value much
smaller than –1 to a value much larger than +1 from x

= 0 to x = L. This implies that the concentration also varies
substantially along the box. Close to equilibrium, it was suf-
ficient to replace this term by its value midway between the
two plates.13 Far from equilibrium, we need to take the vari-
ation from one end of the box to the other into account to
see how the results of the linear approximation for the reac-
tion rate are modified. As reference point, we take the lo-
cation xm at which the stationary diffusion flux was maxi-
mum, see Fig. 1. To lowest order in the variation we will,
therefore, use
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F

[
∂

∂c
exp

(
−M�g

RT

)]
T ,0

(q) =
∫

dr exp(iq · (x−xm, y, z))

[
∂

∂c
exp

(
−M�g

RT

)]
T ,0

(r)

=
[

2πFmδ(qx) − 2πiF1
∂

∂qx

δ(qx)

]
(2π )2 δ(qy)δ (qz) , (19)

where

Fm =
[

∂

∂c
exp

(
−M�g0

RT0

)]
m

= − M

RTm

(
∂�g

∂c

)
T ,m

(20a)

and

F1 =
{

∂

∂x

[
∂

∂c
exp

(
−M�g

RT

)]}
m

= M

RTm

{[
M

RT

(
∂�g

∂c

)2

− ∂2�g

∂c2

]
T

∇c

− 1

T

[
M�h

RT

∂�g

∂c
− ∂�h

∂c

]
∇T

}
m

. (20b)

As mentioned above, the subscript m indicates the value
for the deterministic solution at position xm. The knowledge
of the equation of state, �g(c, T ), is assumed and Eq. (11)
has been employed to simplify the expressions. The inverse
Fourier transform of Eq. (19) gives[

∂

∂c
exp

(
−M�g

RT

)]
T ,0

(r) = Fm + F1 (x − xm) . (21)

We note that, in general, the point xm differs only a little from
the midpoint of the interval L/2, see Fig. 1 for a typical exam-
ple. As Eqs. (20a) and (20b) show, we simplify the description
by taking the value of the concentration and its first deriva-
tive at the point xm where the stationary diffusion flux J0(x)
is maximum. The operator G−1 furthermore contains a term
(∇c0)(q − q′). This is already a first-order derivative of the
density and we may, therefore, approximate this term by

(∇c0) (q − q′) = (∇c)m (2π )3 δ(q − q′). (22)

Substituting Eqs. (19) and (22) into Eq. (18) gives

G−1(ω, q, q′)

=
⎛
⎝ ν0q

4 0

(∇c)m iω + D0q
2 − Lr,0R

ρ0M
Fm

⎞
⎠ (2π )3 δ(q − q′)

+ i
Lr,0R

ρ0M
F1

(
0 0

0 1

)
(2π )3

× ∂

∂qx

δ(qx − q ′
x)δ(qy − q ′

y)δ(qz − q ′
z)

≡ G−1
0 (ω, q, q′) + G−1

1 (ω, q, q′). (23)

It follows that

G0(ω, q, q′) = (2π )3 δ(q − q′)

ν0q4
(

iω + D0q2 − Lr,0R

ρ0M
Fm

)

×
[(

iω + D0q
2 − Lr,0R

ρ0M
Fm

)
0

−(∇c)m ν0q
4

]

≡ G0(ω, q) (2π )3 δ(q − q′). (24)

In order to obtain G, we treat G−1
1 as a perturbation and

write

G(ω, q, q′) = G0(ω, q, q′) − (2π )−6
∫

dq′′

×
∫

dq′′′G0(ω, q, q′′)

· G−1
1 (ω, q′′, q′′′) · G0(ω, q′′′, q′)

= G0(ω, q)(2π )3δ(q − q′)

− G0(ω, q) · G−1
1 (ω, q, q′)

· G0(ω, q ′)

= (2π )3δ(qy −q ′
y)δ(qz−q ′

z)[G0(ω, q)δ(qx −q ′
x)

− i
Lr,0R

ρ0M
F1G0(ω, q)

·
(

0 0

0 1

)
· G0(ω, q ′)

∂

∂qx

δ(qx − q ′
x)]

≡ G0(ω, q) (2π )3 δ(q − q′) + G1(ω, q, q ′) (2π )3

× δ(q‖ − q′
‖)

∂

∂qx

δ(qx − q ′
x)

≡ G0(ω, q, q′) + G1(ω, q, q′). (25)
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After some algebra, this gives

G1(ω, q, q ′) =
−i

Lr,0R

ρ0M
F1[

iω + D0q2 − Lr,0R

ρ0M
Fm

] 1[
iω + D0q ′2 − Lr,0R

ρ0M
Fm

]
⎡
⎢⎣

0 0

− (∇c)m

ν0q ′4 1

⎤
⎥⎦. (26)

The Fourier-transformed fluctuating fields can then be simply evaluated from Eq. (18). We are interested in the autocorrelation
function of the (Fourier-transformed) concentration fluctuations, i.e., 〈δc∗(ω, q)δc(ω′, q′)〉. For a calculation of this quantity, we
need the correlations between the components of the random noise vector introduced in the RHS of Eq. (17).

These functions are conveniently expressed in terms of a correlation matrix C(t, t ′, r, r′), defined by

C(t, t ′, r, r′) ≡ 〈Fi(t, r)F †
j (t ′, r′)〉 = 1

ρ2
0

〈(
− {∇ × ∇ × (∇ · δ�(st)(r, t)

)}
x

−∇ · δJ(r,t)+δr(r, t)

)

×
(

− {∇′ × ∇′ × (∇′ · δ�(st)(r′, t ′)
)}

x

−∇′ · δJ(r′,t ′)+δr(r′, t ′)

)† 〉
, (27)

where the superscript † indicates a Hermitian conjugate. Using the fluctuation-dissipation theorems given in Eqs. (8), assuming
that the Onsager coefficients (T η)0, LJJ,0 and Lr,0 can be taken to be constant and expanding around the location xm, where the
diffusion flux is maximum, and also using Eq. (11), we obtain

C(t, t ′, r, r′) = 2kB

ρ2
0

δ(t − t ′)δ(r − r′)

⎛
⎝ (T η)0∇‖ · ∇‖ (∇ · ∇)2 0

0 LJJ,0∇ · ∇ + 1
2Lr,0

[
1 + exp

(
−M�g0(x)

RT0(x)

)]
⎞
⎠

= 2kB

ρ2
0

{(
(T η)0∇‖ · ∇‖ (∇ · ∇)2 0

0 LJJ,0∇ · ∇ + Lr,0

)

+ 1

2
Lr,0

[
∂

∂x
exp

(
−M�g

RT

)]
m

(
0 0

0 1

)
(x − xm)

}
δ(t − t ′)δ(r − r′). (28)

After applying a Fourier transformation and adopting (T η)0 = Tmρ0ν0, one obtains

C(ω,ω′, q, q′) = 〈Fi(ω, q)F †
j (ω′, q′)〉 = 2kB

ρ2
0

{(
Tmρ0ν0q

2
‖q

4 0

0 LJJ,0q
2 + Lr,0

)

− i

2
Lr,0

[
∂

∂x
exp

(
−M�g

RT

)]
m

(
0 0
0 1

)
∂

∂qx

}
(2π )4δ(ω − ω′)δ(q − q′)

≡ C0(ω,ω′, q, q′) + C1(ω,ω′, q, q′)

≡ C0(q)(2π )4δ(ω − ω′)δ(q − q′) + C1(2π )4δ(ω − ω′)δ(q‖ − q′
‖)

∂

∂qx

δ(qx − q ′
x), (29)

where q2
‖ = q2

y + q2
z , with q‖ being the component of the

wave vector in the direction normal to that of the station-
ary concentration gradient. Furthermore, the differentiation
with respect to qx works on the δ-function outside the curly
bracket. We note for future use that

[
∂

∂x
exp

(
−M�g

RT

)]
m

= −(∇ĝ)m

= − M

RTm

[
∂�g

∂c
∇c−�h

T
∇T

]
m

, (30)

where, as in the Appendix, we introduced a dimensionless
ĝ ≡ M�g0/RT0 for ease of notation and used Eq. (11). As
a consequence of Eq. (30), the correction C1 in Eq. (29) is
actually linear in both the concentration and the temperature

gradients at the point of maximum stationary flow (i.e., near
the middle of the layer).

The validity of the fluctuation-dissipation theorem, as
given in Eqs. (28) and (29) for non-equilibrium states far
from equilibrium, is a consequence of its validity in the
general form given in Eqs. (8). In the previous paper,14 we
gave a general derivation using mesoscopic non-equilibrium
thermodynamics. The physics behind this extension of the
fluctuation-dissipation theorem to non-equilibrium states is
that the correlation between the components of the stochas-
tic part of the fluxes continues to be short ranged and, thus,
within a hydrodynamic theory, proportional to delta func-
tions in space and time. The validity of such an extension
of the fluctuation-dissipation theorem has been confirmed
experimentally for (non-reacting) fluids in a temperature
gradient.7, 37, 41
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D. Correlation functions of the fluctuations

Inverting Eq. (17), we obtain for the fluctuations

(
δvx(ω, q)

δc(ω, q)

)
=
(

1

2π

)3 ∫
dq′G(ω, q, q′) · F(ω, q′), (31)

and, hence, for the correlations of the fluctuations,

S(ω,ω′, q, q′) ≡
〈(

δvx(ω, q)

δc(ω, q)

)(
δvx(ω′, q′)
δc(ω′, q′)

)†
〉

=
(

1

2π

)6 ∫
dq′′dq′′′G(ω, q, q′′) · C(ω,ω′, q′′, q′′′) · G†(ω′, q′′′, q′)

=
(

1

2π

)6 ∫
dq′′dq′′′G0(ω, q, q′′) · C0(ω,ω′, q′′, q′′′) · G†

0(ω′, q′′′, q′)

+
(

1

2π

)6 ∫
dq′′dq′′′G1(ω, q, q′′) · C0(ω,ω′, q′′, q′′′) · G†

0(ω′, q′′′, q′)

+
(

1

2π

)6 ∫
dq′′dq′′′G0(ω, q, q′′) · C1(ω,ω′, q′′, q′′′) · G†

0(ω′, q′′′, q′)

+
(

1

2π

)6 ∫
dq′′dq′′′G0(ω, q, q′′) · C0(ω,ω′, q′′, q′′′) · G†

1(ω′, q′′′, q′)

≡ S0(ω,ω′, q, q′) + S1(ω,ω′, q, q′) + S2(ω,ω′, q, q′) + S†
1(ω,ω′, q, q′). (32)

In this expression, we expanded to the first order in the correction term due to the gradient which is important far from equilib-
rium. Both S0 and S2 are Hermitian, while S1 + S†

1 is also Hermitian. Substituting the expressions obtained for G and C, given
in Eqs. (24)–(26) and (29), into Eq. (32) we find

S0(ω,ω′, q, q′) = G0(ω, q) · C0(q) · G†
0(ω, q)(2π )4δ(ω − ω′)δ(q − q′)

= 2kB

ρ2
0

(2π )4δ(ω − ω′)δ(q − q′)

× 1

ν0q4
(

iω + D0q2 − Lr,0R

ρ0M
Fm

)
[(

iω + D0q
2 − Lr,0R

ρ0M
Fm

)
0

−(∇c)m ν0q
4

]

·
[

Tmρ0ν0q
2
‖q

4 0

0 LJJ,0q
2 + Lr,0

]

· 1

ν0q4
(
−iω + D0q2 − Lr,0R

ρ0M
Fm

)
[(

−iω + D0q
2 − Lr,0R

ρ0M
Fm

)
−(∇c)m

0 ν0q
4

]
, (33)

S1(ω,ω′, q, q′) = G1(ω, q, q ′) · C0(ω, q′) · G†
0(ω, q ′)(2π )4δ(ω − ω′)δ(q‖ − q′

‖)
∂

∂qx

δ(qx − q ′
x)

= −i
2kB

ρ3
0

Lr,0R

M
F1(2π )4δ(ω − ω′)δ(q‖ − q′

‖)
∂

∂qx

δ(qx − q ′
x)

(
iω + D0q

2 − Lr,0R

ρ0M
Fm

)−1

×
(

iω + D0q
′2 − Lr,0R

ρ0M
Fm

)−1

×
(

0 0

− (∇c)m (ν0q
′4)−1 1

)

·
[

Tmρ0ν0q
′2
‖ q ′4 0

0 LJJ,0q
′2 + Lr,0

]

· 1

ν0q ′4
(
−iω + D0q ′2 − Lr,0R

ρ0M
Fm

)
[(

−iω + D0q
′2 − Lr,0R

ρ0M
Fm

)
−(∇c)m

0 ν0q
′4

]
, (34)
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S2(ω,ω′, q, q′) = G0(ω, q) · C1 · G†
0(ω, q ′)(2π )4δ(ω − ω′)δ(q‖ − q′

‖)
∂

∂qx

δ(qx − q ′
x)

= −i
kB

ρ2
0

Lr,0

[
∂

∂x
exp

(
−M�g

RT

)]
m

(2π )4δ(ω − ω′)δ(q‖ − q′
‖)

∂

∂qx

δ(qx − q ′
x)

×(ν0q
4)−1

(
iω + D0q

2 − Lr,0R

ρ0M
Fm

)−1

×
[(

iω + D0q
2 − Lr,0R

ρ0M
Fm

)
0

−(∇c)m ν0q
4

]
·
(

0 0

0 1

)

·(ν0q
′4)−1

(
−iω + D0q

′2 − Lr,0R

ρ0M
Fm

)−1
[(

−iω + D0q
′2 − Lr,0R

ρ0M
Fm

)
−(∇c)m

0 ν0q
′4

]

= −i
kB

ρ2
0

Lr,0

[
∂

∂x
exp

(
−M�g

RT

)]
m

(2π )4δ(ω − ω′)δ(q‖ − q′
‖)

∂

∂qx

δ(qx − q ′
x)

×
(

iω + D0q
2 − Lr,0R

ρ0M
Fm

)−1 (
−iω + D0q

′2 − Lr,0R

ρ0M
Fm

)−1 (
0 0
0 1

)
, (35)

where the derivative of the delta function works on the delta function alone. The Hermitian conjugate of S1 is obtained by
interchanging the matrices taking the mirror images of the first and the last, taking the complex conjugate, and interchanging ω

and ω′, q and q ′, qx and q ′
x . As we will not need the explicit form of this operator, we do not give it.

For the zeroth-order concentration correlation function, Eq. (33) gives

Scc,0(ω,ω′, q, q′) = Scc,0(ω, q)(2π )4δ(ω − ω′)δ(q − q′) (36)
with

Scc,0(ω, q) = 2kB

ρ2
0

LJJ,0q
2 + Lr,0 + (∇c)2

mTmρ0ν
−1
0 q2

‖q
−4[

ω2 +
(
D0q2 − Lr,0R

ρ0M
Fm

)2
] .

This results in

Scc,0(ω, q) = 2kBTm

ρ0

D0

(
∂�g

∂c

)−1

T ,m
q2 + Lr,0

ρ0Tm
+ q2

‖
ν0q4 (∇c)2

m

ω2 +
[
D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]2 , (37)

where LJJ,0 was substituted from Eq. (5), Fm from Eq. (20a), and Eq. (11) has been used to simplify the resulting expression.
From Eqs. (34) and (35) and also using Eq. (20) we obtain for the first-order corrections to the concentration correlation

function,

Scc,1(ω,ω′, q, q′) = Scc,1(ω, q‖, qx, q
′
x)(2π )4δ(ω − ω′)δ(q‖ − q′

‖)
∂

∂qx

δ(qx − q ′
x) (38)

with

Scc,1(ω, q‖, qx, q
′
x) =

−2i
kBLr,0RTmF1

ρ2
0 M

[
D0

(
∂�g

∂c

)−1

T ,m
q ′2 + Lr,0

ρ0Tm
+ q ′2

‖ (∇c)2
m

ν0q ′4

]
(

iω + D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

)[
ω2 +

(
D0q ′2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

)2
] , (39)

and, similarly, using also Eq. (30),

Scc,2(ω,ω′, q, q′) = Scc,2(ω, q‖, qx, q
′
x)(2π )4δ(ω − ω′)δ(q‖ − q′

‖)
∂

∂qx

δ(qx − q ′
x) (40)

with

Scc,2(ω, q‖, qx, q
′
x) =

i
kBMLr,0

RTmρ2
0

[(
∂�g

∂c

)
T

∇c−�h
T

∇T
]

m[
−iω + D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

] [
iω + D0q ′2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

] . (41)

Note that the derivative of the δ-function works only on the δ-function. Hence, the two first-order corrections, Scc,1 and Scc,2 ,
are linear in the stationary gradients of both the concentration and the temperature at the location where the diffusion flow has
a maximum.
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V. PHYSICAL INTERPRETATION OF THE
NON-EQUILIBRIUM CONCENTRATION CORRELATION
FUNCTIONS

To explain the physical meaning of the equations derived
in Sec. IV for the non-equilibrium concentration correlation
functions, we first elucidate in Subsection V A the inten-
sity and the wave-number dependence of the non-equilibrium
concentration fluctuations implied by the zeroth-order ap-
proximation, Eq. (37). In Subsection V B, we discuss the
first-order corrections to the concentration fluctuations due to
spatial inhomogeneities. Our conclusions are summarized in
Sec. VI.

A. Non-equilibrium enhancement due to
mode coupling

We observe from Eq. (37) that, in a zeroth-order ap-
proximation, the autocorrelation of concentration fluctuations
calculated on the basis of the Kramers kinetics (2) is essen-
tially the same as the one obtained previously13 on the ba-
sis of linear kinetics (1), the latter analyzed in the previous
publication.13 The only significant difference is that in the
case of linear kinetics (1) all the thermophysical properties
appearing in Eq. (37) are to be taken at their values at the
midpoint (x = L/2), while in the case of Kramers kinetics (1)
these values are to be taken at the point of maximum station-
ary diffusion flux (x = xm), which no longer coincides with
the midpoint.

It is illustrative to rewrite Eq. (37) as

Scc,0(ω, q)

= S(E)
cc (ω, q)

⎧⎪⎪⎨
⎪⎪⎩1 +

q2
‖
(

∂�g

∂c

)
T ,m

(∇c)2
m

ν0q4

[
D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]
⎫⎪⎪⎬
⎪⎪⎭ ,

(42)

where

S(E)
cc (ω, q)

= kBTm

ρ0

(
∂�g

∂c

)−1

T ,m

2

[
D0q

2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]

ω2 +
[
D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]2

(43)

is the spectrum of fluctuations if the system were in equilib-
rium at the temperature Tm corresponding to the location of
maximum diffusion flow. As discussed in Ref. 24 (see also
Sec. IV A), this temperature differs from the harmonic av-
erage of the boundary temperatures in the case of Kramers
kinetics (2), while in the case of linear kinetics (1) this tem-
perature equals the harmonic average of the boundary temper-
atures.

An interesting feature that can be inferred from
Eqs. (42) and (43) is that the decay rate of non-equilibrium
concentration fluctuations is the same as the decay rate of
equilibrium concentration fluctuations, which in the same

large-Lewis-number approximation used here was discussed
in our first paper.13 This is a generic feature of non-
equilibrium fluctuations, namely, that for sufficiently large
wave numbers the decay rate of the fluctuations is the same,
while the intensity of the fluctuations is strongly affected
by the non-equilibrium constraints,7 as obviously shown in
Eq. (42). However, inclusion of the effects of buoyancy and
of boundary conditions does modify the decay rate of non-
equilibrium fluctuations.7

The static structure factor Scc,0(q), which represents the
total intensity of the non-equilibrium concentration fluctu-
ations in zeroth approximation, is obtained by integrating
Scc,0(ω, q) over the frequency ω. In terms of a dimensionless
wave number q̃ = qL,

Scc,0(q) = S(E)
cc

⎧⎨
⎩1 + S̃(NE)

cc

q̃2
‖

q̃4
[
q̃2 + L2

d2

]
⎫⎬
⎭

= S(E)
cc

{
1 + S̃(NE)

cc

q̃2
‖

q̃4
[
q̃2 + φ2

]
}

, (44)

where, as in Figs. 1 and 2, d is the penetration depth of the
chemical reaction defined by Eq. (A3) in the Appendix, and
φ = L/d. The coefficient S(E)

cc represents the equilibrium in-
tensity of the concentration fluctuations,

S(E)
cc = kBTm

ρ0

(
∂�g

∂c

)−1

T ,m

, (45)

that is unaffected by the chemical kinetics. That the intensity
of concentration fluctuations in a reacting system in equilib-
rium is independent of the chemical reaction kinetics is very
well known, as reviewed, for instance, by Berne and Pecora.42

The factor S̃(NE)
cc in Eq. (44) is a normalized non-

equilibrium enhancement of concentration fluctuations due to
mode coupling, and it is given by43

S̃(NE)
cc = (∇c)2

m L4

ν0D0

(
∂�g

∂c

)
T ,m

, (46)

which is always positive and, hence, represents a true non-
equilibrium enhancement. We note that the mode-coupling
mechanism causing the enhancement of non-equilibrium fluc-
tuations is the term δvx∇c0 in the original working Eq. (15b).
Physically this corresponds to the fact that velocity fluctua-
tions parallel to the gradient are mixing regions with different
local concentrations. Our final result for the zeroth-order ap-
proximation, Eqs. (37) and (44), exhibits the typical structure
of non-equilibrium fluctuations, containing a non-equilibrium
enhancement which explicitly depends on the wave number q,
implying that the equal-time non-equilibrium concentration
fluctuations become spatially long ranged.

We find that the non-equilibrium enhancement exhibits
a crossover from the well-known q−4 dependence observed
in non-reacting liquid mixtures7 to a q−2 dependence for
smaller wave numbers. The q−2 behavior is the one typical for
long-range non-equilibrium fluctuations in isothermal react-
ing mixtures, as has been discussed by several authors.7, 21, 44

The crossover from a q−4 (non-isothermal non-reacting) to
a q−2 (non-equilibrium but isothermally reacting) behavior
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FIG. 3. Zeroth-order enhancement of non-equilibrium concentration fluctu-
ations – see Eq. (44) – as a function of dimensionless wave number, q̃ = qL,
for parameter φ = 7 (fast chemical reaction). The crossover from the asymp-
totic q−4 dependence to a q−2 dependence at smaller wave numbers is
evident.

occurs at wave numbers of the order,

q̃2
CO ≡ L2q2

CO 	 L2

d2
= φ2, (47)

which is, therefore, closely related to the inverse of the
penetration length d of the stationary solution as given by
Eq. (A3). As an illustration, we present in Fig. 3 a plot of the
dimensionless non-equilibrium enhancement of the concen-
tration fluctuations as a function of the dimensionless wave
number. The plot is for φ = 7, which we consider a reason-
able value for diffusion-controlled processes (fast chemical
reaction). Figure 3 shows a clear crossover from the asymp-
totic q−4 dependence at larger wave numbers (unaffected by
the chemical reaction) to a q−2 dependence for smaller wave
numbers.

B. Non-equilibrium enhancement
due to inhomogeneities

The first-order corrections to the intensity of non-
equilibrium fluctuations were presented in Eqs. (38)–(41). We
note that these corrections arise from spatial inhomogeneities
in the problem. The correction Scc,1 of Eqs. (38) and (39) and
its Hermitian conjugate comes from the presence of a spa-
tially non-uniform reaction rate in Eq. (21). The correction
Scc,2 of Eqs. (40) and (41) comes from having considered spa-
tially dependent thermal noise in Eq. (28). Both cases have in
common that the Fourier-transformed correction to the auto-
correlation function is proportional to the derivative of a delta
function ∂qx

δ(qx − q ′
x), and not to a delta function itself, as

was the case for the zeroth-order approximation Scc,0. In ad-
dition, both corrections are linear in the gradients (∇c)m and
(∇T )m as follows from Eqs. (39) and (41).

Expressions containing derivatives of delta functions,
such as Eqs. (38) and (40), are commonly encountered when
studying the effects of inhomogeneities on the autocorrelation
functions of fluctuations. An example is the effect of a ther-
mal gradient in the Brillouin lines of a simple fluid31 when

boundary conditions are not considered. As discussed in the
original papers31 and reviewed more in detail in Ref. 7, when
the autocorrelation function has the structure (39)–(41), the
resulting contributions to the structure factor that would be
observed experimentally are given by the diagonal elements
of Scc,1 + S

†
cc,1 and Scc,2. As diagonal elements of Hermitian

operators are real, these diagonal elements are given by

Scc,1(ω, q) + S
†
cc,1(ω, q)

= −2Re

[
∂Scc,1(ω, q‖, qx, q

′
x)

∂qx

]
q ′

x=qx

, (48a)

Scc,2(ω, q) = −Re

[
∂Scc,2(ω, q‖, qx, q

′
x)

∂qx

]
q ′

x=qx

(48b)

with Scc,1(ω, q‖, qx, q
′
x) and Scc,2(ω, q‖, qx, q

′
x) given by

Eqs. (39) and (41), respectively. Next, from Eqs. (39) and (41),
we obtain for the diagonal elements,

Scc,1(ω, q) + S
†
cc,1(ω, q)

= 16D0ωqx

kBTmF1Lr,0

ρ2
0

×
[
D0q

2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]

×
D0

(
∂�g

∂c

)−1

T ,m
q2 + Lr,0

ρ0Tm
+ q2

‖
ν0q4 (∇c)2

m[
ω2 +

(
D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

)2
]2

,

(49)

Scc,2(ω, q) = −2D0ωqx

Lr,0M

ρ2
0NavTm

[(
∂�g

∂c

)
T

∇c−�h
T

∇T
]

m

×
⎡
⎣ω2 +

(
D0q

2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

)2
⎤
⎦

2

.

(50)

Note that, upon integration over ω of Eq. (49) or Eq. (50), the
first-order corrections cancel out. Hence, in first order there
is a correction in the dynamic structure factor, but not in the
static structure factor. This situation is similar to what hap-
pens to the Brillouin lines in the presence of a temperature
gradient.31

It is interesting to compare the magnitude of the en-
hancement of non-equilibrium fluctuations due to different
sources. Equation (42) contains the enhancement of fluctu-
ations due to mode coupling. In the two new first-order con-
tributions, Eq. (49) contains the enhancement of fluctuations
due to an inhomogeneous reaction rate, while Eq. (50) gives
the enhancement of fluctuations due to inhomogeneous noise.
We first observe that enhancement due to mode coupling in
Eq. (42) is quadratic in the gradient (∇c)m, while the en-
hancement due to the first-order contributions are both lin-
ear. This fact may lead one to think that the former effect is
more important, but caution is required here because of the
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other thermophysical properties involved, as discussed below.
Both enhancements are anisotropic, but of different character.
The mode-coupling effect in Eq. (42) is maximum for fluc-
tuations with wave vector in the plane parallel to the walls
(qx 	 0) and zero for fluctuations with wave vector normal
to the walls. On the other hand, the noise inhomogeneity ef-
fect is maximum for fluctuations with wave vector normal to
the walls q‖ 	 0 and zero for fluctuations with wave vector
parallel to the walls. This situation is similar to what happens
when comparing the different non-equilibrium enhancements
in heat conduction, and we refer to a publication by some
of us32 where the physical significance of these features is
discussed.

Of maximum interest is to compare the relative strength
of non-equilibrium enhancements due to mode coupling and
due to noise inhomogeneity. For such a comparison, one has
to integrate the corresponding expressions over the frequency
ω. One difficulty is that such an integration gives zero for the
noise inhomogeneity effect, Eq. (49). We propose to integrate
ω over the half-range [0,∞) and compare with half the non-
equilibrium enhancement due to mode-coupling discussed in
Sec. V A . Such an integration yields

S
(1/2)
cc,1 (q) + S

†(1/2)
cc,1 (q) = 4D0qx

kBLr,0RTmF1

ρ2
0M

×

⎡
⎢⎣D0

(
∂�g

∂c

)−1

T
q2 + Lr,0

ρ0T
+ q2

‖
ν0q ′4 (∇c)2

D0q2 + Lr,0

ρ0T

(
∂�g

∂c

)
T

⎤
⎥⎦

m

,

(51)

S
(1/2)
cc,2 (q) = −D0qx

kBLr,0M

ρ2
0RTm

[(
∂�g

∂c

)
T

∇c−�h
T

∇T
]

m[
D0q2 + Lr,0

ρ0Tm

(
∂�g

∂c

)
T ,m

]2 .

(52)

Expressing these results in terms of the same dimensionless
parameters used in the discussion of the (zeroth-order) cor-
rection due to mode coupling, we obtain

S
(1/2)
cc,1 (q) + S

†(1/2)
cc,1 (q)

= S(E)
cc φ2 LRTmF1

M

(
∂�g

∂c

)−1

T ,m

4q̃x

[
1 + S̃

(NE)
cc

q̃2+φ2

q̃2
‖

q̃4

]
(q̃2 + φ2)2

(53)

S
(1/2)
cc,2 (q) = −S(E)

cc

MLr,0

RT 2
m

(
∂�g

∂c

)
T ,m

L3

ρ0D0

×
[(

∂�g

∂c

)
T

∇c−�h

T
∇T

]
m

q̃x

(q̃2 + φ2)2

= −S(E)
cc

Mφ2

RTm
L

[(
∂�g

∂c

)
T

∇c − �h

T
∇T

]
m

q̃x

(q̃2 + φ2)2
,

(54)

where we have introduced the factor S(E)
cc and the scaled in-

verse penetration depth φ, to facilitate the comparison. Now,
we can compare numerically the non-equilibrium enhance-
ments due to mode coupling and due to inhomogeneities by
evaluating the (absolute value of the) ratios of the dimension-
less prefactors in Eqs. (53) and (54) to (half) S̃(NE)

cc given by
Eq. (46). Neglecting the term cubic in the gradient in Eq. (53),
we obtain for these ratios,

−φ2νD0

(∇c)mL3

(
∂2�g

∂c2

)
T ,m(

∂�g

∂c

)2

T ,m

⎧⎪⎨
⎪⎩1 − M

RT

(
∂�g

∂c

)2

T(
∂2�g

∂c2

)
T

+
[

M�h
RT

∂�g

∂c
− ∂�h

∂c

]
T
(

∂2�g

∂c2

)
T

∇T

∇c

⎫⎬
⎭

m

, (55a)

φ2Mν0D0

L3RTm(∇c)m

[
1 − �h

T

(
∂�g

∂c

)−1

T

∇T

∇c

]
m

, (55b)

where absolute values for the concentration gradients in the
denominator are to be taken. The dimensionless numbers (55)
turn out to be negligibly small. It is simpler to analyze the
second dimensionless ratio (55b), corresponding to inhomo-
geneously correlated noise. In this case, one finds the prod-
uct ν0D0 in the numerator, that is around 10−8 cm4 s−2 for
ordinary liquid mixtures, while in the denominator RTm ap-
pears, which in cgs units is of the order of 109. Therefore,
the second dimensionless ratio in Eq. (55b) is of the order
of 10−15, assuming that the rest of the quantities are of order
unity. The first dimensionless ratio in Eq. (55a), correspond-
ing to the inhomogeneous concentration gradient, is some-
what more difficult to analyze because of the presence of
the chemical-potential derivatives. Anyway, if we assume that
the two derivatives are more or less of the same order, about
RTm/M , we still find a negligibly small ratio, of the order of
the Eq. (55b) case. In conclusion, the non-equilibrium effects
due to inhomogeneities on concentration fluctuations in a re-
acting binary mixture are completely negligible as compared
to mode coupling. We note that a similar situation appears in
a simple fluid subjected to a temperature gradient, as analyzed
in Ref. 32.

VI. CONCLUSIONS

In summary, we find that the physical features of
the static structure factor are very similar to those found
previously13 for reactions close to equilibrium. Just as for
non-equilibrium fluctuations close to equilibrium, we again
find an enhancement of the intensity of the concentration
fluctuations in the presence of a temperature gradient. The
non-equilibrium concentration fluctuations are in both cases
spatially long ranged, with an intensity depending on the
wave number q. The intensity exhibits a crossover from a
∝ q−4 to a ∝ q−2 at wave numbers around q̃CO defined by
Eq. (47), see also Fig. 3. For wavelengths smaller than the
penetration depth the intensity of the non-equilibrium fluctu-
ations varies as q−4 just as for the intensity of non-equilibrium
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fluctuations in fluids in the absence of a chemical reaction.7

Thus, in a sense, fluctuations with wavelengths smaller than
the penetration depth are not affected by the chemical re-
action. On the other hand, the intensity of fluctuations with
wavelengths larger than the penetration depth varies as q−2

caused by the presence of the chemical reaction.7, 21, 44

Fluctuations in chemically reacting mixtures can be
probed experimentally by light scattering45, 46 or by fluo-
rescence correlation spectroscopy.47, 48 As has been demon-
strated for mixtures without chemical reactions,49 it should
be possible to extend these techniques to investigate non-
equilibrium states as well. Hence, the change of the de-
pendence of the intensity of the non-equilibrium concentra-
tion fluctuations as a function of the wave number q illus-
trated in Fig. 3 opens the possibility to distinguish between
diffusion- or activation-controlled regimes by these experi-
mental techniques. The important conclusion overall is that
also in reaction-diffusion systems far from chemical equi-
librium the non-equilibrium correlation functions are long
ranged. Amplitudes are modified, but the characteristic fea-
tures remain the same as in the linear regime.13
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APPENDIX: DETAILS ON THE
STATIONARY SOLUTION

To evaluate the solution to Eqs. (10) we prefer, for sim-
plicity, to express all equations in terms of the Onsager trans-
port coefficients Lij .24 Corresponding expressions in terms of
the common transport coefficients, including the various ther-
modynamic factors, can readily be derived by using Eqs. (5).
Thus, we integrate Eq. (10b) to obtain

1

T0
= LJq

Lqq

(
�g0

T0

)
+ C0 + C1

x

L
, (A1)

where C0 and C1 are two integration constants to be discussed
later. Notice that Eq. (10b) is valid irrespective of whether
the kinetics is linear or nonlinear; hence, the same is true for
Eq. (A1). Next, by substituting Eq. (A1) into Eq. (10a), we
obtain a closed ordinary nonlinear differential equation for the
function (�g0/T0), namely,

d2

dx2

(
M�g0

RT0

)
= 1

d2

[
1 − exp

(
−M�g0

RT0

)]
. (A2)

Similar to the case of linear kinetics,13, 16, 17 we have intro-
duced a penetration depth d (units of length) defined by

1

d2
= LrLqq

(LJJ Lqq − LJqLqJ )

= Lr

ρDT

(
∂�g

∂c

)
T

[
1 + (εD + kT �h̃)2

LeεD

]
, (A3)

where Eqs. (5) have been used in the second equality to ex-
press d in terms of ordinary transport coefficients and the
various thermodynamic factors. Notice that positive dissipa-
tion (entropy production) implies that d2 is always positive;
and that in the large-Lewis-number approximation used in
Sec. IV B, the square bracket in the RHS of Eq. (A3) reduces
to unity. Next, we integrate the differential equation (A2)
once, obtaining

d

dx
ĝ = 1√

2d

√
C2 + ĝ + exp (−ĝ), (A4)

where C2 is a new integration constant and where we adopted
the notation ĝ = M�g0/RT0 to simplify the resulting expres-
sion. Next, separating variables we finally obtain

x

d
=

√
2
∫ ĝ(x)

ĝ0

du√
C2 + u + exp(−u)

, (A5)

with ĝ0 a fourth integration constant, to be identified with ĝ(x)
at x = 0. It is important to note that the linear-kinetics prob-
lem can be solved by the same procedure outlined here. In that
case 1 + 1

2u2 appears instead of u + exp(−u) in the denomi-
nator of Eq. (A5), and the resulting integral can be performed
analytically13, 16, 17 and solved for ĝ(x). This is not possible
for the nonlinear Kramers kinetics case. However, for the dis-
cussion of the features of the solution required here, explicit
integration of the nonlinear steady-state solution, Eq. (A5), is
actually not needed.

What is needed, though, is to evaluate the various inte-
gration constants (C0, C1, C2 and ĝ0), so that the stationary
solution satisfies the four relevant boundary conditions, i.e.,
impervious walls maintained at different temperatures. Imper-
vious walls require vanishing of diffusion flow J0 (including
thermal diffusion) at both x = 0 and x = L. The stationary
diffusion flow is

J0 = LJq

d

dx

(
1

T0

)
− LJJ

d

dx

(
�g0

T0

)

= −R√
2Md

(
LJJ − L2

Jq

Lqq

)√
C2+ĝ + exp (−ĝ) + LJq

C1

L
,

(A6)

where, in the second line, we have just substituted
Eqs. (A1) and (A4) for the gradients of the thermal proper-
ties. Equation (A6) is an analytic relation between the local
values of the stationary diffusive flow J0(x) and of the affinity
ĝ(x). The boundary condition J0(0) = 0 gives a relationship
between three of the integration constants, namely,

C1 = L

LJq

RLrd√
2M

√
C2 + ĝ0 + exp (−ĝ0), (A7)
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where we use again the definition of the penetration depth d to
simplify the resulting expression. We note for future use that
the sign of the prefactor in Eq. (A7) depends on the sign of
the cross coefficient LJq . Next, substitution of Eq. (A7) into
Eq. (A6) allows us to express the diffusive flow as

J0 = −RLrd√
2M

[√
C2 + ĝ + exp (−ĝ)

−
√

C2 + ĝ0 + exp (−ĝ0)
]
. (A8)

Because of impervious walls, diffusion has to vanish also at
x = L. Imposing this condition to Eq. (A8), we get

ĝL + exp (−ĝL) = ĝ0 + exp (−ĝ0) , (A9)

with ĝL = ĝ(L). In addition to the trivial solution ĝL = ĝ0,
Eq. (A9) has an extra solution for ĝL, that can be expressed
in terms of the Lambert W function and the value of ĝ0. If ĝ0

is negative then the non-trivial ĝL is positive, and vice versa.
An interesting fact is that for given ĝ0, the two boundary con-
ditions for the diffusive flow can be verified independently of
the value of the constant C2.

Next, and to finalize the specification of the steady-state
solution, we have to satisfy boundary conditions for the (in-
verse) temperature. From Eq. (A1), we readily obtain

C0 = 1

T0
− RLJq

MLqq

ĝ0, C1 = 1

TL

− 1

T0
− RLJq

MLqq

(ĝL − ĝ0) .

(A10)

By combining the second part of Eqs. (A10) with Eq. (A7),
while taking into account Eq. (A9), one can solve for C2(ĝ0).
Then, from Eq. (A5), a single equation for the integration con-
stant ĝ0 is obtained, namely,

φ ≡ L

d
=

√
2
∫ ĝL

ĝ0

du√
C2 + u + exp(−u)

. (A11)

This procedure, although a bit complicated, allows for unique
determination of the four integration constants and, thus, for
a complete solution of the nonlinear problem. We have ver-
ified by numerical tests that Eq. (A11) can indeed be solved
for ĝ0. The parameter φ controls the linearity of the station-
ary profiles: ĝ(x) and T0(x). If φ � 1, implying d � L or a
very fast chemical reaction (see Eq. (A3)), profiles are highly
nonlinear. If φ � 1 or a very slow chemical reaction, profiles
are almost linear as if there were no chemical reaction at all.

In summary, to obtain the solution to Eqs. (10), one must
first determine the integration constants ĝ0 and ĝL by nu-
merically solving Eqs. (A9) and (A11) simultaneously, with
C2(ĝ0) given by Eqs. (A7) and (A10). These affinity values
at the bounding plates depend on the temperatures T0 and
TL, and the three problem parameters: φ, the prefactor in
Eqs. (A10),

a = RLJq

MLqq

= 1

kT T

(
∂ĝ

∂c

)−1

T

εD(εD + kT �h̃)

LeεD + (εD + kT �h̃)2
,

(A12)

and the prefactor in Eq. (A7),

b = L

LJq

RLrd√
2M

=
1√

2kT T

(
∂ĝ

∂c

)−1

T
Leε2

Dφ

(εD + kT �h̃)[LeεD + (εD + kT �h̃)2]
, (A13)

the last two having dimensions of inverse temperature. Note
that a large value of b/aφ is indicative of a large Lewis num-
ber. Once the interval of affinity variation is obtained, diffu-
sion and temperature profiles, J0(x) and T0(x), can be plotted
by obtaining the ordinates from Eq. (A5) and the correspond-
ing abscissa from Eqs. (A1) and (A8), respectively.

There is a technical detail that is worth discussing. A
condition for the consistency of the solution is that C2 + ĝ

+ exp(−ĝ) > 0 for all ĝ ∈ {ĝ0, ĝL}. This condition can be
verified, without loss of generality, by the following scheme:
First, ĝ0 is chosen as the negative solution to Eq. (A8), so
that ĝL − ĝ0 > 0. Later, the location of the hot temperature
is set at x = 0 or at x = L looking for sign consistency be-
tween Eqs. (A7) and (A10). Consistency, or whether to iden-
tify the hot temperature with T0 or TL, depends on the sign
of the cross coefficient LJq . If LJq < 0 the sign of C1 as
given by Eq. (A7) is negative. Hence, in general, we have
to choose TL > T0 for the sign of C1 as given by the sec-
ond of Eqs. (A10) to be also negative. The reverse is true also
in general.50 It is obvious that, when mathematically solving
the problem we have the freedom to choose the location of
the hot temperature, it may happen that the problem solved
mathematically is the mirror image of the real problem, but
that is not a difficulty. An alternative way of dealing with
this consistency issue would be to choose the minus sign of
the square root in Eq. (A4). Either way, a consistent solution
can be found analytically. This consistency requirement is not
only encountered in the present case of nonlinear Kramers ki-
netics, but also in the case of linear kinetics.
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