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Abstract

The edge states in finite quantum Hall graphene have previously been shown to be valley po-
larised for zigzag and armchair edges. Assuming that the valley isospin is also conserved at a
smooth normal-superconducting (NS) interface, theoretical research has previously predicted
that plateaus in the longitudinal conductance are expected to occur in the lowest Landau
level of the incoming edge modes, which depends on the angle difference between the isospins
entering and leaving the superconductor. In this thesis, this prediction is verified with a
tight-binding simulation of six different NS junctions: for both zigzag and armchair edge
nanoribbons, the superconductor can cover a single edge, two adjacent edges or two opposite
edges. The theoretical prediction could be confirmed successfully, suggesting that the edge
states are valley polarised along a smooth NS interface. Some deviations from the theory
could be observed for the armchair edge ribbon with opposite edges when the width of the
ribbon is not a multiple of three hexagons. Two consecutive widths show a complementary
behaviour in the conductance such that their average corresponds to the predicted value
with a remarkable robustness. The reason for this complementarity was briefly conjectured
by using the special Andreev reflection in graphene and the coupling between sublattice and
valley degree of freedom for zigzag edges. The parameter regimes allowing for the existence of
conductance plateaus were established, confirming that the plateaus emerge for a system size
much larger than the magnetic length and the superconducting coherence length, and that
a smooth chemical potential, magnetic field strength and superconducting order parameter
are necessary at the NS interface. The robustness of the NS edge states was furthermore
investigated with three methods: a Fermi energy mismatch between the bulk and the super-
conductor, and random normally distributed variation in the onsite electrostatic potential
and a random potential landscape. All results could confirm that intervalley scattering is the
reason for deviations from the plateaus predicted by the theory.

i





Acknowledgements

I would like to thank Chun-Xiao for the time spent in helping me with
the project, and to Anton for his guidance which made the project possible.
Also, I would like to thank Antonio Manesco for his interest and suggestions,
and to Michael Wimmer for taking the time for my report and defense.

ii





Contents

1 Introduction 1
1.1 Motivation and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Electronic properties of graphene . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Quantum Hall edge states . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Andreev reflection at a superconducting interface . . . . . . . . . . . 6

2 Tight-binding descriptions of graphene 8
2.1 Tight-binding description of normal graphene . . . . . . . . . . . . . . . . . 8

2.1.1 Linear combination of atomic orbitals . . . . . . . . . . . . . . . . . . 8
2.1.2 Second quantisation Hamiltonian . . . . . . . . . . . . . . . . . . . . 10

2.2 Tight-binding description of quantum Hall graphene . . . . . . . . . . . . . . 12
2.3 Tight-binding description of superconducting graphene . . . . . . . . . . . . 14

3 Valley polarisation dependence of the NS conductance 15
3.1 Geometry of a graphene nanoribbon . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Energy dispersion in graphene nanoribbons . . . . . . . . . . . . . . . . . . . 16
3.3 Graphene nanoribbon under a magnetic field . . . . . . . . . . . . . . . . . . 17
3.4 Conductance of an NS junction . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.4.1 General model considerations . . . . . . . . . . . . . . . . . . . . . . 19
3.4.2 Superconductor covering opposite edges . . . . . . . . . . . . . . . . . 20
3.4.3 Superconductor covering adjacent edges . . . . . . . . . . . . . . . . 21
3.4.4 Superconductor covering a single edge . . . . . . . . . . . . . . . . . 22

4 Robustness and parameter regimes 23
4.1 Parameter regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.1.1 Size of the superconductor . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1.2 Scale of the system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.3 Smoothing intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Disordered NS interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.1 Fermi energy mismatch at the NS interface . . . . . . . . . . . . . . . 27
4.2.2 Uncorrelated disorder potential . . . . . . . . . . . . . . . . . . . . . 29
4.2.3 Disorder potential landscape . . . . . . . . . . . . . . . . . . . . . . . 30

5 Conclusions 32

Appendix A Formalism 38

Appendix B Particle-hole symmetry 42

iii





Chapter 1

Introduction

1.1. Motivation and outline

Graphene is a single layer of carbon atoms which has been heavily researched over the
past twenty years, notably because of its exceptional conducting properties. The presence of
two nonequivalent valleys related by time reversal symmetry in its band structure is one of
its unique properties. This characteristic valley degree of freedom can be treated with a two
dimensional spinor in the quantum mechanical description of the particles and holes, called
valley isospin. In the same way that the spin property of particles being used in solid-state
devices to encode information is referred to as spintronics, exploiting the valley degree of
freedom in graphene gave rise to what is now called valleytronics[1, 2]. Depending on the
direction of propagation of charge carriers through graphene, all states can lie in a single
valley or can be in a linear combination of states from both valleys[3]. In the presence of
a strong perpendicular magnetic field on a single layer graphene nanoribbon, the propaga-
tion of charge carriers occurs exclusively at the edges of the ribbon and these edge states
are valley polarised[4]. But as the conductance of such a ribbon is insensitive to the valley
polarisation of these edge modes[5], the latter are difficult to identify. However, using the
Andreev reflection occurring at the interface with a superconductor on the valley of incoming
and outgoing states[6], Akhmerov & Beenakker (2006)[5] predicted that the angle difference
Θ between the valley isospins of modes in the lowest Landau level entering and leaving the
superconductor, directly depends on the longitudinal conductance GNS of the NS junction
in the quantum Hall regime, via the expression GNS = (1− cos Θ)2e2/h.

In the present thesis, the predicted normal-superconducting (NS) junction conductance is
computed for different edges in the tight-binding approximation. Tight-binding simulations
have confirmed the validity of a comparable expression in pn-junctions[7, 8] and research on
the Hall conductance in an NS junction is currently reviewed[9], but the prediction made
by Akhmerov & Beenakker has not yet been confirmed by an experiment or a simulation.
The first part of this study consists of a brief introduction to the electronic properties of
graphene and the physical phenomena at work in an NS junction. Then, the tight-binding
model in each regime is formulated mathematically. This is followed by a presentation of
the results from the simulation. The last chapter is dedicated to investigating the effective
ranges of parameters for which the model works and the robustness of the edge states at the
superconducting interface.

1



1.2. Background 2

1.2. Background

1.2.1. Electronic properties of graphene

The graphene lattice.— The carbon atoms in graphene are arranged in a honeycomb
lattice. The ground state electron configuration of the carbon atom is 1s22s22p2. In a
graphene monolayer, the carbon atoms are in the state corresponding to the electron con-
figuration 1s22s12p1

x2p1
y. The pz orbital is responsible for conduction in graphene through

what is called π bonds[10]. The graphene lattice is non-Bravais since two neighbouring sites
are inequivalent (i.e. translation of the lattice from one site to its neighbour produces a
different lattice). The honeycomb structure can be decomposed into two Bravais triangular
sublattices A and B which differ by a rotation of π, as demonstrated in Figure 1.2.1a. A set
of lattice vectors and a basis suffice to describe the lattice geometry. Typically we choose
the primitive lattice vectors of the Wigner-Seitz cell a1 = a

2
[3,
√

3] and a2 = a
2
[3,−
√

3]
with basis {(a, 0), (2a, 0)} given in Cartesian coordinates and where the lattice constant a is
chosen as the carbon to carbon distance. From experiments, it approximately equals 1.42
Å[11]. The reciprocal lattice vectors can accordingly be shown to be[12] b1 = 2π

3a
[1,
√

3] and

b2 = 2π
3a

[1,−
√

3] from which the first Brillouin zone (BZ) results as shown in Figure 1.2.1b.
The corners of the BZ are denoted K and K′ - three K and three K′ points - of which we
retain two nonequivalent ones since all the others can be obtained from the symmetry of the
sublattices.

Graphene nanoribbons.— The dispersion relation of graphene gives insight in its dis-
tinctive conducting properties, in particular because of the cones touching at the Dirac points
shown in Figure 1.2.1b. Instead of round shaped conduction and valence bands like most
metals, the valleys in the band structure are sharp cones which touch at the K and K′ points
in the Brillouin Zone (BZ), called Dirac cones. These cones are locally linear and steep, as
the expectation value of the group velocity ~−1∂E(k)/∂(k) was shown to be approximately
1.0 · 106 m/s theoretically[13] and experimentally [14]. Taylor expanding the dispersion re-
lation near a Dirac cone yields a linear dispersion given by |E| = ~vF |δk| where the Fermi
velocity is given by vF = 3at/2~[4] with t the hopping potential assumed in the tight-binding
model, to which we come back later. In contrast, in a graphene nanoribbon with electrons
propagating in a given direction k, the dispersion relation of infinite graphene no longer
applies. Due to the finite number of conduction channels, the band structure presents only
a finite number of bands as will be seen in the next paragraph. Two types of regular edges
occur at the boundaries of a graphene nanoribbon. In reference to their shapes, the edges
are named zigzag or armchair edges, as outlined in Figure 1.2.1a. Whether the direction of
propagation is along a zigzag or an armchair edge can have important effects on the motion
of charge carriers.
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Sublatt.A Sublatt.B

ArmchairZ
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(a) Honeycomb lattice made of two triangular
Bravais sublattices A and B which are not

equivalent. For a finite sheet of graphene, two
regular edges can occur, named zigzag and

armchair edges respectively and indicated by
the thick lines (made using [15, 16]).

(b) First Brillouin zone (BZ) (bold line) in the
reciprocal lattice of graphene. K and K′

correspond to two nonequivalent Dirac points
and M and Γ are two other critical points.
Two Dirac valleys related by time reversal

symmetry from the graphene band structure
are illustrated (made using [17]).

|K′〉

|K〉

|νi〉|νo〉

|νo〉|νo〉

|νi〉

|νo〉

Φ

(c) States on the Bloch sphere indicating the
valley isospin ν for a zigzag edge (along z-axis,

blue) and armchair edge (in xy-plane, red)
graphene nanoribbon. The solid and dashed
lines correspond to opposite edges. Image

reproduced from [4, 8] (made using [18, 16]).

1
2
3

N↑

Φ = −π/3 Φ = π/3 Φ = π

Nmod3 = 1
Nmod3 = 0

Nmod3 = 2

(d) Three different configurations of two
opposed armchair edges in a graphene

nanoribbon, with the angle of the opposite
edge isospin on the Bloch sphere. Based on
information from [4, 8] (made with [15, 16]).

Figure 1.2.1

Boundary conditions.— Although we will not look into the theory further, it helps
to have a brief introduction to the valley isospin in graphene nanoribbons. The Schrödinger
equation is no longer accurate when relativistic particles are considered. Instead, the (single
particle) Dirac equation is used, given by[5]:

τ0 ⊗ [v(p + eA) · σ + U ]Ψ = EΨ

where it should only be understood that the left hand side term in front of Ψ is a 4 × 4
matrix containing the momentum operator, the magnetic gauge, the spin degree of freedom
σ, the potential U and the valley degree of freedom τ . Ψ is therefore a 4 dimensional
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spinor containing the wave function amplitudes for electron and holes on each sublattice
A and B, of which the ordering can be chosen conveniently in a so-called valley isotropic
representation. This can be used in combination with boundary conditions of a particular
graphene nanoribbon, given by[5]:

Ψ = MΨ, M = (ν · τ )⊗ (n · σ) (1.2.1)

which is parametrised by the valley isospin ν and the vector n for which n ⊥ nb, the normal
vector of the boundary. In this representation, zigzag and armchair boundary conditions are
fully described by[4]: {

ν = ±ẑ, n = ẑ zigzag edge,

ν · ẑ = 0, n · ẑ = 0 armchair edge.

The last term is verified by three different states on the Bloch sphere, with angles Φ = ±π/3
or −π. This different valley isospin is actually related to the geometry of a graphene armchair
graphene nanoribbons. As shown in Figure 1.2.1d, there are three possible arrangements be-
tween two opposed armchair edges with different valley isospins. As we will see later, this
modulus three pattern in armchair edge graphene nanoribbons arises in many electronic
properties. For the zig-zag edges, there are two valley isospins verifying the boundary condi-
tions, indicated on the Bloch sphere Figure 1.2.1c; the valley isospins of opposite edges in a
nanoribbon are always perfectly opposite, in two opposed valleys, since the opposite zigzag
edges are always made exclusively of atoms from the two different sublattices. Although no
coupling exists between particles and holes in this system, the particle hole degree of freedom
is still considered in (1.2.1) because it will become useful later when considering the super-
conductor. Before this, we look at the consequences of assuming the Dirac Hamiltonian and
boundary conditions above on the appearance of so-called edge states.

1.2.2. Quantum Hall edge states

Placing a two-dimensional current carrying metal, say in the x̂ direction of a Cartesian
coordinates system, under a strong perpendicular magnetic field Bẑ, gives rise to a charge
gradient along the ŷ direction because of the Lorentz force. The difference in charge in turn
induces an electric field against the Lorentz force. This phenomenon is known as the classical
Hall effect and was first discovered by Hall in 1879[19]. Using a semi-classical derivation, the
Hall resistivity ρxy can easily be shown to be proportional to the strength B of the magnetic
field[12]. However, in low temperature two dimensional systems such as 2D electron gases
and even stronger magnetic fields, the classical Hall effect no longer applies. Instead of a
linearly increasing resistivity, one observes quantised Hall plateaus which increase in perfect
integer units of h/e2[20]. This phenomenon is called the integer quantum Hall effect (IQHE).
To understand when the Hall conductance abruptly changes, one must look at the band
structure of the material. When increasing the electron density in a system, the conduction
bands are filled accordingly. The transition from one Hall plateau to another occurs when
the Fermi energy crosses a new band, as demonstrated in Figure 1.2.2a: a new conduction
channel opens up, and the conductance accordingly increases by e2/h. The energy levels at
which this transition occurs are called Landau levels: they correspond to the eigenvalues of
the system Hamiltonian. For most 2D electron gases, the Hamiltonian of a free electron in a
magnetic field is a good model and the Landau levels are found to be εn = ωB(n+1/2), n ∈ Z
[21] with ωB = eB/me the cyclotron frequency. Note that, like in a quantum oscillator, the
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energy levels are evenly spaced and nonzero. However, as the Dirac equation is used, the
Landau levels result in εn = sign(n)vF

√
2eB~|n| = sign(n)ωD

√
|n|, n ∈ Z with vF the Fermi

velocity[22]. Now, the Landau levels are not evenly spaced and zero is a Landau level. There
exists another even stronger peculiarity in graphene: it has its own version of the quantum
Hall effect, often called anomalous because of its unique half-integer quantisation[23] given
by σxy = 4e2/h · (n+ 1/2) where n is the index the Landau level, first shown experimentally
in 2005[14] (cf. Figure 1.2.2c). The reason that the Hall conductivity increases in steps of
4e2/h and not of 1e2/h is roughly because of two degrees of freedom present in graphene:
two spin degrees of freedom and two valley degrees of freedom. This can immediately be seen
in the band structure of a graphene GNR (here armchair edge) in Figure 1.2.2c: the lowest
Landau level has only two bands, and the higher ones increase in steps of four bands.

akx

ε−2

ε−1

ε0

ε1

ε2

ε3

E
(x

)

µ

(a) Typical band structure appearance of a
Hall bar based on [24]. The Landau levels are
indicated by dashed lines. Blue dots represent
electrons in bands under the Fermi level (red
line) and green circles sho the edge-modes.

© 2005 Nature Publishing Group 

To explain the half-integer QHE qualitatively, we invoke
the formal expression2,14–17 for the energy of massless relativistic
fermions in quantized fields, EN ¼ [2e�hc*

2B(N þ 1/2 ^ 1/2)]1/2.
In quantum electrodynamics, the sign^ describes two spins, whereas
in graphene it refers to ‘pseudospins’. The latter have nothing to do
with the real spin but are ‘built in’ to the Dirac-like spectrum of
graphene; their origin can be traced to the presence of two carbon
sublattices. The above formula shows that the lowest LL (N ¼ 0)
appears at E ¼ 0 (in agreement with the index theorem) and
accommodates fermions with only one (minus) projection of the
pseudospin. All other levels N $ 1 are occupied by fermions with
both (^) pseudospins. This implies that for N ¼ 0 the degeneracy is
half of that for any otherN. Alternatively, one can say that all LLs have
the same ‘compound’ degeneracy but the zero-energy LL is shared
equally by electrons and holes. As a result the first Hall plateau occurs
at half the normal filling and, oddly, both n ¼ 21/2 and þ1/2
correspond to the same LL (N ¼ 0). All other levels have normal
degeneracy 4B/f0 and therefore remain shifted by the same 1/2 from
the standard sequence. This explains the QHE at n ¼ N þ 1/2 and, at
the same time, the ‘odd’ phase of SdHO (minima in rxx correspond to
plateaux in rxy and therefore occur at half-integer n; see Figs 2 and 4),
in agreement with theory14–17. Note, however, that from another
perspective the phase shift can be viewed as the direct manifestation
of Berry’s phase acquired by Dirac fermions moving in magnetic
field20,21.
Finally, we return to zero-field behaviour and discuss another

feature related to graphene’s relativistic-like spectrum. The spectrum
implies vanishing concentrations of both carriers near the Dirac
point E ¼ 0 (Fig. 3e), which suggests that low-T resistivity of the

zero-gap semiconductor should diverge at Vg < 0. However, neither
of our devices showed such behaviour. On the contrary, in the
transition region between holes and electrons graphene’s conduc-
tivity never falls below a well-defined value, practically independent
of T between 4K and 100 K. Figure 1c plots values of the maximum
resistivity rmax found in 15 different devices at zero B, which
within an experimental error of ,15% all exhibit rmax < 6.5 kQ
independently of their mobility, which varies by a factor of 10. Given
the quadruple degeneracy f, it is obvious to associate rmax with
h/fe2 ¼ 6.45 kQ, where h/e2 is the resistance quantum.We emphasize
that it is the resistivity (or conductivity) rather than the resistance (or
conductance) that is quantized in graphene (that is, resistance R
measured experimentally scaled in the usual manner as R ¼ rL/w
with changing length L andwidthw of our devices). Thus, the effect is
completely different from the conductance quantization observed
previously in quantum transport experiments.
However surprising it may be, the minimum conductivity is an

intrinsic property of electronic systems described by the Dirac
equation22–25. It is due to the fact that, in the presence of disorder,
localization effects in such systems are strongly suppressed and
emerge only at exponentially large length scales. Assuming the
absence of localization, the observed minimum conductivity can be
explained qualitatively by invoking Mott’s argument26 that the mean
free path l of charge carriers in ametal can never be shorter than their
wavelength lF. Then, j ¼ nem can be rewritten as j ¼ (e2/h)kFl, so j
cannot be smaller than,e2/h for each type of carrier. This argument
is known to have failed for 2D systems with a parabolic spectrum in
which disorder leads to localization and eventually to insulating
behaviour22,23. For 2DDirac fermions, no localization is expected22–25

and, accordingly, Mott’s argument can be used. Although there is a
broad theoretical consensus15,16,23–28 that a 2D gas of Dirac fermions
should exhibit a minimum conductivity of about e2/h, this quantiza-
tion was not expected to be accurate and most theories suggest a
value of ,e2/ph, in disagreement with the experiment.
Thus, graphene exhibits electronic properties that are distinctive

for a 2D gas of particles described by the Dirac equation rather than
the Schrödinger equation. The work shows a possibility of studying

Figure 4 | QHE for massless Dirac fermions. Hall conductivity jxy and
longitudinal resistivity rxx of graphene as a function of their concentration
at B ¼ 14 T and T ¼ 4 K. jxy ; (4e2/h)n is calculated from the measured
dependences of rxy(Vg) and rxx(Vg) as jxy ¼ rxy/(rxy

2 þ rxx
2 ). The

behaviour of 1/rxy is similar but exhibits a discontinuity at Vg < 0, which is
avoided by plotting jxy. Inset: jxy in ‘two-layer graphene’ where the
quantization sequence is normal and occurs at integer n. The latter shows
that the half-integer QHE is exclusive to ‘ideal’ graphene.

Figure 3 | Dirac fermions of graphene. a, Dependence of BF on carrier
concentration n (positive n corresponds to electrons; negative to holes).
b, Examples of fan diagrams used in our analysis7 to findBF.N is the number
associated with different minima of oscillations. The lower and upper curves
are for graphene (sample of Fig. 2a) and a 5-nm-thick film of graphite with a
similar value of BF, respectively. Note that the curves extrapolate to different
origins, namely to N ¼ 1/2 and N ¼ 0. In graphene, curves for all n
extrapolate toN ¼ 1/2 (compare ref. 7). This indicates a phase shift ofpwith
respect to the conventional Landau quantization in metals. The shift is due
to Berry’s phase14,20. c, Examples of the behaviour of SdHO amplitude Dj
(symbols) as a function of T for m c < 0.069 and 0.023m0 (see the
dependences showing the rapid and slower decay with increasing T,
respectively); solid curves are best fits. d, Cyclotron massm c of electrons and
holes as a function of their concentration. Symbols are experimental data,
solid curves the best fit to theory. e, Electronic spectrum of graphene, as
inferred experimentally and in agreement with theory. This is the spectrum
of a zero-gap 2D semiconductor that describes massless Dirac fermions with
c* 1/300 the speed of light.

NATURE|Vol 438|10 November 2005 LETTERS

199

(b) Measurements of the Hall conductivity σxy
in graphene and longitudinal resistivity ρxx as
a function of the electron concentration, in a

magnetic field B = 14 T and T = 4 K.
Retrieved from Novoselov et al. (2005)[14].

−π 0
akx

ε−3
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ε−1

ε0

ε1

ε2

ε3

E
(x
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(c) Band structure of an armchair edge
graphene nanoribbon in the quantum Hall

regime for a strong (arbitrary) magnetic field.
The Landau levels εn ∝

√
|n| are indicated

with dashed lines.

Insulator

Insulator

Metal
B

x

y BULK

EDGE

EDGE

(d) Semi-classical representation of edge states
in a Hall bar for a strong magnetic field

(pointing out of the paper). The edges are
chiral; the top (bottom) edge state moves to

the right (left) and the bulk carries no current.

Figure 1.2.2
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Note that only the longitudinal conductance is relevant in this study and not the Hall
conductance. The latter is measured accross the GNR (often denoted with the subscript
xy) whereas the former is measured at both ends (subscript xx). We still refer to it as the
quantum Hall regime in our system because the quantum Hall effect is at the heart of the
edge-states we are interested in. Figure 1.2.2a shows that the expectation value of the ve-
locity, defined by the derivative of the band structure vn = ~−1∂εn(kx)/∂x, is negative, null
and positive in the left, middle, and right parts respectively. The nonzero velocity modes
correspond to electron states at the edges of the GNR whereas the zero velocity modes are
the electrons in the bulk, which are on average immobile. Figure 1.2.2d shows a semi-classical
visualisation of these edge states. The application of a magnetic field on a lattice causes elec-
trons to move in cyclotron orbits. Thus, electrons in the bulk will mostly stay at the same
location and there will be no current. Close to the edges however, electrons must collide
with the insulating boundaries instead of moving in orbitals. As a result, they skip along the
edges and induce a current, in opposite directions at the opposite edges: this is why they are
called chiral.

1.2.3. Andreev reflection at a superconducting interface

Superconductivity is the phenomenon by which a material carries current without re-
sistance. When first observed in 1911[25], superconductivity would arise in some materials
under a critical temperature Tc. The microscopic theory of superconductivity was proposed
by Bardeen, Cooper, and Schrieffer in 1957, known as BCS theory[26]. Charge carriers in
a superconductor are called Cooper pairs. They consist of a pair of two electrons bounded
by a weak Coulomb interaction and, in the current case of S-wave superconductors, their
total spin is 0 as the two electrons in the cooper pair have opposite spins. At energies above
what is called the superconducting gap ∆0, no Cooper pairs are able to form anymore. A
brief introduction to the concept of superconductivity can be found in [27] and a full intro-
duction in [28]. In this thesis we only consider the BCS theory of superconductivity, and in
particular, Andreev reflection, which we introduce underneath. A single sheet of graphene is
intrinsically a poor superconductor[6] but superconductivity can be induced artificially by a
superconducting contact[29, 30], or as discovered recently, at room temperature by putting
a second graphene layer on top rotated at a ”magical” angle[31].

Andreev reflection is a special feature arising at the interface between a normal metal and
a superconductor discovered in 1964[32]. In the semi-classical representation, when an elec-
tron with charge −e with subgap energy incident from the normal side of the interface hits
the superconductor, it is absorbed into the superconductor and a cooper pair with charge −2e
in the ground state is formed. In order to conserve charge, a hole with charge e is reflected
back. Effectively, this reflection transforms an electron into a hole, and vice versa. In the
description of Andreev reflection, one assumes no momentum is lost at the interface. This is
valid if the superconducting gap is much smaller than the chemical potential of the normal
metal[33]. The hole follows the same trajectory as the electron, but in reverse which is called
retroreflection, due to conservation of momentum. The hole must have a negative effective
mass and therefore a negative velocity relatively to the incident electron. For a supercon-
ducting coherence length ξ = ~vF/∆ much smaller than the Fermi wavelength, graphene
presents an exclusive kind of Andreev reflection called specular Andreev reflection[6]: an
electron with momentum pe = ~K is converted to a hole with momentum of the opposite
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valley ph = hK′ = −~K. This reflection is displayed in Figures 1.2.3a.

In a graphene nanoribbon under a strong magnetic field, edge states approaching the
superconductor can be Andreev reflected along the interface as illustrated in Figure 1.2.3b.
Along the NS interface, the propagating modes are mixed electron and hole states because
of Andreev reflection. Because of the valley isotropic boundary condition, the propagating
modes along the NS interface are valley degenerate. One can roughly expect that the valley
polarisation of the incoming/outgoing edge states affects the conductance (which we will not
go further into), predicted based on the conservation of valley isospin[5]:

GNS = (1− cos Θ)e2/h.

From Blonder-Tinkham-Klapwijk (BTK) theory[34], an intuitive result can be obtained[5]:
if the state leaving the superconductor is a hole with probability of one, then all the in-
coming edge states were transmitted as supercurrent into the superconductor. If an electron
is reflected back with probability of one, then no current entered the superconductor. In
general[5]:

GNS =
e2

h
(1− Tee + The) (1.2.2)

where Tee is the probability that an electron is reflected back along the opposite edge and
The the probability that an incoming electron returns back as a hole. The latter equation
will be used later on in order to verify the former one.

Metal
Superconductor
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Metal
Insulator
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Superconductor
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Retro-
reflection

Metal
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(a) Classical representation of two types of
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superconducting graphene in which the
electron and hole lie in opposite valleys.
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Chapter 2

Tight-binding descriptions of graphene

When considering large systems of particles on a lattice, assuming the wave functions
of electrons to be a linear combination of the atomic orbitals (LCAO) can be convenient.
The proposed variational solution minimises the energy[12] and results in what is known as
a tight-binding model. Although the electron-hole symmetry which follows is an idealised
version of graphene, the nearest neighbour (NN) tight-binding model is a good approximation
for the electronic band structure of graphene[35] and is computationally efficient. In the
current chapter, we formulate the tight-binding model of graphene in three regimes: normal,
quantum Hall and superconducting. We also describe the geometry of the graphene lattice
and its main electronic properties derived from the model. The resulting Hamiltonians will
be used in the numerical implementation of the junctions in the next chapter.

2.1. Tight-binding description of normal graphene

In this section, the tight-binding Hamiltonian and dispersion relation of infinite normal
graphene is derived using two different methods. The first one uses a linear combination of
atomic orbitals as introduced before, while the second method, which is more compact, uses
second quantisation formalism.

2.1.1. Linear combination of atomic orbitals

The single-electron Hamiltonian on a lattice is given by[12]:

Ĥ =
p̂2

2m
+
∑
Rj

V̂ (r−Rj) (2.1.1)

where p̂2/~2 = ∇2 is the Laplacian operator with respect to the electron position r and the
summation runs over all lattice sites. The electrostatic potential operator V̂ has the same
periodicity as the lattice since it is the atomic potential. In our case, the lattice is bipartite
so the following modification is made to the Hamiltonian:

Ĥ =
p̂2

2m
+
∑
Rj

(
V̂ (r− r1 −Rj) + V̂ (r− r2 −Rj)

)
(2.1.2)

where the summation runs over all unit-cells, and r1 and r2 indicate the positions of the two
carbons relative to Rj, some reference coordinate in the unit-cell. For a nearest neighbour ap-
proximation, the orbital wave functions of the atomic Hamiltonian must be well localised[36]

8
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at the range of the lattice constant and the positions of atoms are assumed to be fixed so
that the wave functions of electrons can be treated separately from the atomic wave functions
(Born-Oppenheimer approximation [37]).

Our next step is assuming a certain wave function for the electrons [12]:

ψk(r) =
∑
Rj

eik·Rjφ(r−Rj) (2.1.3)

with Rj the set of all points in one of the sublattices such that Rj = n1a1 + n2a2 for all
pairs (n1, n2) ∈ N2 and with φ(r) the atomic pz orbitals. This solution is called a Wannier
function and can be easily verified to satisfy the Bloch theorem[36]. As the latter only applies
to Bravais lattices, the orbitals for a bipartite lattice are written as a linear combination of
orbitals from both sublattices:

φ(r) = cAφA(r) + cBφB(r). (2.1.4)

We now substitute (2.1.3) and (2.1.4) into the time independent Schrödinger equation:

E(k)ψk = Ĥψk,

The two parameters cA and cB can be found by projecting ψk on the two states and solving
the time independent Schrödinger equation:{
〈φA(r)|E(k) |ψ(r)〉 = 〈φA(r)| Ĥ(k) |ψ(r)〉
〈φB(r)|E(k) |ψ(r)〉 = 〈φB(r)| Ĥ(k) |ψ(r)〉 ⇒

{
E(k) 〈φA(r)|ψ(r)〉 = 〈φA(r)| Ĥ(k) |ψ(r)〉
E(k) 〈φB(r)|ψ(r)〉 = 〈φB(r)| Ĥ(k) |ψ(r)〉

(2.1.5)

Simplifying the left-hand side for φA gives:

〈φA(r)|ψ(r)〉 = 〈φA|
∑
Rj

(
cAφA(r−Rj)e

ik·Rj + cBφB(r−Rj)e
ik·Rj

)
〉

=
∑
Rj

(
cA 〈φA(r)|φA(r−Rj)〉 eik·Rj + cB 〈φA(r)|φB(r−Rj)〉 eik·Rj

)
= cA 〈φA(r)|φA(r)〉+ cB 〈φA(r)|φB(r)〉 (1 + e−ik·a1 + e−ik·a2)

= cA + cBs(1 + e−ik·a1 + e−ik·a2)

where in the third rule, only the nearest neighbour wave-functions were considered in the
sum, and all the other overlap integrals were assumed to be zero. In the last rule, the overlap
integral was renamed to s ≡ 〈φA(r)|φB(r)〉. Repeating the above for φB yields:

〈φB(r)|ψ(r)〉 = cB + cAs
∗(1 + e−ik·a1 + e−ik·a2)

where we assume that s ∈ R so that s∗ = s.

The right-hand side from equation (2.1.5) can also be simplified. For this purpose, we rewrite
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the term ĤφA in the following way:

ĤφA(r) =
p̂2

2m
φA(r) +

∑
Rj

(
V̂ (r− r1 −Rj) + V̂ (r− r2 −Rj)

)
φA(r)

= εAφA(r) +

∑
Rj 6=r

(
V̂ (r− r1 −Rj) + V̂ (r− r2 −Rj)

)
+ V̂ (−r2)

φA(r)

= εAφA(r) + ÛAφA(r), (2.1.6)

where the potential felt due to the surrounding atoms is written as ÛA. Similarly for φB:

ĤφB(r) = εBφB(r) + ÛBφB(r). (2.1.7)

We are free to set the zero point energy εA = εB = 0. It follows that:

〈φA(r)| Ĥ |ψ(r)〉 =
∑
Rj

(
cA(r−Rj)e

ik·Rj 〈φA| Ĥ |φA〉+ cB(r−Rj)e
ik·Rj 〈φA| Ĥ |φB〉

)
.

Substituting (2.1.6) and (2.1.7) yields:

〈φA(r)| Ĥ |ψ(r)〉 =
∑
Rj

(
cA 〈φA|ÛA|φA〉 eik·Rj + cB 〈φA|ÛB|φB〉 eik·Rj

)
= cA 〈φA|ÛA|φA〉+ cB 〈φA|ÛB|φB〉 (1 + e−ik·a1 + e−ik·a2)

≡ cBt(1 + e−ik·a1 + e−ik·a2).

where only nearest neighbour orbitals were included in the sum, and where t ∈ R is assumed
and referred to as the hopping potential. Similarly for φB we have:

〈φB(r)| Ĥ |ψ(r)〉 = cAt(1 + e−ik·a1 + e−ik·a2).

Now the equations (2.1.5) are reduced to the system:(
E(k) (1 + e−ik·a1 + e−ik·a2)(sE(k)− t)

(1 + eik·a1 + eik·a2)(sE(k)− t) E(k)

)(
cA
cB

)
=

(
0
0

)
.

Assuming that the orbitals from neighbouring sites are orthogonal (i.e. s = 〈φA(r)|φB(r)〉 =
0), diagonalising the matrix yields the tight-binding dispersion relation E(k) = ±t|(1 +
e−ik·a1 + e−ik·a2)|. In the next paragraph, this expression is derived in a different formalism,
but with the same principles, and will be simplified and graphed.

2.1.2. Second quantisation Hamiltonian

For more complicated systems, it is particularly convenient to work with a different rep-
resentation: instead of characterising each quantum state with a superposition of wave func-
tions, it is simply denoted by the number of particles in that particular state |n1, n2, ...〉 with
ni the occupation of state |ψi〉. Then, the state of an electron on each atomic site can be
denoted as such. Applying the so-called creation operator ĉ†i on |ψi〉 increases the number
of particles in that state by one. The reverse applies for the annihilation operator ĉi. For
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further lecture, we refer to Appendix A for a short summary and [38] for a full introduction
to second quantisation formalism. The definition of creation and annihilation operators must
obey the Pauli exclusion principle. This is remedied by their definition, and seen in the (anti)
commutation relations[38]:


ĉi |n1, ..., ni, ...〉 =

√
niζ

si |n1, ..., ni − 1, ...〉 annihilation

ĉ†i |n1, ..., ni, ...〉 =
√
ni + 1ζsi |n1, ..., ni + 1, ...〉 creation

[ĉ†i , ĉ
†
j]ζ = 0, [ĉi, ĉj]ζ = 0, [ĉi, ĉ

†
j] = δij (anti-)commutator relations

(2.1.8)

where ζ was introduced a shorthand to characterise Fermions (ζ = −1) and Bosons (ζ = 1) in
the same definition. Also, [Â, B̂]ζ = ÂB̂− ζB̂Â is the (anti) commutator for ζ = 1 (ζ = −1).

Observe that when applying ĉiĉ
†
i onto an arbitrary state |ψ〉, one obtains ĉiĉ

†
i |ψ〉 = ni |ψ〉

with ni the number of electrons in state i. One last but useful result from second quantisation
is the transformation of creation and annihilation operators from real to reciprocal space:

ĉj =
1√
N

∑
k∈BZ

eik·Rj ĉk and ĉk =
1√
N

∑
j

eik·Rj ĉj. (2.1.9)

In this formalism, the tight-binding Hamiltonian can be written in terms of annihilation of
an electron (or hole) at one site, and creation at another site. For example, when an electron
tunnels from a site l to a site j, the corresponding hopping Hamiltonian is −t(ĉ†l ĉj + b̂†cĉl)
where creation/annihilation operators for both sublattices were introduced. The second
term is often abbreviated by h.c. for Hermitian conjugate. The tight-binding Hamiltonian
in second quantisation is given by:

ĤG = −t
∑
〈l,j〉,σ

(ĉ†lσ ĉjσ + h.c.) = −t
∑
R,δ,σ

(ĉ†R,σ ĉR+δ,σ + h.c.) (2.1.10)

where the vectors δ correspond to the difference in position between an A atom and its
nearest neighbours, given by:

δ1 =
a

2
[1,
√

3], δ2 =
a

2
[1,−
√

3], δ3 =
a

2
[−2, 0].

The hopping potential t is often taken 2.7 or 2.8 eV[35, 11] depending on the literature. Like
in the LCAO derivation, the Hamiltonian is sought to be diagonalised in order to obtain the
dispersion relation of graphene. Therefore, the Hamiltonian is first considered in k-space
where we use the transformations from equation (2.1.9) and obtain:

ĤG = − t

N

∑
R,δ

∑
k,k′

(â†kb̂k′eik
′·δeiR·(k−k

′) + h.c.)

= −t
∑
δ

∑
k,k′

(â†kb̂k′eik
′·δ

(
1

N

∑
R

eiR·(k−k
′)

)
+ h.c.)

= −t
∑
δ

∑
k,k′

(â†kb̂k′eik
′·δδk,k′ + h.c.)

= −t
∑
δ,k

(â†kb̂ke
ik·δ + h.c.)
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where the spin degree of freedom was omitted for this particular derivation. If one introduces
Ψ̂k = (âk, b̂k)ᵀ, the latter may be rewritten into:

ĤG =
∑
k

Ψ̂†kh(k)Ψ̂k with h(k) =

(
0 f(k)

f ∗(k) 0

)
(2.1.11)

where f(k) = −t∑δ e
ik·δ = −t(e−ikxa + 2eikxa/2 cos(kya

√
3/2)). The matrix h is called

the Bloch Hamiltonian[39] and is diagonalisable since it is Hermitian. It follows that the
eigenvalues of h yield the energy dispersion relation:

E±(k) = ±|f(k)| = ±t
√

3 + 2 cos(
√

3kya) + 4 cos(
√

3kya/2) cos(
√

3kxa/2) (2.1.12)

which is shown with the BZ in Figure 2.1.1a. Due to their high degree of symmetry, the critical
points of the BZ can help remove the redundancy in the dispersion relation as shown in Figure
2.1.1b. Conventionally, Γ and M are other critical points[40] of the BZ corresponding to the
center of the BZ and of an edge respectively.

(a) (b)

Figure 2.1.1: Left: Nearest neighbour tight-binding (NNTB) energy dispersion
relation of graphene plotted onto the Brillouin zone (BZ). The bottom (dark) is

the valence band and the top (light) is the conduction band. Right: NNTB
Dispersion relation along the path parametrized by s linking the critical points in

the BZ. The Fermi energy was set to 0. Made using [17].

2.2. Tight-binding description of quantum Hall graphene

In the presence of a magnetic field B = ∇ × A(r) perpendicular to the lattice, the
hopping potential will gain a phase, called the Peierls phase φlj, introduced in the substitution
tlj → tlje

iφlj . Without this phase, the wave function satisfying the Schrödinger (or Dirac)

equation for the changed Hamiltonian Ĥ = 1
2m

(p + eA)2 + V̂ (r) does not obey the Bloch
theorem anymore[41]. The Peierls substitution ensures the electron wave function acquires
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the right phase over a plaquette. Upon tunnelling from a site l to a site j, the acquired phase
is[42]:

φlj =
2πe

~c

∫ rj

rl

A · d` (2.2.13)

which integrates the vector potential A over the path from site l to site j. A homogeneous
magnetic field B = B0ẑ is verified by the Landau gauges A = B0xŷ and A = −B0yx̂. If the
system is translation invariant in the x̂ (ŷ) direction, the Landau gauge is chosen in the x̂
(ŷ) direction. It follow that the tight binding Hamiltonian (2.1.10) is changed into[43]:

Ĥ = −t
∑
〈l,j〉,σ

(ĉ†lσ ĉjσe
iθlj + h.c.) = −t

∑
R,δ

(ĉ†R,σ ĉR+δ,σe
iθRR+δ + h.c.) (2.2.14)

Assuming A = B0yx̂ numerical integration of the vector potential along the hopping path
(2.2.13) is performed with the midpoint integration method:

φlj = 2π
B0

φ0

(
1

2
(xl − xj)(yl + yj)

)
= 2π

φ

φ0

1

A

(
1

2
(xl − xj)(yl + yj)

)
with φ0 = hc/e the magnetic flux quantum, φ the magnetic flux through one hexagonal
plaquette, and A = 3

√
3a2/2 the area of a plaquette. (xl, yl) and (xj, yj) are the Cartesian

coordinates of sites l and j respectively. For consistency with the Hamiltonian described in
the next section, we wish to write the Hamiltonian between two single sites in reduced form
using the basis Ψi = (ĉi↑, ĉi↓, ĉ

†
i↓,−ĉ†i↑), which is done using the anti-commutation relations

from equation (2.1.8):

Ĥlj = −teiφlj(ĉ†l↑ĉj↑ + ĉ†l↓ĉj↓)− te−iφlj(ĉ†j↑ĉl↑ + ĉ†j↓ĉl↓)

= −teiφlj(ĉ†l↑ĉj↑ + ĉ†l↓ĉj↓) + te−iφlj(ĉl↑ĉ
†
j↑ + ĉl↓ĉ

†
j↓)

= (Ψ†l )
ᵀ


−teiφlj ◦ ◦ ◦
◦ −teiφlj ◦ ◦
◦ ◦ te−iφlj ◦
◦ ◦ ◦ te−iφlj

Ψj

= (Ψ†l )
ᵀ

(
(−t cosφlj − it sinφlj) · σ0 ◦ · σ0

◦ · σ0 (−t cosφlj + it sinφlj) · σ0

)
Ψj

= −t(Ψ†l )ᵀ[cosφljτz + i sinφljτ0]⊗ σ0Ψj

where the Kronecker[44] product ⊗ was used to abbreviate the reduced Hamiltonian. σ0

denotes the identity matrix corresponding to the spin degree of freedom and in general
σx, σy, σz denote the Pauli spin matrices. The particle-hole degree of freedom is expressed
by the set of Pauli matrices denoted by τi. As anticipated physically, the Hamiltonian acts
identically on both spin states (i.e. there is no spin coupling).
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2.3. Tight-binding description of superconducting graphene

The Hamiltonian for an s-wave superconducting lattice with N sites contains a term ∆
which couples electrons to holes in the following way[45]:

Ĥ =
N∑
j=1

(
∆ĉ†j↑ĉ

†
j↓ + ∆∗ĉj↓ĉj↑

)
=

N∑
j=1

(
∆

2
ĉ†j↑ĉ

†
j↓ −

∆

2
ĉ†j↓ĉ

†
j↑ +

∆∗

2
ĉj↓ĉj↑ −

∆∗

2
ĉj↑ĉj↓

)
where the fermionic commutation relations (2.1.8) were used. ∆ is called the superconducting
pairing potential or superconducting order parameter, generally written ∆ = ∆0e

iφ where
∆0 is the superconducting gap. This term should be seen as the potential which creates or
destroys a Cooper pair with total spin 0. For a convenient representation of the Hamiltonian,
the choice of the Nambu basis is Ψ = (ĉ1↑, ĉ1↓, ĉ2↑, ĉ2↓, ..., ĉN↓, ĉ

†
1↓,−ĉ†1↑, ĉ†2↓,−ĉ†2↑, ...,−ĉ†N↑)ᵀ

, which allows for rewriting the latter into matrix form, called the Bogoliubov-de Gennes
Hamiltonian:

ĤBdG =
1

2
(Ψ†)ᵀ

(
He ∆
∆∗ Hh

)
Ψ =

1

2
(Ψ†)ᵀ

(
H0 − µ ∆

∆† µ− T H0T −1

)
Ψ

≡ 1

2
(Ψ†)ᵀhBdGΨ

where the 2N×2N onsite Hamiltonian terms He = H0 for an electron and Hh for a hole were
introduced similarly as in the previous descriptions and where µ is the Fermi energy. The
superconducting block is given by ∆ = ∆1N ⊗ σ0 where 1N is the N × N identity matrix.
T = −i1N ⊗ σyK is the particle-hole symmetry operator, for which the derivation can be
found in Appendix B. In a superconductor, the energy levels of holes are the symmetric of
the energy levels of particles with respect to the Fermi energy. This characteristic is called
particle-hole symmetry and can furthermore be seen directly in the hole Hamiltonian for
which holds Hh = −T H0T .

In the numerical implementation of the model, ∆ is assumed to be real. Also, the
Bogoliubov-de Gennes Hamiltonian is provided for each site individually and applied to
each lattice site. This results in the Hamiltonian for a site j:

Ĥj = −µSC(ĉ†j↑ĉj↑ + ĉ†j↓ĉj↓) + ∆(ĉ†j↑ĉ
†
j↓ + ĉj↓ĉj↑)

where the Fermi energy is taken at zero and µSC is the onsite potential. The Hamiltonian
can be further simplified into:

hBdG =


−µSC ◦ ∆ ◦
◦ −µSC ◦ ∆
∆ ◦ µSC ◦
◦ ∆ ◦ µSC

 =

(
−µSCσ0 ∆σ0

∆σ0 µSCσ0

)
= −µSCτz ⊗ σ0 + ∆τx ⊗ σ0

in the basis of Ψ = (ĉ↑, ĉ↓, ĉ
†
↓,−ĉ†↑)ᵀ. The hopping Hamiltonian in the superconductor is

identical to the one described in the previous section, with a magnetic flux φ/φ0 = 0 as no
magnetic field enters the superconductor.



Chapter 3

Valley polarisation dependence of the NS
conductance

In this chapter, the tight-binding systems described in the previous chapter are imple-
mented numerically. For the normal (or metallic), magnetic and superconducting regimes,
characteristic results will be derived to understand their individual effects. Finally, the exis-
tence of conductance plateaus for three normal-superconducting (NS) junction configurations
is investigated for each graphene nanoribbon (GNR) edge type.

3.1. Geometry of a graphene nanoribbon

The lattice vectors and atoms basis can be set up in several ways. Because the considered
systems will be horizontal GNRs, one is looking to combine the lattice vectors in such a
way that translational symmetry is defined horizontally. Several combinations are shown in
Figure 3.1.1 for both zigzag and armchair GNRs.

S

a1

a2
A

B

(a) S = a2

S

a1

a2

A

B

(b) S = 2a1 − a2

S a1

a2

A B

(c) S = a1

S

a1

a2

A B

(d) S = a1 − 2a2

Figure 3.1.1: Graphene lattice with different primitive lattice vectors a1 and a2 and basis
points A and B along with the symmetry vector S, used as a parameter for the

translational symmetry of the lattice.

Figure 3.1.2 shows that for the unit-cells from Figure 3.1.1a and c, skew ribbons are
obtained. While this does not matter for the produced results, the geometries from Figure
3.1.1b and d will be maintained in the rest of the study for the sake of representation.
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A
S

B
S

(a) Zig-zag edges

A
S

B
S

(b) Armchair edges

Figure 3.1.2: Example of a GNR W=8a generated with the respective geometries
described in Figure 3.1.1. Zig-zag and armchair A are skew sheets and zig-zag and
armchair B are rectangular. The grey area is the lattice period in the S direction.

3.2. Energy dispersion in graphene nanoribbons

The energy dispersion of normal graphene finite systems can be computed numerically
by diagonalisation of the Hamiltonian. This computation is performed by Kwant[15]. Figure
3.2.1 shows the dispersion relation of a 30a wide GNR, for the zigzag and armchair edges
respectively, along with the analytical expression for infinite systems from (2.1.12) at different
projection angles. As the ribbon width goes to infinity, the dispersion relation converges to
(2.1.12). However, for the zigzag edges, two highly degenerate flat bands appear at at the
Fermi level independently of the ribbon width. This peculiar feature is characteristic of the
zigzag edges. It follows that the zigzag edge ribbon is metallic.

−2.5 0.0 2.5
kxa [-]

−2

0

2

E
(k
x
)

[t
]

(a) Zigzag edge GNR.

−2.5 0.0 2.5
kxa [-]

−2

0

2

E
(k
x
)

[t
]

(b) Armchair edge GNR.

Figure 3.2.1: In each subfigure, the numerically computed band structure for a 30a wide
graphene nanoribbon (GNR) (left) and the surface plot of the tight-binding dispersion

relation seen from a certain angle (right).

For armchair ribbons, in contrast, the ribbon is a conductor for some widths, and a
semi-conductor for other widths. This behaviour is illustrated with an example in Figure
3.2.2.
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(a) Ribbon widths of four unit armchairs. This
configuration is a conductor.
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(b) Ribbon widths of five unit armchairs. This
configuration is a semi-conductor.

Figure 3.2.2: Energy dispersion of an armchair-edge nanoribbon for two subsequent ribbon
widths.

In fact, the ribbon width must follow a certain pattern in order to be metallic or semi-
conductor. The conclusion was made from analytical results based on the Dirac equation
and in the tight-binding approximation in [3, 46] that the ribbon becomes a conductor for
widths which can be written as 3m + 1 for m ∈ {0, 1, ...}, in units of armchair structures.
The tight-binding result could be verified and compared with the analytic approximation,
demonstrated in Figure 3.2.3 in accordance with the results found in [3]. This alternating
pattern is due to the boundary conditions of armchair edges, which are different for three
subsequent GNR widths as specified previously.

4 7 10 13 16 19 22 25 28 31 34 37
GNR width [a

√
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]

Tight-binding

Dirac equation

Figure 3.2.3: Band gap in a graphene ribbon with armchair edges as a
function of the ribbon width. The band-gap becomes zero, i.e. the ribbon

becomes metallic, at the 3m+ 1 widths.

3.3. Graphene nanoribbon under a magnetic field

As introduced in the Introduction of this thesis, we compute the dispersion relations
of armchair and zigzag GNRs for different strengths of the magnetic field. A 101a wide
armchair GNR, for which a nonzero bandgap occurs at no magnetic field, was taken in
Figure 3.3.1 (top). For a nonzero magnetic field, the bandgap immediately becomes zero.
The flat bands become increasingly wide with the magnetic field and the spacing between
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the bands increases with ∝
√
B. For extremely strong magnetic fields, the lowest band starts

showing abnormalities. The zigzag edge GNR has the same properties, apart from the fact
that at zero magnetic field a flat band is always present at the zero of energy. The obtained
results are in agreement with results from literature[47, 11] and confirm the anomalous QHE
of graphene (only half or less of the Brillouin zone is shown but it is symmetric in k-space).
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Figure 3.3.1: Band structure of an armchair (top) and zigzag (bottom) edge graphene
nanoribbon for different values of the flux per plaquette φ/φ0. The spacing between the

Landau levels increases as predicted and the bands become increasingly wide.

3.4. Conductance of an NS junction

We propose a method to verify the theoretical prediction made in [5], for the conductance
of a normal-superconducting (NS) junction in the lowest Landau level (LLL). The conduc-
tance GNS, measured between the superconductor (SC) and the normal metal, is predicted
to be:

GNS =
2e2

h
(1− cos Θ) (3.4.1)

where Θ is the relative angle between the valley isospins of the incoming and outgoing edge
states. The spin degree of freedom is also omitted in the onsite Hamiltonian, so the ⊗σ0 term
is removed. The conductance (3.4.1) is corrected with a factor 1/2 since the band structure
accounts for twice less conduction channels which results inGNS = (1−cos Θ)e2/h in the LLL.
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Specifically, three systems are considered, each one consisting of a semi-infinite graphene
nanoribbon (GNR) made of a normal lead and a scattering region in the Hall regime as
demonstrated in Figure 3.4.1. A sheet of superconducting graphene is brought in contact
with the scattering region, covering two opposed edges (Figure 3.4.1a), two adjacent edges
(Figure 3.4.1b) or a single edge (Figure 3.4.1b). The latter configurations are investigated
both for zigzag and armchair GNR. The values predicted in[5] are given in Table 3.1.

(a) Opposite edges (b) Adjacent edges (c) Single edge

Figure 3.4.1: NS junction made of a semi-infinite normal lead, a magnetic scattering region
and a superconducting contact, for three positions of the superconductor. The horizontal

arrows represent the edge states entering/leaving the superconductor. Hole states are
represented with grey arrows and can leave the superconductor due to Andreev reflection.

Covering → (a) opposed edges (b) adjacent edges (c) a single edge
Zigzag GNR 2 1 0
Armchair GNR 2 or 1/2 1 0

Table 3.1: Two-terminal conductance GNS of a graphene NS junction in units of e2/h for
different positions of a superconducting sheet according to [5]. The bottom left cell is 2

(1/2) if the number of hexagons of an armchair GNR is (not) a multiple of three.

3.4.1. General model considerations

Several conditions must be verified by the NS junction[5] for equation (3.4.1) to be
valid; the width of the system should be considerably larger than the magnetic length
Y � lB =

√
~/eB as a bulk region should allow for edge states to exist. The magnetic

length should however be larger than the lattice constant lB � a, in particular for the
tight-binding approximation to be valid, and also to avoid anomalous Landau levels where
number of bands around the Fermi energy becomes greater than two (cf. Figure 3.3.1). The
chemical potential should be smooth along the direction of the dispersion, at the order of
the lattice constant, in order to avoid additional scattering at a potential barrier. Also, the
superconducting coherence length ξ0 = ~vF/∆0 should be small compared to lB for the effects
of the magnetic field to be neglected in the superconducting region. The influence of these
parameters on the conductance is investigated in the next chapter. In the current section, the
validity of the theoretical predictions is verified using a tight-binding model of the junction.

The metallic normal region is simulated with heavily doped graphene, so modelled by a
region with a relatively high chemical potential µN > µQH . Specifically, µN = −0.4t. When
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specified explicitely, the strength of the magnetic field and the the superconducting order
parameter are smoothed at the superconducting interface. The superconducting gap is kept
at ∆ = 0.05t which yields a superconducting coherence length of the order of 3a. For mag-
netic fluxes per plaquette between φ/φ0 = 1/600 and 1/200, the magnetic length ranges from
lB = 23a to 40a.

3.4.2. Superconductor covering opposite edges

The magnetic field localises the wave function near the edges of the system to within a
magnetic length while electrons with energies below the superconducting gap are Andreev
reflected along the interface. The wave function for the opposite edges configuration is shown
in Figure 3.4.2. The metallic lead was removed from the figure so only the quantum Hall
region and the superconductor are represented.

Figure 3.4.2: Squared amplitudes of the electron wave function in a zigzag GNR NS
junction with a superconducting contact covering opposite edges (hatched region).

The computation of the conductance is performed using the transmission matrix provided
by the Python library for quantum transport Kwant[15]. In the rest of the results it should
be noted that it is evaluated at the zero of energy of the system. The resulting conductance
is represented in Figure 3.4.3a for a zigzag GNR and in Figure 3.4.3b for both cases of the
armchair GNR. The corresponding band structure of pure magnetic graphene is plotted in
the same figures, showing that the plateau clearly lies in the LLL.
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Figure 3.4.3: Conductance plateaus of the NS junction (black) observed in the LLL, in
agreement with [5]. The band structure of magnetic graphene for φ/φ0 = 1/200 is plotted

on top (gray). For the armchair 1/2 configuration, two subsequent GNR widths are
represented (red and blue) along with their average (black). The width of the GNR was

fixed at 100a.

The conductance plateaus in the zigzag configuration were easily obtainable for a wide
range of magnetic fields and relatively small systems. For armchair edges, in particular in the
1/2 case, a flat plateau seems impossible to obtain. In fact, the 1/2 armchair case presents a
peculiar feature demonstrated in Figure 3.4.3b. The conductance of two subsequent armchair
GNR widths, which are not a multiple of three hexagons high, is opposite w.r.t. e2/2h for
each chemical potential (cf. Figure 3.4.3b). When averaging both conductance curves, a flat
plateau at GNS = e2/2h is obtained. Near the Fermi energy, irregularities are observed. In
fact, the Hamiltonian in µQH = 0 is singular so the conductance is never evaluated in this
exact point.

3.4.3. Superconductor covering adjacent edges

If the superconductor covers adjacent edges of the GNR, conductance plateaus were con-
firmed to appear at GNS = 1e2/h in the LLL both for armchair and zigzag edges as demon-
strated in Figure 3.4.4. The superconducting gap and the magnetic field were smoothed over
an interval 40a at the superconducting interface, as it was a necessary condition for obtain-
ing plateaus. Too strong magnetic fields were observed to destabilise the plateau as well.
The conditions imposed on these parameters will be further detailed in the next chapter.
In general, the obtained plateaus for this case are not perfectly flat. Also, the conductance
plateau for the zigzag edge GNR case was consistently observed to be between 1.1e2/h and
1.21e2/h. Intervalley scattering is the expected cause for this higher conductance so armchair
edge states are not perfectly valley polarised.
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Figure 3.4.4: Conductance of an NS junction in which the superconductor covers adjacent
edges. The band structure of magnetic graphene for φ/φ0 = 1/400 is plotted on top (gray).
A dashed line indicates the expected conductance plateau in the lowest Landau level. The

width of the GNR was fixed at 240a.

3.4.4. Superconductor covering a single edge

When the superconductor covers a single edge of the GNR, a perfect plateau at GNS = 0
was observed for zigzag edges, with a maximal deviation of 10−4e2/h from the predicted
value. A flat plateau for armchair edges was observed with a maximal deviation of 10−2e2/h.
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Figure 3.4.5: Conductance of an NS junction in which the superconductor covers a single
edge. The band structure of magnetic graphene for φ/φ0 = 1/250 is plotted on top (gray).
A dashed line indicates the expected conductance plateau in the lowest Landau level. The

width of the GNR was fixed at 240a.



Chapter 4

Robustness and parameter regimes

In this chapter, we investigate the effects of changing parameters in the junction on the
conductance plateaus. The robustness of the edge modes is finally tested by adding potential
at the NS interface. This allows to verify if the reason for deviations is intervalley scattering.

4.1. Parameter regimes

4.1.1. Size of the superconductor

The edge states entering the superconductor are described by the Bogoliubov-de Gennes
equation in the model. The superconductor should be large enough at the scale of the
characteristic lengths for the electron wave function to become zero in the superconductor.
We consider the opposed edges case, with a zigzag edge GNR width W and a scattering region
of length 140a + xSC , where xSC is the length of the superconductor. The conductance for
some point µQH = −0.1t in the LLL is computed for a range of superconductor lengths
and shown in Figure 4.1.1. We find that for most GNR widths, xSC ≥ 100a is a sufficient
condition to obtain a conductance plateau.

0a 140a 140a + xSC

0

W

Lead QH SC

(a) Setup schematic

0 25 50 75 100
xSC [a]

0

1

2

G
N
S

[e
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h

]

W = 100a

W = 120a

W = 180a

(b) Conductance at µQH = −0.1t

Figure 4.1.1: Conductance of an NS junction with a superconductor covering
opposite edges, evaluated at µQH = −0.1t, for a range of lengths xSC of the

superconductor varied according to the schematic (left). This computation is
conducted for three GNR widths (right).

23
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4.1.2. Scale of the system

Considering an analogous configuration, we now vary the scale of the system. The ribbon
width to scattering region length ratio is kept at 2.2 as demonstrated in Figure 4.1.2a. The
conductance is then computed for different scales, each time for seven values of µQH in a small
range of the LLL. The resulting conductance is provided in Figure 4.1.2b in a semi-logarithmic
scale. The magnetic flux is kept at φ/φ0 = 1/200 and no smoothing of parameters is used. A
width of approximately 5lB satisfies so these results confirm the requirement W � lB posed
in [5].

0 1.2W 2.2W

0

W

Lead QH SC

(a) Setup schematic (b) Conductance at µQH ∈ [−0.15,−0.10]t

Figure 4.1.2: For a range of scales, the conductance is evaluated at seven evenly spaced
chemical potentials µQH ∈ [−0.15,−0.10]t ⊆LLL (black dots) in a zigzag graphene

nanoribbon with a superconductor on opposed edges and a magnetic flux per plaquette
φ/φ0 = 1/200. The average of each set of seven points is also shown (red curve). The

magnetic length is indicated with lB (blue dashed line).

0 0.4W 1.33W
0

0.57W

W

Lead QH SC

(a) Setup schematic (b) Conductance at µQH ∈ [−0.13,−0.07]t

Figure 4.1.3: For a range of scales, the conductance is evaluated at ten evenly spaced
chemical potentials µQH ∈ [−0.13,−0.07]t ⊆LLL (black dots) in an armchair graphene

nanoribbon with a superconductor (SC) covering adjacent edges. The average and standard
deviation of each set of ten points is also shown (red and blue curves respectively). A

smoothing interval of φ,∆ = 35a was used at the SC interface with φ/φ0 = 1/400.
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0
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(a) Setup schematic
(b) Conductance at µQH ∈ [−0.13,−0.07]t

Figure 4.1.4: For a range of scales, the conductance is evaluated at ten evenly spaced
chemical potentials µQH ∈ [−0.13,−0.07]t ⊆LLL (black dots) in an armchair graphene

nanoribbon with a superconductor (SC) covering a single edge. The average and standard
deviation of each set of ten points is also shown (red and blue curves respectively). A

smoothing interval of φ,∆ = 35a was used at the SC interface with φ/φ0 = 1/250.

4.1.3. Smoothing intervals

Smoothing of parameters was found to have a negligible effect on the conductance in the
opposite edges case. Smoothing of ∆ and φ at the boundaries of the superconductor would
nonetheless remove minor irregularities from a smoothing interval χφ,∆ ≈ 10a.

In the adjacent edges case, smoothing was found to be a crucial parameter for obtaining
a conductance plateau. We first show that the wave function is unevenly distributed across
the edges of the system for low smoothing intervals χφ,∆ of the magnetic field and the su-
perconducting order parameter. This is demonstrated in Figure 4.1.5. This characteristic is
particularly noticeable in the armchair case with χφ,∆ = 0, where the probability of finding
an electron is excessively strong at the upper boundary of the superconductor compared with
the other boundaries. Figure 4.1.6 provides the conductance associated with each of these
wave functions. A range of ten conductances was computed for a varying smoothing interval
which confirms that there is a positive correlation between the formation of a plateau and
the smoothing interval. Considering the convergence, it is confirmed that from a threshold
smoothing interval approximately equal to 30a, a plateau is formed. In the zigzag edge case,
the standard deviation increases from 30a however, despite the fact that the mean continues
to converge to e2/h. This shows that there is a constant slope on the plateau, identical to
the one observed in the χφ,∆ = 43a zigzag edge case.

The case with opposite edges shows comparable results shown in Figure 4.1.7. The
convergence of the plateau to is much stronger than the adjacent edges case. The armchair
edge case shows a converge to 1e−3 which agrees with the fact that intervalley scattering
occurs in the armchair edge case.
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(a) Zigzag, χφ,∆ = 0 (b) Zigzag, χφ,∆ = 17a (c) Zigzag, χφ,∆ = 43a

(d) Armchair, χφ,∆ = 0 (e) Armchair, χφ,∆ = 17a (f) Armchair, χφ,∆ = 43a

Figure 4.1.5: Amplitudes of the electron/hole wave function in a zigzag GNR NS junction
with a superconducting contact (SC) covering adjacent edges (hatched region), for different
smoothing intervals χφ,∆ (cyan curve) of the magnetic flux and the superconducting pairing

potential. All cases are for φ/φ0 = 1/350.
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Figure 4.1.6: (Left) Conductance of an NS junction in which the superconducting contact
covers adjacent edges, for three different smoothing intervals. A flux per plaquette

φ/φ0 = 1/300 was used. (Right) Average (red), standard deviation (blue) and computed
values (black) of the conductance for the same case, for ten evenly spaced values of µQH .



4.2. Disordered NS interface 27

(a) Wave function

1

10−3

10−6

0 10 20 30 40
Smoothing interval χφ,∆ [a]

1

10−3

10−6

10−9

G
N
S

[e
2 /
h

]

A
rm

ch
air

Z
igzag

χφ,∆

(b) Conductance at µQH ∈ [−0.13,−0.07]t

Figure 4.1.7: (Left) Wave function for the case where the superconductor covers a single
edge, for zero and nonzero smoothing interval of the magnetic flux and the superconducting

pairing potential. Smoothing causes the wave function to be spread more evenly. (Right)
Average (red), standard deviation (blue) and computed values (black) of the conductance

for the same case, for ten evenly spaced values of µQH in [−0.13,−0.07]t.

4.2. Disordered NS interface

In the previous section, we have shown that smoothing of the magnetic field and the su-
perconducting order parameter allows for the occurrence of plateaus. Also, the Fermi energy
in the scattering region was kept uniform by assuming µQH = µSC . In this section, disorder
is added at the NS interface to test the robustness of the edge states. In the first part, the
chemical potential in the superconductor is fixed. In the second part, uncorrelated disorder
potential is added and quantified with the standard deviation of a normal distribution. In
the second part, disorder is modelled with an electrostatic potential landscape quantified by
a correlator between the sites of the lattice.

4.2.1. Fermi energy mismatch at the NS interface

The predictions from Akhmerov & Beenakker[5] are expected to break down when the
chemical potential changes discontinuously: in reciprocal space, the incoming states are scat-
tered into many different momenta. To test whether the NS edge states are valley polarised,
we look at the effect of smoothing the potential step, with µSC = 0.3t fixed. Because the
smoothing of magnetic field and superconducting gap are required by the prediction, the
smoothing of the chemical potential is done simultaneously. If done differently, different
smoothing intervals of different quantities are mixed at the boundaries which could bias the
results in an undesired way. Figure 4.2.1a shows that smoothing φ,∆, µSC at the interface
recovers the plateaus for a zigzag edge GNR. Intervalley scattering is stronger in the adjacent
edges case and weak in the opposite edges and single edge case. For the armchair edges case
Figure 4.2.1b, the 3N hexagons opposite edges case is particularly stable: a plateau is already
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recovered for very small smoothing intervals. The NS interface for this case is exclusively
a zigzag edge, which lies in a single valley. This state is therefore less prone to intervalley
scattering. More interestingly, the 3N+1 and 3N+2 hexagons cases are, as discussed before,
perfectly ”anti” valley polarised. The results are hardly plateaus for both cases but their
average is a plateau even for smoothing intervals as small as 3a. The adjacent edges and
single edge cases show a slower convergence to the predicted result showing that the edge
states are less robust in these cases as expected.
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(b) Armchair edge case, where three cases for the opposite edges case are shown (green titles) with
a fourth case corresponding to the average of the 3N + 1 and 3N + 2 opposite edges case.

Figure 4.2.1: Effect of smoothing the magnetic field, the superconducting gap and the
chemical potential at the NS interface on the intervalley scattering of the NS edge modes,

for the zigzag edges case (top) and armchair case (bottom), each for three cases: a
superconductor covering opposite, adjacent or a single edge(s) of the nanoribbon.

The fact that three parameters are smoothed at the same time makes the interpretation of
the conclusions about the NS edge modes uncertain. In the next section, another method is
therefore proposed to qualify the intervalley scattering where only the potential is involved.
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4.2.2. Uncorrelated disorder potential

We investigate the effect of adding normally distributed fluctuations in the onsite potential
on the conductance plateaus obtained in the previous chapter. This potential is not correlated
between different sites. The control parameters for these random fluctuations are therefore
the mean of the normal distribution - fixed at zero, the standard deviation σ - varied between
0 and 0.1t, and the region in which disorder is added - which is fixed at an interval of 40a
between the quantum Hall region and the superconductor. The onsite reduced Hamiltonian
used in this case is therefore:

hj = −(µj + µimp) · τz + ∆ · τx (4.2.1)

with µimp ∼ N(µ = 0, σ2) and where the basis is the same as introduced in Chapter 2. The
smoothing interval of the magnetic field and superconducting order parameter is taken at
40a as well, so that the NS interface is completely within the disordered region.
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(b) Armchair edge case, where three cases for the opposite edges case are shown (green titles) with
a fourth case corresponding to the average of the 3N + 1 and 3N + 2 opposite edges case.

Figure 4.2.2: Effect of increasing the standard deviation of a normally distributed random
potential fluctuation on each lattice site, for a zigzag (top) and armchair (bottom) edge

junction.
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The location of each site is used a seed in the random variable generator so that only the
effect of local deviations in the electrostatic potential is appreciated. Similar conclusions can
be drawn from the previous results.

One distinguishing feature of the 3N + 1 and 3N + 2 cases of the armchair edge GNR
is the fact that in both cases, the particle hole symmetry is broken (we could almost think
about it as particle hole ”anti-symmetry” here). When the 3N+1 case is below the predicted
value, the 3N + 2 is above the predicted value by the same amount. When looking at this
behaviour in the BTK picture, one could think that in the 3N + 1 case, the probability of
a hole being reflected back is exactly equal to the probability of an electron being reflected
back in the 3N + 2 case. At first sight, this behaviour seems to correspond to the classical
representation of Andreev reflection: the skipping orbits alternate between electron and hole
so when a hole is reflected back in the 3N + 1 case, an electron must be reflected back in
the 3N + 2 case. This interpretation is flawed since the classical picture does not explain the
fact that the alternation is between A and B sites of the NS interface. However, recalling
that Andreev reflection in graphene converts an electron from one valley into a hole from
the other valley[6], and that each sublattice atom A and B is coupled to one of the valleys,
adding an atom A or B at the interface will determine whether or not the reflected charge
carrier is an electron.

4.2.3. Disorder potential landscape

Going a step further, we can look at the robustness of the edge modes in some smooth
potential landscape. When modelling disorder with an electrostatic potential landscape,
the control parameter is no longer the standard deviation of the random variables but a
correlator which we introduce here based on a method provided in [7, 48]. The fluctuation
in the chemical potential at a site j is taken as its convolution with a Gaussian potential:

µimp(Rj) =
N∑
i=1

µi exp

(
−|Rj −Ri|2

2ξ2

)
(4.2.2)

where N is the number of sites in the disordered region, ξ is the length scale over which the
Gaussian is smooth and µi ∼ U(−σ, σ) is uniformly distributed.

K0 =
1

N

LW

(~vF )2

N∑
i=1

N∑
j=1

〈µimp(Ri)µimp(Rj)〉 (4.2.3)

In Figure 4.2.3 the wave function at the NS interface is computed for different values of σ
and of ξ, showing how the edge states change in a random landscape. The produced edge
states for most of the cases are destroyed so when looking at the conductance, we look at
much weaker disorder.
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Figure 4.2.3: Wave function at the NS interface for different interval widths σ of the
uniform distribution generating random potential deviations, and of ξ, the standard

deviation of the Gaussian convoluted with the lattice sites.



Chapter 5

Conclusions

In this study, the realisation of simulations on the conductance in a graphene tight-binding
system were achieved. The tight-binding Hamiltonian of normal graphene was derived, using
first quantisation and second quantisation formalism. By means of a Peierls substitution, the
tight-binding Hamiltonian of graphene in the quantum Hall regime was given, including the
particle-hole degree of freedom. Using the Bogoliubov-de Gennes equation, the tight-binding
model of a mean field S-wave superconductor was finally derived. Graphene nanoribbons with
different edges were then implemented for each regime from which results already obtained
in literature could be confirmed. The three tight-binding systems were finally combined to
simulate the conductance in an NS junction, in which the superconductor was placed in three
different configurations, for the two different junction edges, resulting in six different config-
urations. The conductance plateaus predicted in Akhmerov & Beenakker (2006)[5] could be
confirmed for most configurations and the parameter ranges were tested subsequently, con-
firming that the results hold under the assumption of a smooth interface and a large system.
It was shown that edge states in the adjacent edges case are not perfectly valley polarised.
Disorder was added at the interface with a Fermi energy mismatch, random onsite potential
fluctuations and with a random potential landscape, all confirming that NS edge states are
valley polarised.

The armchair edge case was observed to deviate from the theory in a peculiar way. A
plateau at 2e2/h was obtained when the GNR was a multiple of three hexagons wide, in ac-
cordance with the theory[5], but poor plateaus were obtained for other widths. Instead, the
conductance of two subsequent widths 3N + 1 and 3N + 2 were found to be symmetric with
respect to e2/2h. The reason for the deviation from the plateau is expected to be intervalley
scattering, and the cause for the symmetry was hypothesised to be because of the nature of
the Andreev reflected charge carrier; when a hole is reflected back in the 3N + 1 case, an
electron must be reflected back in the 3N+2 case which have perfectly opposite contributions
to the BTK conductance. It was hypothesised that the cause for the complementary is that
for a zigzag NS interface, each valley is coupled to a sublattice, while Andreev reflection in
graphene converts electrons into holes from opposite valleys. By adding an atom from one
sublattice to the edge, the electron tunneling to the newly added sublattice must be con-
verted into a hole from the other valley because of the special Andreev reflection occuring in
graphene.

• The reason for the symmetrical conductance in the opposed edges armchair case can
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be further investigated with theory

• The conductance obtained in the higher Landau levels can be investigated empirically
using identical computations

• The effect of irregular edges at the NS interface can be investigated, as well as different
angles with the superconductor
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Appendix A

Formalism

A.1. Second quantisation

The underneath is a short summary of an extract of Chapter 2 in [38] and some other
sources, which introduces second quantisation. More can be found in [38].

A.1.1. Motivation: Many-particle wave functions

If one considers a system of two distinguishable particles, one in state ψ1 at position r1

and the other in ψ2 at a location r2, the total wave function is given by:

Ψ(r1, r2) = ψ1(r1)ψ2(r2) ≡ |λ1〉 ⊗ |λ2〉

where spin is ignored for the moment. If the particles are indistinguishable, the two particle
system must be in a superposition of the states which remains identical under the permutation
operator. This condition is met by two wave functions:

Ψ(r1, r2) =
1√
2

(ψ1(r1)ψ2(r2) + ζψ2(r1)ψ1(r2)) ≡ 1√
2

(|λ1〉 ⊗ |λ2〉+ ζ |λ2〉 ⊗ |λ1〉)

where ζ = −1 for fermions and ζ = +1 for bosons accounts as the symmetrization requirement[49].
Similarly, the wave function of a system of three indistinguishable particles is given by (omit-
ting the ket notation):

Ψ(r1, r2, r3) =
1√
3!

(ψ1(r1)ψ2(r2)ψ3(r3) + ζψ1(r1)ψ3(r2)ψ2(r3) + ζψ2(r1)ψ1(r2)ψ3(r3)

+ψ2(r1)ψ3(r2)ψ1(r3) + ζψ3(r1)ψ2(r2)ψ1(r3) + ψ3(r1)ψ1(r2)ψ2(r3)).

The general N indistinguishable particle case results in the following superposition[38]:

|Ψ〉 = |λ1, λ2, ..., λN〉 =
1√

N !
∏∞

λ=0(nλ!)

∑
P

ζ(1−sgnP)/2 |λP1〉 ⊗ |λP2〉 ⊗ ...⊗ |λPN
〉 (A.1.1)

where nλ is the occupation of the state |λ〉 and where the sum runs over all possible permu-
tations of the set {λ1, ..., λN}. Here sgnP is the sign of the permutation which is 1 [-1] for
an even [odd] number of permutations. Clearly, the current approach makes it complicated
to work with many particle systems: for N = 10 particles, the above equation consists of
a few million terms and involve the wave function of each particle, even though they are
indistinguishable. This motivates the introduction of second quantisation formalism.
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A.1.2. Creation and annihilation operators

For indistinguishable particles, it is convenient to describe a system in the Fock basis[38]
(i.e. occupation number representation):

|Ψ〉 =
∑

n1,n2,...∑
ni=N

cn1,n2,... |n1, n2, ...〉

where ni is the occupation of state |ψi〉 and clearly
∑

i ni = N the number of particles in
the system. The annihilation operator âi is defined such that when applied once on |Ψ〉, the
number of particles in the state |λi〉 is decreased by one. The creation operator â†i accordingly
adds a particle to the state |λi〉. The operators are therefore defined by[38]:

âi |n1, ..., ni, ...〉 =
√
niζ

si |n1, ..., ni − 1, ...〉 annihilation

â†i |n1, ..., ni, ...〉 =
√
ni + 1ζsi |n1, ..., ni + 1, ...〉 creation

[â†i , â
†
j]ζ = 0, [âi, âj]ζ = 0, [âi, â

†
j] = δij (anti-)commutator relations

where si =
∑i−1

k=1 nk and where we define [Â, B̂]ζ ≡ ÂB̂ − ζB̂Â, which clearly serves as com-
mutator [, ] for ζ = 1 and anti-commutator {, } for ζ = −1. Note that by the Fermi exclusion
principle, the occupation ni for a fermion is mod(2).

Conveniently, for both bosons and fermions, any state |Ψ〉 can be described only using
a successive application of the creation operators on the vacuum state |0〉, and conversely
using the annihilation operator. This formalism allows for describing a quantum state using
an operator instead of a wave function. In fact any state may be described by [38]:

|Ψ〉 = |n1, n2, ...〉 =
∏
i

1√
ni!

(â†i )
ni |0〉 (A.1.2)

which, when compared to equation (A.1.1) is much more efficient since one does not bother
about the symmetrization of the wave function anymore. Furthermore, this formalism allows
for considering systems of infinitely many particles more easily.

A.1.3. Representation of one-body operators

Within this formalism, we are interested in representing some of the common operators:
T̂ , p̂, Ŝ, etc. The latter operators are called one-body operators since they depend on a single
radial coordinate r. For this purpose, let Ô1 be an arbitrary one-body operator for which
Ô1 =

∑N
n=1 ôn, where ôn is a single particle operator acting on the n-th particle (e.g. the

case for the kinetic energy operator on a many-particle system). Then, the second quantized
representation of Ô1 is given by[38]:

Ô1 =
∑
〈i〉j

〈λi|ô〉λj â†i âj. (A.1.3)

A.2. Tight-binding systems

Bloch states and change of basis.— The state of a lattice may be described in mo-
mentum space representation (or reciprocal or k-space) in which the creation and annihilation
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operators, now denoted â†k and âk, operate identically as detailed in this paragraph. From
the Bloch theorem, Bloch wave functions are the solution to the Schrödinger equation for a
system periodic in k-space, where the single particle Hamiltonian is:

H =
p2

2m
+ U(r)

where U(r) is a periodic potential. The Bloch state for a single band is given by:

ψk = eik·Ruk(r)

where uk(r) has the same period as the lattice and U(r). The Wannier functions are defined
as:

φR(r) =
1√
M

∑
k∈BZ

eik·Rψk(r) (A.2.4)

where M is the number of primitive unit cells and R is any lattice vector. One of the
properties of Wannier functions is that any Bloch state can be written as a linear combination
of Wannier functions. Furthermore, the set of Wannier functions is an orthonormal basis
for the state of a band. Thus, using the fact that any state can be written as the sum
of projections on Wannier states[50], it can be shown that the relations hold between the
annihilation operators from both spaces[51]:

âj =
1√
N

∑
k∈BZ

eik·Rj âk and âk =
1√
N

∑
j

eik·Rj âj (A.2.5)

where Rj represents the lattice points in real space. Similar equations for change in basis
are obtained for the creation operator by conjugating both sides.

Tight-binding Hamiltonians.— Using equation (A.1.3), the Hamiltonian operator in
k-space of free non-interacting fermions is given by:

Ĥfree =
∑
k,σ

εkâ
†
kσâkσ

where σ denotes the spin state (σ ∈ {↑, ↓} for electrons/holes) and εk = ~2k2/2m is the energy
dispersion relation of a free particle. In real space, the above may be rewritten into[51]:

Ĥfree =
∑
l,j,σ

∑
k

εke
ik·(Rl−Rj)â†lσâjσ (A.2.6)

where (A.2.5) was used twice. The term â†lσâjσ annihilates a fermion in position Rj in spin
state σ, and creates a fermion at location Rl with spin σ: a fermion was transferred from
one site to another. The inner term is therefore called the hopping integral:

t̃lj =
∑
k

εke
ik·(Rl−Rj)

and allows for simplifying equation (A.2.6) into:

Ĥfree =
∑
l,j,σ

t̃lj â
†
lσâjσ. (A.2.7)
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The free particle Hamiltonian may be assumed to hold for the hopping of an electron between
two sites on a crystal lattice: additionally to an on-site potential V0, an electron may hop
from l→ j with potential tlj and conversely with potential tjl = t†lj. These assumptions form
the basis for a nearest-neighbour (NN) tight-binding model and are good approximations for
the description of many solids. In particular, a constant hopping potential is assumed:

tlj =

{
−t, l and j are NN

0, else.
. (A.2.8)

For a lattice in which there is one atom per unit-cell (i.e. Bravais lattice) the tight-binding
Hamiltonian immediately follows:

ĤTB = −t
∑
〈l,j〉,σ

(â†lσâjσ + h.c.), (A.2.9)

where the index 〈l, j〉 stands for all possible neighbours and h.c. stands for the Hermitian
conjugate of the first term; it can be verified that the hopping term from j to l is the conjugate
of the hopping term from l to j. For a crystal with two sublattices A and B (i.e. bipartite
lattice) the fermions from both sublattices must be assigned different fermionic operators
âj, â

†
j and b̂j, b̂

†
j thus obtaining:

ĤTB = −t
∑
〈l,j〉,σ

(â†lσ b̂jσ + h.c.). (A.2.10)



Appendix B

Particle-hole symmetry

Consider the Bogoliubov-de Gennes Hamilto-
nian given by:

Ĥ =
1

2
(Ψᵀ)†hBdGΨ =

1

2
(Ψᵀ)†αiσHαiσ,βjsΨβjs

hBdG =

(
He ∆
∆† Hh

)
Ψ = (ĉ1↑, ĉ1↓, ĉ2↑, ĉ2↓, ..., ĉN↓,

ĉ†1↓,−ĉ†1↑, ĉ†2↓,−ĉ†2↑, ...,−ĉ†N↑)ᵀ

where α (β) indicates the sublattice corre-
sponding to the site i (j) with spin σ (s) and
where He and Hh denote the single-particle
Hamiltonians for electron and hole respec-
tively. We are looking to rewrite the Hamil-
tonian using the particle-hole symmetry op-
erator. First, consider the operator which ex-
changes Ψ and Ψ†:

Ψ† = τy ⊗ 1N ⊗ σyΨ ≡ OΨ.

Thus we can rewrite the first equation using
this operator:

Ĥ =
1

2
(Ψ†)ᵀhBdGΨ

=
1

2
Ψᵀ(OᵀhBdGO)Ψ†

=
1

2
(Ψβjs)(OHO)βjs,αiσ(Ψ†)αiσ

= −1

2
(Ψαiσ)(OHO)ᵀαiσ,βjs(Ψ

†)βjs

where it was used that O is Hermitian and in
the last rule the fermionic commutation rela-
tions. It follows that:

−OhᵀBdGO = hBdG

which can also be written:

PhBdGP−1 = −hBdG

with P = P−1 = OK and K the operator of
complex conjugation. This result can be fur-
ther developed into the blocks of the Hamil-
tonian thereby obtaining:

Hh = −T HeT −1

with T = −i1N ⊗σyK and T −1 = i1N ⊗σyK.
Therefore, the Bogoliubov-de Gennes Hamil-
tonian can be written as:

hBdG =

(
H0 − µ ∆

∆† µ− T H0T −1

)
.
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