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Abstract. An investigation of extended depth-of-field camera with optimized phase mask and digital 

restoration is presented. The goal of this paper is to implement the wavefront coding technique without 

affecting much of the original design, and the design has taken the complexity of imaging system into 

consideration. The optimized strength of cubic phase mask (CPM) is based on the analytical optimal solution 

for the task-based imaging system [J. Opt. Soc. Am. A 25, 1064 (2008)]. The noisy intermediate images of 

CPM system with highest spatial frequency of interest can be effectively restored by vector-based Richardson-

Lucy algorithm. Restoration from the system with generalized CPM produces precise image position than the 

system with CPM does. In general, the CPM system procures modulation transfer function higher than 0.195 

in the whole depth-of-field, and the mean squared error of the restored images are less than 5 %.

1 Introduction  

Wavefront coding involves modification of the wavefront 

such that the imaging system is less sensitive to defocus, 

the cubic phase mask (CPM) is initially chosen [1]. The 

intermediate images of the wavefront coded system are 

blurred and it can be restored with a single kernel [2]. 

Moreover, the analytical expressions for the modulation 

transfer function (MTF) of system with CPM are given in 

the literature [3]. CPMs for extending depth-of-field 

(DOF) has been used in applications, such as, iris 

recognition [4], and microscopy [5]. In this paper, we 

implement CPM in a f/8 camera without affecting much 

of the original design. The challenge of the application is 

to capture a sufficiently good image in the range of DOF. 

2 Image defocus, formation, restoration 
and evaluation 

We choose to place CPM in the exit pupil plane has not 

only the design purpose that the total amount of light 

capture in the camera will pass through the exit pupil, but 

also the practical reason that the exit pupil is right in front 

of the compound lens of the system. The object distance 

is defined as the the distance from object plane to first 

principal plane (FPP), and the image distance is defined 

as the distance between second principal plane (SPP) and 

image plane. The focal plane of the camera is designed at 

170 mm in front of FPP, hence by the thick-lens model we 

can calculate the location of image plane. The path length 

error 𝑊 in the normalized exit pupil plane (𝑥, 𝑦) can be 

determined by subtracting the ideal phase distribution 

from the out of focus phase distribution. The location of 

the image plane in the camera is fixed, and the object 

distance is varied. Therefore, 𝑊 is given by 

𝑊(𝑥, 𝑦) =
1
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where 𝑓 is the effective focal length, 𝑑𝑜̃(170 mm) is the 

focal plane of the object, 𝑑𝑜 is the arbitrary object plane 

between 50 mm (1.203 λ) and 300 mm (-0.231 λ), and 

𝑑𝑒𝑥𝑖𝑡  is the distance from SPP to exit pupil. Image 

formation ( 𝐼 ) by a spatially invariant system under 

incoherent illumination can be written as the convolution 

of its PSF with the object (𝑂) by the following  

                         ℎ ∗ 𝑂 = 𝐼 ↔ 𝐻 ∙ 𝐺𝑜 = 𝐺𝑖 ,                (2) 

where ℎ is the system’s PSF, ∗ is the convolution operator, 

and noise usually appears in detected images; the capital 

letters correspond to the spatial frequency by the Fourier 

transformation, and the 𝐻 is the system optical transfer 

function (OTF), which equals to the Fourier transform of 

the PSF. The PSF of an incoherent system is given as 

ℎ(𝑥, 𝑦, 𝑊) = |∬ 𝑝(𝑥, 𝑦) 𝑒−𝑖2𝜋(𝑥𝑢+𝑦𝑣) 𝑑𝑥𝑑𝑦|
2

,  where 𝑢, 𝑣  are 

the normalized spatial coordinates. The pupil function in 

our system 𝑝(𝑥, 𝑦) is written as 

          𝑝(𝑥, 𝑦) = exp{𝑖𝑘[𝜙(𝑥, 𝑦) + 𝑊(𝑥2 + 𝑦2)]} circ(x, y),  (3) 

where 𝜙 is the modulation introduced by the phase mask, 

and 𝑊 is the defocus parameter as given in equ (1), and 

the circ function is defined as 1 inside the circular pupil 

and 0 outside of it. The modulation introduced by a CPM 

is expressed as 𝜙𝐶𝑃𝑀(𝑥, 𝑦) = α(𝑥3 + 𝑦3),  where 𝛼  is the 

CPM parameter. Another commonly used mask is 

generalized cubic phase mask (GCPM), and given by 

𝜙𝐺𝐶𝑃𝑀(𝑥, 𝑦) = α(𝑥3 + 𝑦3) + 𝛽(𝑥2𝑦 + 𝑥𝑦2), where 𝛽 = −3α 
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is usually assumed [6]. The favor of choosing GCPM is 

because it can produce a PSF which is approximately the 

same in each direction. The restored image will be the 

deconvolution of the intermediate image and the system 

PSF. Due to the ill-posed problem for inverse calculation, 

we investigate two methods for solving this issue in the 

restoration. The first one is the Wiener filter restoration, 

                  𝐼𝑊 = ℱ−1{(𝐻𝑑𝑒𝑐
𝑇𝐻𝑑𝑒𝑐 + 𝜆2𝐼)−1𝐻𝑑𝑒𝑐

𝑇𝐺𝑖},               (4) 

where ℱ−1  stands for inverse Fourier transform, 𝐻𝑑𝑒𝑐  is 

the OTF restoration kernel (assume zero defocus OTF of 

the wavefront coded system), 𝑇  is the transpose of the 

matrix, and 𝜆 is regularization parameter determined by 

L-curve [7]. The second method is the vector-based 

Richardson-Lucy algorithm [8], it calculates the direction 

of next point as the different between the current iteration 

and the previous iteration. If 𝑥𝑘 is the iterated point after 

𝑘  iterations, 𝑦𝑘  the predicted point, ℎ𝑘  the direction 

vector, and 𝛼𝑘 the acceleration parameter then: 

                                       𝑦𝑘 = 𝑥𝑘 + 𝛼𝑘ℎ𝑘,                                          (5) 

where ℎ𝑘 = 𝑥𝑘 − 𝑥𝑘−1, 𝑥𝑘+1 = 𝑦𝑘 + 𝑔𝑘, 𝑔𝑘 = 𝜓(𝑦𝑘) − 𝑦𝑘 . 𝜓 

is called the Richardson-Lucy function which  expresses 

as  𝑦𝑘+1 = 𝑦𝑘 (ℎ ⊗
𝐼

ℎ∗𝑦𝑘
) ≡ 𝜓(𝑦𝑘),  where ⊗  is the 

correlation operator, and ℎ ∗ 𝑦𝑘  is referred to as the 

reblurred image after 𝑘  iterations. We use MTF as the 

quality assessment in optical design. Furthermore, we 

choose mean squared error (MSE) and structural 

similarity (SSIM) for the image evaluation metrics 

between the restoration image and the reference object. 

3 Simulation 

USAF 1951 test chart is our reference object, and we 

focus on group 1, element 4 which has the resolution of 

2.83 line-pairs/mm. The following simulation is based on 

camera with pixel number 1024 ×1024, pixel size 3 μm 

and 35 dB signal-to-noise ratio. Figure 1. displays 

restoration of the near field object with defocus of 1.203 

𝜆 by using different phase masks and different algorithms. 

Vector-RL algorithm generate visually good images 

compare with the result from Wiener filter, besides, 

images form the conventional system cannot be restored 

with a single kernel. The effect of image shift of the CPM 

can be observed in row profile picture in Figure. 2. These 

artifacts result from the phase mismatch between 

convolution kernel and deconvolution kernel. From Table 

1, iterative method gives better result than Wiener filter 

does in near field, besides, system with GCPM provides 

higher SSIM and smaller MSE in same condition. Further, 

MTF of GCPM system is lower than CPM system because 

GCPM introduces more aberrations in the pupil function. 

 

 

 

4 Conclusion & Outlook 

In conclusion, we investigate wavefront coding technique 

in a f/8 camera for extending DOF. The design has taken 

lens thickness, pupil planes, and principal planes into 

account. The image restoration shows that the noisy 

images with highest spatial frequency of interest can be 

effectively restored. Furthermore, due to the 

antisymmetric characteristic PSF of the CPM system, we 

further examine the possibility of using GCPM in the 

imaging system. The outcome provides us a solution to 

mitigate the image shift, however, system with CPM 

provide higher MTF values in the same range of DOF. 

The fabricated CPM and GCPM will be implemented in 

prove of concept experiment. Moreover, how to quantify 

the image artifacts and restore without image shift from 

the CPM system is the future direction. 
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