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Abstract

Global mental healthcare confronts daunting challenges, notably posttraumatic stress
disorder (PTSD), necessitating immediate attention and innovative solutions. Many indi-
viduals requiring mental health support face various barriers, including social stigma, low
perceived need, and restricted access to care providers — especially prevalent in certain
regions — which impedes their quest for professional assistance. Amidst these obstacles, ar-
tificial intelligence (AI) emerges as a promising instrument, ushering in its unique challenges
and opportunities. This thesis delves into these intricacies, aiming to develop comprehensive
and pioneering design guidelines for AI applications within mental healthcare. The research
focuses on three pivotal areas: identifying the distinct challenges and opportunities of im-
plementing AI in mental healthcare; adapting existing AI design principles to fit the mental
health landscape; and understanding the crucial role of multidisciplinary collaboration and
user-centered design in this context. The primary objective is to devise guidelines that
address inherent difficulties in mental healthcare, such as stigma and complexity of disor-
ders, while leveraging potential benefits like early support intervention and expanded access
to mental healthcare services. The suggested design guidelines embrace a systematic ap-
proach, encapsulating problem definition, stakeholder engagement, data acquisition, ethical
and legal considerations, model design, system deployment, usage, maintenance, and itera-
tive improvements based on feedback. Grounding these guidelines in a practical context, the
thesis introduces AnchorAid, a tool that is designed theoretically and remains hypothetical.
This virtual assistant provides post-trauma recovery support by gathering data, generating
personalized feedback, recommending symptom management strategies, and assisting clin-
icians in the patient management processes. Through design guidelines establishment and
their implementation via AnchorAid, this thesis lays a solid foundation for AI integration
into mental healthcare.
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1 Introduction

1.1 Background and Motivation

Mental healthcare, a critical facet of global health, confronts considerable challenges world-
wide. Among these, posttraumatic stress disorder (PTSD), a severe psychiatric disorder, stands
as both a pressing societal issue and a condition that individuals are often tasked with manag-
ing. The disorder’s average lifetime prevalence is determined to be 7.34%, a statistic specifically
derived from data collected in Australia, Canada, the Netherlands, New Zealand, and the USA
(Dückers, Alisic, & Brewin, 2016). PTSD frequently manifests as recurrent distressing memories,
dreams, dissociative reactions, and psychological distress. These symptoms can considerably
compromise an individual’s quality of life (Association, 2013). While the importance of profes-
sional intervention in managing PTSD is evident, several barriers including stigma, extended
waiting times, and geographical limitations often discourage individuals from seeking necessary
help (Andrade et al., 2014). Moreover, it’s alarming to note that almost half of the individuals
needing mental healthcare fail to engage with formal healthcare systems (Alonso et al., 2007).
Such gaps in care provision emphasize the need for innovative solutions that can transcend these
barriers, thereby enhancing the accessibility and efficacy of mental healthcare.

Artificial intelligence (AI), including machine learning (ML) and deep learning (DL), promises
a new horizon of such innovative solutions. AI’s proficiency in handling complex datasets and
generating robust predictive models has proven indispensable across various healthcare domains,
including oncology, dermatology, imaging, and now, mental health (Lee et al., 2021) (Shafiei,
Lone, Elsayed, Hussein, & Guru, 2020). The continuous evolution of medical devices and digital
record systems results in a vast amount of heterogeneous data, enabling the healthcare sector
to significantly benefit from AI (Esteva et al., 2019). AI’s potential extends to transforming
mental healthcare delivery by predicting prognosis, designing personalized treatment plans, and
more importantly, democratizing access to care. The synergistic relationship between AI and
human clinicians can lead to enhanced care delivery, culminating in better patient outcomes
(J. H. Chen & Asch, 2017).

However, challenges emerge with the integration of AI into mental healthcare. These en-
compass stigma, diagnostic and prognosis complexity, potential bias, limited access to expert
knowledge, and subjectivity in mental healthcare (P. Corrigan, 2004). Yet, these challenges also
present unique opportunities for AI to augment traditional methods, enhancing accessibility,
facilitating early detection and intervention, minimizing reliance on self-reported information,
and providing a more nuanced understanding of the complex causality of mental health disor-
ders (Birnbaum, Rizvi, Correll, Kane, & Confino, 2017). In light of these opportunities and
challenges, the Future of Life Institute (FLI) recently called for a pause on the training of AI
systems more powerful than GPT-4, citing the urgent need to address risks related to opacity,
biases, and misinformation (Pause Giant AI Experiments: An Open Letter , 2023). Multiple
reports and regulations have also emphasized the importance of establishing safety protocols
and guidelines for the responsible development and use of AI systems (The Act, 2021) (Tabassi,
2023) (U.S. Chamber of Commerce, 2023) (HM Government, 2021) (Chatila & Havens, 2019).
Hence, the focus should be on implementing AI in mental healthcare using design guidelines
that ensure seamless integration with the system and stakeholders (J. H. Chen & Asch, 2017).

1.2 Innovative Problem Statement and Research Questions

Despite the high lifetime prevalence of any potential traumatic event (PTE) that can reach
up to 80% (de Vries & Olff, 2009), significant barriers persist in mental healthcare, leaving
many individuals without necessary treatment (de Vries & Olff, 2009). The long delays before
treatment initiation and high dropout rates from treatment programs highlight the severity of the
situation (P. S. Wang, Berglund, Olfson, & Kessler, 2004) (Andrade et al., 2014). These issues
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underscore the pressing need for innovative technology, such as AI, to enhance the effectiveness
of the mental healthcare system. However, as mentioned, the integration of AI into mental
healthcare, while promising, is fraught with significant challenges. The focus should thus be
on developing protocols, best practices, and guidelines to optimize the opportunities that AI
presents while addressing the challenges. By leveraging AI’s potential for early intervention,
personalized support, enhanced decision-making, improved access to care, and advanced clinical
research, the potential exists to revolutionize mental healthcare. In light of this, the primary
goal of my thesis is to establish robust design guidelines for integrating AI into the mental
healthcare sector. The research thus centers on the following question

• How can we develop design guidelines to address challenges and leverage op-
portunities for AI systems in mental healthcare?

To answer this, I will delve into the unique challenges and opportunities for AI in mental
healthcare, investigate the adaptation of existing design principles for AI in general healthcare to
mental healthcare, and explore how multidisciplinary collaboration and a user-centered design
approach can contribute to the development and evaluation of AI systems in mental healthcare.
This leads to the following sub-questions:

1. What are the unique challenges and opportunities of AI in mental healthcare,
and how do they shape the design requirements for AI systems?

2. How can existing design principles and guidelines for AI in general healthcare
be adapted to the mental healthcare context?

3. How can multidisciplinary collaboration and a user-centered design approach
contribute to the development and evaluation of AI systems in mental health-
care?

I will critically analyze the current principles and guidelines for AI in general healthcare and
evaluate their applicability to PTSD prognosis prediction case studies. Additionally, I will shed
light on key considerations in the development of AI design guidelines for mental healthcare,
including stigma, trust, the complexity of disorders, privacy concerns, and patient-centered care.

To illustrate the practical application of my research findings and the proposed guidelines,
I will present a conceptual AI tool - AnchorAid, the virtual assistant. This tool, hypothetically
designed to assist patients and care providers in managing PTSD, exemplifies the potential of
AI in revolutionizing mental healthcare by providing more timely, personalized, and accessible
care.

In summation, my thesis aspires to lead groundbreaking research into AI’s integration into
mental healthcare, especially focusing on PTSD, making it one of the first works in this field to
combine these areas. The core objective is to formulate innovative and robust design guidelines
for its integration into this sector. The unique approach of this exploration is exemplified by
the conceptual tool, AnchorAid, detailed in subsection 6.2, which is hypothetically designed
to enhance patient outcomes. This forward-looking investigation highlights the novelty of the
research and its objectives, underpinned by a comprehensive literature review of the most up-
to-date AI-related reports, regulations, and letters.

1.3 Alignment with CoSEM Program

My thesis closely embodies the Complex Systems Engineering and Management (CoSEM)
Master’s program’s core tenets, with its comprehensive exploration of the integration of AI
into the intricate socio-technical landscape of mental healthcare. This research appreciates the
breadth of elements that come into play in such a complex system, echoing the CoSEM approach
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by taking into account the technical, social, regulatory, and ethical dimensions inherent in the
design and implementation of AI systems in mental healthcare. The design guidelines proposed
are envisioned to foster a seamless integration of AI into the existing mental healthcare system,
addressing not just the technical aspects of the AI tool, but also the system of implementation,
which includes regulatory concerns and user acceptance.

As the CoSEM program emphasizes, socio-technical environments are highly complex, re-
quiring an understanding that extends beyond the scope of pure technology. Similarly, the
integration of AI into mental healthcare involves an intricate interplay of multiple factors in-
cluding care providers, patients, AI designers, and policymakers, making it an exemplar of a
complex socio-technical system. My research thus navigates the complexities of stakeholder
involvement, reflecting the holistic approach advocated by CoSEM.

Lastly, the AI tool I proposed, AnchorAid, for managing PTSD exemplifies the essence of
the CoSEM program. While its technical aspects represent the innovation sought in the CoSEM
program, the ethical implications of AI integration in mental healthcare highlight the need for
a judicious approach to innovation. Critical considerations around privacy, bias, transparency,
and consent are extensively addressed, mirroring CoSEM’s emphasis on the ethical dimensions
of socio-technical design.

1.4 Thesis Structure

To write this thesis, I adopt a structured and thorough approach to explore the integration
of AI into mental healthcare, specifically focusing on PTSD prognosis prediction. The narrative
unfolds progressively, beginning with an introduction that provides background, motivation, and
problem statement, and outlines the research questions.

The methodology chapter elucidates the design science and grounded theory employed in the
study. These approaches underpin the subsequent research and align with the semi-structured
interviews used for data collection. A comprehensive literature review follows, discussing the
challenges and opportunities for AI in mental healthcare and PTSD prognosis prediction. I ex-
amine existing design principles and guidelines for AI in healthcare, emphasizing the significance
of multidisciplinary collaboration and human-centered design. An in-depth case study provides
the context for the application of AI, offering a thorough understanding of PTSD, its preva-
lence, diagnosis, prognosis, and treatment. This section includes a review of current ML and
DL methods relevant to PTSD prediction. With the groundwork laid, my thesis then presents
the development of design guidelines for integrating AI into mental healthcare. This includes an
analysis of the interview findings that informed these guidelines. The next chapter introduces
the concept of virtual agents and unveils the culmination of my research – AnchorAid, a virtual
support framework for post-trauma recovery designed in accordance with the newly developed
guidelines. My thesis then transitions into a discussion and conclusion, reflecting on the im-
plications, strengths, and limitations of the research, and hinting at potential future research
directions. The structure ensures a logical progression that guides the reader from understand-
ing the context and the problem, through the methodology and results, to the implications and
conclusion. Supplementary materials incorporated into the appendices, including a glossary, and
interview protocols, provide further support and depth to the research.

2 Pioneering Research: Novel Approach and Methods

2.1 Design Science Methodology

This paper focuses on the integration of AI into mental health settings, with the goal of
improving the follow-up care of individuals with posttraumatic stress disorder. Although AI
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holds high potential for widespread real-world applications, its use in the medical field is still an
emerging topic (Ochoa, Csiszár, & Schimper, 2021).

In this research, I developed an innovative approach that combines several methodologies.
First, I employed design science research (DSR), a qualitative research methodology focused
on the design process. This methodology generates knowledge about both the methods used to
design an artifact and the artifact itself (Carstensen & Bernhard, 2019). Given that little research
has been conducted on the concept of using AI to provide support to PTSD patients, I found the
use of a qualitative approach beneficial and emphasized the importance of an exploratory phase
to identify problem variables (Creswell, 2009). Furthermore, DSR aims to extend human and
organisational capabilities by creating innovative artifacts, which aligns with my research topic
(Hevner et al., 2004). The approach seems particularly effective when applied to innovative
IT artifacts addressing information-related tasks to improve the functioning of organisations
(Peffers, Tuunanen, Rothenberger, & Chatterjee, 2007). Considering that AI systems work with
large databases, this further justified my choice of this approach. I followed the three inherent
research cycles of DSR, as shown in figure 1. The relevance cycle connects the research project’s
contextual environment to the design science activities by providing requirements and acceptance
criteria for the evaluation of the results. The rigor cycle bridges the design science activities
with the scientific foundations, expertise, and experience that guide the research project. The
central design cycle repeatedly oscillates between the creation, evaluation, and refinement of the
artifact (Hevner, 2007).

One strength of the design science research methodology is the continuous improvement cycle
during which relevant information is gathered. Furthermore, this cycle addresses the changes
that the artifact may effect not only within but also outside the organization in which the solution
is implemented (Gregório et al., 2021). This ensures that the artifact fits the contextual and
practical needs of society, politics, and law. However, limitations of this approach include the
lack of cumulative development, perishable nature due to rapid advances in technology, and
difficulty in applying rigorous evaluation methods (Hevner et al., 2004).

Figure 1: Design Science Research Cycles (Hevner, 2007)

Additionally, I integrated case study research (CSR) using interviews into my research pro-
cess to facilitate ex-ante and ex-post evaluations of the artifact (Costa, Soares, & de Sousa,
2016). This approach proved to be useful for highlighting key aspects of healthcare delivery and
gathering in-depth knowledge of the real-life context of PTSD patients’ management (Crowe
et al., 2011). I conducted and analyzed interviews based on grounded theory (GT), which is
detailed in the next subsection 2.2.
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2.2 Grounded Theory for Semi-structured Interviews

Methods based on grounded theories provide systematic yet flexible guidelines for gathering
and analysing qualitative data to develop theories directly from the data (Charmaz, 2014). My
aim was to draw meaningful conclusions based on issues concerning specific groups of people,
identified with a data generation tool such as interviews. From inductive data, comparative
methods, iterative strategies going back and forth between data and analysis, and continuous
interaction between me, the data, and the analysis, I was able to construct theory. The inter-
view questions needed to be general enough to include a variety of experiences while remaining
narrow enough to capture each participant’s unique experience (Gubrium, Holstein, Marvasti,
& McKinney, 2012). I aimed at maintaining an equal position of power with the participant,
achieved by letting the participant choose the scheduling and location of interviews, using a
flexible approach to questioning, and being deeply involved in the research process. The mean-
ing from the data was drawn in a mutual way, which required an open interchange. Memos
described my thoughts on the research topic and how such perspectives might influence my
analysis, to inform about the lens through which I looked at the data (Mills, Bonner, & Francis,
2006). It was crucial to maintain a clear connection between the participant experience analysis
and the data from which it was derived. This method performed well when there was limited
information available on the phenomenon, which was relevant in the case of deploying AI for
mental healthcare (Chun Tie, Birks, & Francis, 2019). In addition, the delivery of healthcare is
a dynamic process, influenced by a range of factors such as policy changes and the attitudes of
healthcare practitioners. The use of grounded theory to identify and analyse these factors can
provide valuable insights that can help practitioners improve their practices and better serve
patients. It is important to note that healthcare is a collaborative effort involving a range of
professionals, including clinicians, patients, managers, educationalists, and students. In order
to promote mutual understanding and improve the quality of care, inter-professional education
is increasingly being prioritised to address issues such as professional rivalries and ensure that
all members of the healthcare team work together effectively (Immy, 2005).

2.2.1 Semi-structured Interviews

Sampling
Saturation is generally the guiding principle for sampling and is achieved when no new rel-

evant data emerge from the interviews (Mason, 2010). However, for exploratory research such
as mine, the goal isn’t to cover all aspects of the area, but to provide new insights that signifi-
cantly advance or contradict previous assumptions. My experienced research supervisor, Nadia
Metoui, suggested that I interact with approximately ten participants during the exploratory
phase. To fine-tune this estimation, I used a model evaluating five components determining the
information power of the sample, which helped appraise the number of participants needed for
the study (Malterud, Siersma, & Guassora, 2016). These five components are the aim of the
study, sample specificity, use of established theory, quality of dialogue, and analysis strategy.
Given the narrow focus of my study on AI, design guidelines, and a case study based on PTSD
prognosis, this implies higher information power, hence a smaller sample size is needed. As I
am working at the Douglas Mental Health University Institute, I utilized purposive sampling
(Immy, 2005) by reaching psychologists, psychiatrists, and researchers in mental healthcare with
knowledge specific to the area studied, which further reduced the required sample size. However,
the topic of building design guidelines for using AI in mental healthcare lacks well-established
theory, thereby increasing the number of informants required. Since some of the participants are
part of the same research centre I work in, we can establish a good dialogue together and I re-
quire fewer participants. Finally, the analysis is case-specific, including an in-depth exploration
of the discourse provided which increases information power and further reduces the sample
size. Based on my research supervisor’s advice, the analysis conducted above, and a similar case
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study where 13 participants were included (Andalibi & Flood, 2021), an initial estimation of
8 participants seemed feasible. However, this estimation was continuously refined throughout
the research process, and ultimately, I conducted interviews with 11 participants. Indeed, con-
tinuous theoretical sampling helps fill gaps, clarify uncertainties, and further develop promising
findings (Chun Tie, Birks, & Francis, 2019).
Data Collection

Interviews are the most common tool used to generate data in qualitative inquiry, and
the semi-structured format is the most frequently used technique (Dicicco-Bloom & Crabtree,
2006), particularly in healthcare (Gill, Stewart, Treasure, & Chadwick, 2008). Semi-structured
interviews are versatile, flexible, and allow for a reciprocal relationship between the researcher
and the informant, with both parties at an equal position of power, aligning with grounded
theory requirements (Immy, 2005). The questions are formulated in advance based on the
interview guide (Mason, 2010), providing a structure that ensures coverage of the main research
topics but does not need to be strictly followed. The goal is to guide participants to discuss
the phenomenon while enabling the interviewer to improvise questions based on the informant’s
responses (Gill, Stewart, Treasure, & Chadwick, 2008). This semi-structured format is suitable
for my research project because participants are unfamiliar with AI and aren’t accustomed to
discussing potential issues that could arise from it (Kallio, Pietilä, Johnson, & Kangasniemi,
2016). It also allows for a wide range of perceptions, essential in a complex socio-technical
system like the one that supports mental healthcare (Cridland, Jones, Caputi, & Magee, 2015).

The following process is based on a framework for developing a qualitative semi-structured
interview guide developed by Kallio, Pietilä, Johnson, & Kangasniemi (2016). After I conducted
a comprehensive literature review, I formulated a preliminary semi-structured interview guide
consisting of a list of questions directing the conversation towards the research topic. The
questions needed to be participant-oriented, well-formulated, single-faceted, and open-ended.
In particular, the words what, who, where, when, how, and why can motivate participants to
provide descriptive answers. I first discussed the main themes where informants freely developed
their perceptions about the subject, from lighter topics, moving to more in-depth ones, and
then returning to lighter topics again (Adams, 2015). Predetermined or spontaneous follow-up
questions helped maintain coherence between each participant’s interview and extracted accurate
information from their experience. It was valuable to include some questions that required short
and straightforward answers to obtain quantitative data. I then tested my interview guide using
the expert assessment technique by presenting it to my supervisors, who are accustomed to
interviews for mental healthcare.
Data Analysis

The data was analysed following the constant comparative method, used in grounded theory,
which supports a concurrent and iterative process of data generation and analysis (Immy, 2005).
Coding helps make sense of the data by identifying concepts and similarities and categorising
them through iterative phases. The framework developed by Chun Tie, Birks, & Francis (2019)
provides descriptions of these phases. Regrettably, resource constraints precluded the verbatim
transcription of the interviews, which, in turn, forestalled the execution of coding as originally
intended. Nevertheless, I used memos and diagrams throughout the process to keep a record
of my analysis, feelings, and intuitions for future data generation, and to visualise the data
clearly and succinctly. ’Initial coding’ classifies the data, gives it meaning, compares incident to
incident, labels early tendencies, and starts looking for similarities between the codes. This helps
make decisions about additional data collection. By selecting new individuals or materials that
contain pertinent information, theoretical sampling enabled me to further explore patterns in
the data. It was essential to ensure that the constructed theory was grounded in the data, which
is the core of grounded theory. In the ’intermediate coding’ phase, more abstract concepts can be
derived from the basic data, which brings researchers closer to building a theory. Properties, the
characteristics shared in a category, and dimensions, the variations of a property, are clarified.
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It is possible to identify a core category at this stage, and reach theoretical saturation although
this concept wasn’t strictly applied in my research as explained in the paragraph addressing the
sampling. During the ’advanced coding’ phase, the storyline process creates a narrative that
conceptualises the core category by linking the categories and yielding a group of theoretical
propositions. Finally, theoretical coding reconstructs the broken story into a well-organised
theory. Theoretical sensitivity represents the capacity to recognise when a data segment is
significant to the construction of the theory and can be increased by reading literature, coding,
memoing, and reflecting on the data throughout the entire research process.

2.3 An Innovative Approach to Research: Research Framework and Research
Flow Diagram

The three main stages of my research, which combine DSR, CSR, and GT, adapted from a
study on collaborative networks (Costa, Soares, & de Sousa, 2016), are shown in figure 2.

Figure 2: Research framework combining DSR, CSR, and GT

In line with the innovative approach that guided this research, I meticulously developed a
comprehensive research flow diagram to illustrate the intricacies of the study. The research
flow diagram, depicted in figure 3, outlines the three components of the DSR methodology
- Environment, Design Science Research, and Knowledge Base - for each sub-question. The
diagram also mentions the methods used to gather information, develop design guidelines, and
assess new artifacts. The DSR methodology was integrated with CSR and GT, providing a
relevant context for data collection, a holistic perspective, precise analysis, transferability, and
reliability. The three cycles displayed for each sub-question represent the relevance cycle, design
cycle, and rigor cycle of the DSR methodology. Iterating through these cycles and sub-questions
enabled me to address the main research question, displayed at the bottom of the diagram.
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Figure 3: Research flow diagram
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3 Literature Review

The goal of this literature review is to shed light on the challenges and opportunities in
mental healthcare, particularly concerning the prediction of PTSD prognosis. Additionally, it
aims to dissect the prevailing design principles and guidelines for AI applications within the
broader healthcare sphere, while highlighting the importance of multidisciplinary collaboration
and human-centered design. To ensure a thorough review, I performed a targeted search of
scholarly articles on databases such as Scopus, ScienceDirect, and PubMed, employing specific
keywords detailed in each subsection. To refine the search process, I used backward and forward
snowballing methodologies, which helped in the careful selection of articles. The specific nature
of the topic warranted the invocation of certain criteria to limit the scope of the results. Given
the rapid evolution in the fields of mental health, anxiety-related disorders, and AI, I restricted
the review to studies conducted after the year 2000. To maintain homogeneity and readability,
articles not published in English were excluded from consideration.

3.1 Challenges and Opportunities in Mental Healthcare and Posttraumatic
Stress Prognosis Prediction

Mental healthcare, especially the diagnosis, prognosis, and treatment of PTSD, offers a
unique landscape of challenges and opportunities for incorporating AI technologies. In this sec-
tion, I’ll explore these crucial challenges and opportunities, with a particular focus on PTSD
prognosis prediction. This analysis will guide the formation of effective design guidelines for AI
systems in this domain.

Keywords: Artificial Intelligence (AI), Machine Learning (ML), Deep Learning (DL), Men-
tal Health, Mental Healthcare, Posttraumatic Stress Disorder (PTSD), PTSD Prognosis Predic-
tion, Healthcare Challenges, Healthcare Opportunities, Bias in Healthcare, Data Bias, Stigma
in Mental Health

Subject of Study Articles

Stigma and Healthcare Disparities

• P. Corrigan (2004)

• Clement et al. (2015)

• P. W. Corrigan, Druss, & Perlick (2014)

• P. W. Corrigan & Rao (2012)

• Fitzpatrick, Darcy, & Vierhile (2017)

• Schueller, Hunter, Figueroa, & Aguilera
(2019)

• Cramer, Garcia-Gathright, Springer, &
Reddy (2018)

Continued on next page
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Table 1 – continued from previous page
Subject of Study Articles

Complexity of Diagnosis and Prognosis

• Schultebraucks & Chang (2021)

• Olbert, Gala, & Tupler (2014)

• Armour, Fried, Deserno, Tsai, &
Pietrzak (2017)

• Kubota, Chen, & Little (2016)

• Shatte, Hutchinson, & Teague (2019)

Limited Access to Expertise

• Wainberg et al. (2017)

• Patel et al. (2018)

• Barnett, Ray, Souza, & Mehrotra (2018)

• D. Luxton, Pruitt, & Osenbach (2014)

Inherent Subjectivity and Reliance on
Self-report

• Rosen & Lilienfeld (2008)

• Dyer et al. (2009)

• Onnela & Rauch (2016)

• Gibbons et al. (2014)

Early Detection and Intervention

• Birnbaum, Rizvi, Correll, Kane, & Con-
fino (2017)

• Conway & O’Connor (2016)

• Kazdin & Blase (2011)

• Nehra et al. (2019)

• Bohr & Memarzadeh (2020)

• Naslund et al. (2017)

• Mentis, Lee, & Roussos (2023)

Continued on next page
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Table 1 – continued from previous page
Subject of Study Articles

Scalable and Accessible Mental Health-
care

• Torous et al. (2018)

• Firth et al. (2017)

• Saxena, Sharan, Garrido, & Saraceno
(2006)

• Patel et al. (2016)

• Ruggiero et al. (2015)

• Hollis et al. (2017a)

Personalized and Adaptive Treatment

• Chekroud et al. (2016)

• Mohr, Burns, Schueller, Clarke, &
Klinkman (2013)

• Ebert et al. (2018)

• Bauer et al. (2020)

• Campbell & Choudhury (2012)

• Schultebraucks & Chang (2021)

• Insel (2014)

• Malgaroli & Schultebraucks (2020)

Enhanced Provider Decision-making

• Fakoor, Ladhak, Nazi, & Huber (2013)

• Davenport & Kalakota (2019)

• Luo, Wu, Gopukumar, & Zhao (2016)

• Sittig & Singh (2010)

• Bertl, Metsallik, & Ross (2022)

• Philippe et al. (2022)

Table 1: Relevant articles addressing the challenges and opportunities in mental healthcare and
posttraumatic stress prognosis prediction

3.1.1 Challenges in Mental Healthcare and PTSD Prognosis Prediction

1. Stigma and Healthcare Disparities: A significant challenge in mental healthcare is
the stigma associated with mental health disorders, which can deter individuals from seek-
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ing timely help (P. Corrigan, 2004) (Clement et al., 2015). It is a significant public health
concern because it prevents people from seeking help and increase dropout rates of ongoing
treatment. Public stigmas such as social judgment and rejection, employment discrimina-
tion, shame, and family stigma, contributes to the reluctance to access care (P. W. Corri-
gan, Druss, & Perlick, 2014). Once a person internalizes negative stereotypes, it can also
result in self-imposed isolation (P. W. Corrigan & Rao, 2012). AI-driven tools, such as
chatbots and digital platforms, can offer an anonymous and non-judgmental environment
for individuals to discuss their mental health concerns, potentially reducing barriers to
care and enhancing help-seeking behavior (Fitzpatrick, Darcy, & Vierhile, 2017). In par-
ticular, these tools can be beneficial for marginalized people who suffer from healthcare
provision disparities (Schueller, Hunter, Figueroa, & Aguilera, 2019). However, AI systems
frequently exhibit enhanced optimization for specific groups, while demonstrating subopti-
mal performance or even exclusion for others, often due to inherent biases. Consequently,
a challenge is to design these systems with care to guarantee equitable access to care for
all individuals, mitigating the impact of such biases (Cramer, Garcia-Gathright, Springer,
& Reddy, 2018).

2. Complexity of diagnosis and prognosis: Mental health disorders, including PTSD,
are often characterized by complex and heterogeneous symptom profiles, which can make
accurate diagnosis and prognosis challenging. The complexity of clinical phenotypes in
psychiatry including individual factors, social factors, and complex interactions hinders
the use of AI methods for mental healthcare (Schultebraucks & Chang, 2021). The study
conducted by Olbert, Gala, & Tupler (2014) states that two individuals meeting symp-
tom criteria for PTSD share approximately 60% of symptoms in common. In some cases,
two individuals can share very few or even no symptoms in common yet share the same
diagnosis. Also, there are some symptoms that are commonly experienced by individuals
with both Major Depressive Disorder (MDD) and PTSD (Olbert, Gala, & Tupler, 2014)
(Armour, Fried, Deserno, Tsai, & Pietrzak, 2017). A challenge for AI technologies, such
as machine learning (ML) and deep learning (DL) algorithms, and natural language pro-
cessing, is to assist in improving the precision of diagnosis and prognosis. These models
analyze vast amounts of patient data, including electronic health records, natural language,
and data from wearable sensors, and identify predictors of symptom progression or treat-
ment response that may not be readily discernible to human clinicians. For instance, AI
can help to improve clinical diagnosis, prognosis, treatment, and research in Parkinson’s
and Alzheimer’s diseases, depression, and schizophrenia (Kubota, Chen, & Little, 2016)
(Shatte, Hutchinson, & Teague, 2019).

3. Limited access to expertise: Most people around the world continue to have limited
and dispersed access to mental health treatments, in particular in low- and middle-income
countries (LMICs). The scarcity of mental health professionals, particularly in rural and
low-resource settings, can limit the availability and quality of care for individuals with
PTSD and other mental health disorders (Wainberg et al., 2017). This deficiency often
leads to a restricted pool of available care providers, exacerbating the problem by creating
lengthy waiting lists for those seeking help. Digital technology has the ability to substan-
tially change mental healthcare, particularly through educating and assisting clinicians,
monitoring treatment procedures, and encouraging self-help. It should not be utilized as
a replacement for traditional approaches to mental health therapy, but rather as an addi-
tional tool (Patel et al., 2018). AI-driven tools, such as telepsychiatry platforms, clinical
decision support systems, and intelligent virtual agents, can help bridge the gap between
the demand and supply of mental health services by extending the reach of expert care
(Barnett, Ray, Souza, & Mehrotra, 2018). Digital technology enables practitioners to effi-
ciently track symptoms and other health-related factors between face-to-face or telehealth
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treatment sessions. It facilitates the provision of tailored services to meet the specific
needs of each patient. Furthermore, it can improve access to services for patients who
speak various languages by connecting them with clinicians from different geographical
locations. Intelligent virtual agents have the ability to engage in social interactions that
resemble human behavior. These agents can be created to perform clinical interviews, as-
sess the results, and provide feedback to patients (D. Luxton, Pruitt, & Osenbach, 2014).
Therefore, the challenge for AI in mental healthcare is not just to develop effective tools,
but to enhance general access to these resources around the world, particularly in lower-
middle-income countries.

4. Inherent subjectivity and reliance on self-report: The process of diagnosing, estab-
lishing prognosis, and treating PTSD often hinges on patients’ self-reported symptoms.
However, these self-reports can be influenced by factors such as recall bias, where patients
may not accurately remember past experiences or symptoms, and social desirability bias,
where patients may underreport or overreport symptoms to align with perceived social
expectations (Rosen & Lilienfeld, 2008) (Dyer et al., 2009). These biases can affect the
reliability and validity of the collected data, ultimately impacting the quality of care. AI
technologies offer the potential to supplement self-report assessments with more objective
and reliable measures of patients’ mental health status. Wearable sensors, passive data
collection from smartphones, and virtual agents can provide real-time, continuous moni-
toring of patients’ symptoms and behaviors. They can potentially enhance the accuracy
and timeliness of care, as well as reduce the assessment burden on both patients and clini-
cians, by addressing the challenges of maintaining quality, relevance, and continuity in the
data (Onnela & Rauch, 2016) (Gibbons et al., 2014).

3.1.2 Opportunities in Mental Healthcare and PTSD Prognosis Prediction

1. Early detection and intervention: AI technologies can facilitate the early detection
and intervention of PTSD and other mental health disorders by analyzing large-scale data
from electronic health records, social media, or other sources to identify at-risk individuals
and provide targeted preventive interventions (Birnbaum, Rizvi, Correll, Kane, & Confino,
2017) (Conway & O’Connor, 2016). Early intervention can improve patient outcomes, re-
duce the burden on healthcare systems, and enhance the overall cost-effectiveness of mental
health services (Kazdin & Blase, 2011) (Nehra et al., 2019). Furthermore, AI-driven tools
can facilitate continuous monitoring of individuals exposed to traumatic events, enabling
timely identification of those who may benefit from early intervention, and potentially
preventing the development or exacerbation of PTSD symptoms. For instance, an MIT-
based lab has studied the use of neural networks to identify early depressive symptoms in
speech (Bohr & Memarzadeh, 2020) (Naslund et al., 2017). In addition, early detection
and management of chronic stress play a vital role in preventing several diseases, not only
PTSD. By leveraging AI, improved outcomes can be achieved through timely detection
and intervention (Mentis, Lee, & Roussos, 2023).

2. Scalable and accessible mental healthcare: AI technologies can enable the develop-
ment of scalable and accessible mental healthcare solutions, such as digital therapeutics,
mobile apps, and chatbots. Mental health apps exist for depression, anxiety, and bipolar
disorders and can provide evidence-based interventions to a wide range of users, regardless
of their geographic location, socioeconomic status, or access to professional care (Torous
et al., 2018) (Firth et al., 2017). Such solutions can help address the global mental health
treatment gap and democratize access to quality care, particularly for underserved pop-
ulations. Indeed, a majority of low-income countries and a significant portion of lower
middle-income countries have less than one psychiatrist per 100,000 people, highlighting
a shortage of mental health professionals (Saxena, Sharan, Garrido, & Saraceno, 2006)
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(Patel et al., 2016). Web-based interventions have shown great benefits relative to PTSD
symptoms and access to clinical expertise but this area is still under-researched (Ruggiero
et al., 2015) (Hollis et al., 2017b).

3. Personalized and adaptive treatment: AI-driven tools can support the development
and delivery of personalized and adaptive treatments for PTSD and other mental health
disorders. They can continuously monitor patient’s symptoms, treatment adherence, and
response to interventions, and adjust treatment plans based on individual needs and prefer-
ences (Chekroud et al., 2016). This approach can enhance the effectiveness and efficiency of
care, as well as patient engagement and satisfaction. Indeed, the interventions are tailored
to individual patients’ characteristics, such as their genetic, neurobiological, or psycholog-
ical profiles, and provide real-time feedback and support (Mohr, Burns, Schueller, Clarke,
& Klinkman, 2013) (Ebert et al., 2018). Harnessing AI techniques is a promising and
essential avenue for advancing precision psychiatry, as the wide-ranging variations in the
presentation and underlying causes of PTSD result in unique characteristics among pa-
tients. Integrating data from diverse sources into AI technologies is crucial (Bauer et al.,
2020) (Campbell & Choudhury, 2012), in particular for PTSD management. It allows
identifying subgroups of patients with distinct clinical profiles, treatment preferences, or
risk factors. This integration can help overcome the limitations of traditional self-report
assessments and enable more precise and personalized care for individuals with PTSD and
other mental health disorders (Schultebraucks & Chang, 2021). AI can thus facilitate the
development of personalized treatments and lead to precision psychiatry, but this requires
careful handling and coordination (Malgaroli & Schultebraucks, 2020) (Insel, 2014).

4. Enhanced provider decision-making: AI-driven decision support systems can assist
mental healthcare providers in making more informed clinical decisions by synthesizing
large volumes of patient data, such as electronic health records, genomics, and real-time
monitoring data. For instance, neural networks have been used to recognize potentially
cancerous lesions in radiology images (Fakoor, Ladhak, Nazi, & Huber, 2013). Natural
Language Processing (NLP) systems can analyze unstructured clinical notes and conduct
conversational AI with patients (Davenport & Kalakota, 2019). By harnessing big data
and AI technologies, clinicians are empowered to gain a comprehensive understanding
of a patient’s health condition, facilitating enhanced data collection and analysis with
improved accuracy (Luo, Wu, Gopukumar, & Zhao, 2016). This can lead to improved
clinical outcomes, reduced treatment variability, and more efficient use of clinical content
in mental healthcare, as well as better collaboration and communication of care among
multidisciplinary teams (Sittig & Singh, 2010). However, the existing research lacks com-
prehensive and consistent findings. There is still a gap between the technical possibilities
of digital decision support systems for PTSD and real-world clinical work (Bertl, Metsal-
lik, & Ross, 2022). Establishing new guidelines for reporting, evaluating, and assessing
quality and bias would expedite literature synthesis and enhance confidence in provider
decision-making (Philippe et al., 2022).

In summary, the primary hurdle for AI in healthcare lies not in the capabilities of the
technologies themselves, but rather in ensuring their integration and acceptance into everyday
clinical practice. The unique challenges and opportunities in mental healthcare and PTSD
prognosis prediction shape the design requirements for AI applications in this domain. By
addressing these challenges and leveraging the opportunities, AI technologies can contribute to
more effective, efficient, and equitable mental healthcare services and outcomes for individuals
with PTSD and other mental health disorders. The insights gained from this literature review
will inform the development of design guidelines for AI integration in mental healthcare, as
discussed in the following sections.
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3.2 Existing Design Principles and Guidelines for AI in General Healthcare

Numerous organizations, governments, and researchers have proposed design principles,
guidelines, and best practices for AI systems in healthcare. To synthesize these multifaceted
insights, I’ve systematically reviewed, compared, and integrated these proposals. The resulting
summary organizes these guiding principles into distinct categories. In addition, this section
explores how these principles can be adapted to create effective design guidelines for AI applica-
tions in mental healthcare, particularly in the context of PTSD prognosis prediction. The focus
is on understanding how these guidelines address the challenges and leverage the opportunities
for AI in mental healthcare, identified in subsection 3.1.

Keywords: Guidelines, Best Practices, Design Principles, Ethical Considerations, AI, Ma-
chine Learning, Healthcare AI, AI in Healthcare, Mental Healthcare, AI Ethics in Healthcare

Subject of Study Articles

Fairness and accountability

• The Act (2021)

• Tabassi (2023)

• U.S. Chamber of Commerce (2023)

• HM Government (2021)

• Weiser (2019)

• Cramer, Garcia-Gathright, Springer, &
Reddy (2018)

• Amershi et al. (2019)

• I. Y. Chen, Szolovits, & Ghassemi (2019)

• Shin (2020)

• Chatila & Havens (2019)

Continued on next page
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Table 2 – continued from previous page
Subject of Study Articles

Transparency, interpretability, and ex-
plainability

• The Act (2021)

• Tabassi (2023)

• U.S. Chamber of Commerce (2023)

• HM Government (2021)

• Chatila & Havens (2019)

• Weiser (2019)

• Joyce, Kormilitzin, Smith, & Cipriani
(2023)

• Antoniou, Papadakis, & Baryannis
(2022)

• Amershi et al. (2019)

• Shin, Zhong, & Biocca (2020)

Clinical validation and efficacy

• The Act (2021)

• U.S. Chamber of Commerce (2023)

• Topol (2019)

• Mutasa, Sun, & Ha (2020)

• Keane & Topol (2018)

• Park, Choi, & Byeon (2021)

• Tabassi (2023)

• Anhang Price et al. (2014)

• Amershi et al. (2019)

Continued on next page
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Table 2 – continued from previous page
Subject of Study Articles

Privacy and security

• The Act (2021)

• Tabassi (2023)

• U.S. Chamber of Commerce (2023)

• HM Government (2021)

• Weiser (2019)

• Branch (2019)

• Regulation (EU) 2016/679 of the Euro-
pean Parliament and of the Council of
27 April 2016 on the protection of natu-
ral persons with regard to the processing
of personal data and on the free move-
ment of such data, and repealing Direc-
tive 95/46/EC (General Data Protection
Regulation) (Text with EEA relevance)
(2016)

• Rep. Pallone (2022)

• Forcier, Gallois, Mullan, & Joly (2019)

• Abouelmehdi, Beni-Hessane, & Khaloufi
(2018)

Continued on next page
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Table 2 – continued from previous page
Subject of Study Articles

human-centered design and interoper-
ability

• The Act (2021)

• Tabassi (2023)

• De Silva & Alahakoon (2022)

• U.S. Chamber of Commerce (2023)

• HM Government (2021)

• Weiser (2019)

• Jin, Carpendale, Fraser, Hamarneh, &
Gromala (2019)

• Bates, Auerbach, Schulam, Wright, &
Saria (2020)

• Schueller, Hunter, Figueroa, & Aguilera
(2019)

• Amershi et al. (2019)

• Mandl & Kohane (2012)

• Patel et al. (2018)

Table 2: Relevant articles addressing existing design principles and guidelines for AI in general
healthcare

3.2.1 Design Principles and Guidelines for AI in General Healthcare

1. Fairness and accountability: AI systems in healthcare should aim to promote fairness,
manage harmful bias, and ensure accountability for system performance (The Act, 2021)
(Tabassi, 2023) (U.S. Chamber of Commerce, 2023) (HM Government, 2021). If fairness is
not meticulously addressed throughout the entire AI design process, the system runs the
risk of generating discriminatory outcomes that disproportionately affect specific groups
or individuals (Weiser, 2019) (Cramer, Garcia-Gathright, Springer, & Reddy, 2018). The
design should match relevant social norms and mitigate social bias (Amershi et al., 2019).
This is particularly significant in mental healthcare, as AI-driven tools can potentially
perpetuate existing disparities and stigmatize specific populations (I. Y. Chen, Szolovits,
& Ghassemi, 2019). The fairness of an algorithm can be evaluated by considering its
accuracy (the rate of correct predictions), recall (the ability to identify relevant outcomes),
and precision (the ability to provide accurate results) (Shin, 2020). Furthermore, AI
systems designers and operators must be responsible and accountable when such systems
cause harm (Weiser, 2019). Given that algorithms cannot be held legally responsible, it
is imperative to ensure human accountability is integrated into every phase of content
generation. This means that individuals involved in the process must bear responsibility
for the outcomes and implications of the AI systems, emphasizing the need for human
oversight and ethical considerations (Chatila & Havens, 2019) (Shin, 2020).
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2. Transparency, interpretability, and explainability: To ensure that users compre-
hend the purposes and potential impact of an AI system, it is necessary for the system
to be explainable and interpretable (The Act, 2021) (Tabassi, 2023) (U.S. Chamber of
Commerce, 2023). It requires the system to be transparent, where the data and rules
incorporated are made accessible for the purpose of testing and assessing potential risks
(HM Government, 2021) (Chatila & Havens, 2019). Transparency ensures that the feature
space, data sources, and algorithmic processes are well-documented and can be scrutinized
for their appropriateness and relevance to the clinical problem and patient population at
hand (Weiser, 2019) (Joyce, Kormilitzin, Smith, & Cipriani, 2023). Interpretability, on the
other hand, focuses on the meaningfulness of the relationships between input features and
the model’s predictions (Antoniou, Papadakis, & Baryannis, 2022), allowing healthcare
professionals to understand and trust the system’s recommendations (Joyce, Kormilitzin,
Smith, & Cipriani, 2023). Therefore, it must be clear what the system can do and how well
the system can do it (Amershi et al., 2019). The concept of explainability bridges the gap
between transparency and interpretability by providing a clear, human-understandable
rationale for a model’s prediction mechanisms in the healthcare domain (Joyce, Kormil-
itzin, Smith, & Cipriani, 2023). It aims to make the inner workings of AI systems more
accessible to non-experts, including healthcare professionals and patients, allowing them
to understand not only the input-output relationships but also the reasoning behind the
model’s decisions. The design should make clear why the system did what it did by
providing explanations to the user (Amershi et al., 2019). Explainability helps to build
trust in the system and promotes the adoption of AI-based solutions in healthcare, where
understanding the rationale behind decisions is critical for patient safety, ethical consid-
erations, and informed decision-making (Joyce, Kormilitzin, Smith, & Cipriani, 2023). In
psychiatry, the need for explainability is crucial due to the probabilistic relationships be-
tween data describing syndromes, outcomes, disorders, and signs/symptoms, as well as
the complex and multifaceted nature of the underlying causes (Antoniou, Papadakis, &
Baryannis, 2022). When individuals have knowledge of how an algorithm operates and
how its decisions are made, they are more inclined to use the content correctly and place
trust in both the algorithm and the resulting outputs (Shin, Zhong, & Biocca, 2020).

3. Clinical validation and efficacy: AI systems must undergo rigorous testing and vali-
dation for clinical efficacy and safety before deployment in real-world settings (The Act,
2021) (U.S. Chamber of Commerce, 2023). The validation of the performance of a model
does not always imply clinical efficacy, this is referred to as the ’AI chasm’. An Area Under
the Curve (AUC), representing the accuracy of the algorithm, of 0.99 can still be worth
nothing if clinical outcomes are not improved (Topol, 2019). Developing an algorithm that
performs effectively on a small dataset from a specific population is different from creating
one that can be applied to various populations and medical devices. Hence, AI models of-
ten demonstrate high accuracy when trained on specific data, but their performance tends
to decline when presented with new, unseen data. This phenomenon is commonly known
as ’overfitting’ (Mutasa, Sun, & Ha, 2020). Furthermore, there is a significant disparity
between the experimental code produced for a proof-of-concept research study and the
final code intended for a regulated product. The latter is considered a medical device,
necessitating a complete rewrite, implementation of a quality management system, and
adherence to Good Manufacturing Practice standards (Keane & Topol, 2018). Clinical
validation of AI algorithms for medical diagnosis and prediction requires a comprehensive
evaluation process. This includes both internal and external validation. Internal valida-
tion involves techniques like cross-validation, where the original data is divided into testing
and training sets, or split-sample validation, where the data is split into training, tuning,
and test sets (Park, Choi, & Byeon, 2021). External validation is crucial and involves
independent data collection to assess the algorithm’s performance accurately. Diagnostic
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case-control and cohort studies are used for this purpose, evaluating technical and clinical
performance in real-world clinical scenarios (Park, Choi, & Byeon, 2021). In addition,
assessing the risks associated with AI in a laboratory environment can provide valuable
insights before deployment, but the risks that arise in real-world settings may vary from
those initially measured (Tabassi, 2023). Lastly, to determine clinical utility, randomized
clinical trials are conducted to measure the impact on patient outcomes. This evaluation
cycle, which considers patient care experiences, is vital to demonstrate the effectiveness of
AI tools in improving patient outcomes and informing clinical decision-making in mental
healthcare (Park, Choi, & Byeon, 2021) (Anhang Price et al., 2014). Also, the AI systems
should be designed to remember recent interactions, learn from user behavior and actions,
and update based on user feedback (Amershi et al., 2019). Given that algorithms can
evolve through continuous learning, changes must be notified to users and evaluation must
be ongoing (Amershi et al., 2019).

4. Privacy and security: When designing, developing, and deploying AI systems, it is cru-
cial to prioritize privacy values, including anonymity, confidentiality, and control, as these
guide the system’s overall approach to handling personal data (The Act, 2021) (Tabassi,
2023). Additionally, security is also of paramount importance and includes not only re-
silience, but also the implementation of protocols that prevent, protect against, respond
to, and recover from potential attacks on the system (The Act, 2021) (Tabassi, 2023) (U.S.
Chamber of Commerce, 2023) (HM Government, 2021). AI systems must be technically
robust and safe. This includes demonstrating resilience to potential attacks, adhering to
established safety protocols, and having a reliable fall-back plan in case of failure (Weiser,
2019). Such systems in healthcare must adhere to data privacy and security regulations,
such as the Personal Information Protection and Electronic Documents Act (PIPEDA) in
Canada (Branch, 2019), the General Data Protection Regulation (GDPR) in the European
Union (Regulation (EU) 2016/679 of the European Parliament and of the Council of 27
April 2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC (General
Data Protection Regulation) (Text with EEA relevance), 2016), and the proposed Ameri-
can Data Privacy and Protection Act (ADPPA) in the United States (Rep. Pallone, 2022)
(U.S. Chamber of Commerce, 2023) (Forcier, Gallois, Mullan, & Joly, 2019). Safeguarding
patients’ sensitive mental health information is crucial for maintaining trust and ensuring
the ethical use of AI technologies in mental healthcare. By complying with appropriate
regulations (U.S. Chamber of Commerce, 2023) and implementing robust data protection
measures, healthcare providers and AI developers can preserve patient confidentiality and
minimize the risk of unauthorized access, data breaches, or other potential threats to
sensitive information (Abouelmehdi, Beni-Hessane, & Khaloufi, 2018).

5. Human-centered design and interoperability: To ensure that AI systems are user-
friendly and effective, it is important to incorporate HCD practices throughout the AI
lifecycle (The Act, 2021) (Tabassi, 2023) (De Silva & Alahakoon, 2022). This includes
promoting the active involvement of end-users and other relevant stakeholders, evaluating
and adapting the end-user experience, and integrating human dynamics in all phases of the
design process. Indeed, AI systems should be designed with the needs, preferences, and
capabilities of end-users in mind, including patients, clinicians, and other stakeholders
in the healthcare ecosystem (Tabassi, 2023) (U.S. Chamber of Commerce, 2023) (HM
Government, 2021). To achieve this, AI systems should act as enablers of a democratic and
equitable society by supporting user agency and fundamental rights. Additionally, human
oversight should be allowed to maintain accountability and ensure the ethical use of the
technology (Weiser, 2019). In the medical field, it requires getting clinicians, patients, and
ethicists engaged in the design process (Jin, Carpendale, Fraser, Hamarneh, & Gromala,
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2019) (Bates, Auerbach, Schulam, Wright, & Saria, 2020). In mental healthcare, designing
for humans entails considering factors such as accessibility, usability, bias, and the potential
impact of AI-driven interventions on mental health symptoms. It necessitates customized
interventions designed specifically to address the requirements of the target population
(Schueller, Hunter, Figueroa, & Aguilera, 2019). The design should ensure that the task
the AI system performs is clear and responds to the end-users needs, and the information
it provides is clinically relevant, considering context and potential biases (Amershi et
al., 2019). In addition, AI applications must be designed to integrate seamlessly with
existing healthcare systems, workflows, and data sources to minimize disruption and ensure
continuity of care (Mandl & Kohane, 2012). The design should allow interaction with
clinicians to support easy invocation, dismissal, or correction of AI systems output. It
should scope down services when the system is uncertain about a user’s goal (Amershi et
al., 2019). Interoperability is especially important in mental healthcare, where fragmented
and siloed care is a common challenge. Indeed, there is a lack of coherent plans to address
mental health issues (Patel et al., 2018).

3.2.2 Compliance of Recent PTSD Prediction Studies with Design Principles for
AI in General Healthcare

With the aim of designing guidelines specifically tailored for mental healthcare, I conducted
an analysis of three recent articles focusing on PTSD prognosis prediction. This analysis was
performed through the lens of the challenges and opportunities outlined in section 3.1, as well
as the existing guidelines for general healthcare discussed in section 3.2.1.

1. ’Predicting Posttraumatic Stress Disorder Risk: A Machine Learning Approach’ by Wshah,
Skalka, & Price (2019):
Early intervention has emerged as a promising approach to mitigate the long-term effects
of PTSD and thus enhance clinical efficacy (Kearns, Ressler, Zatzick, & Rothbaum,
2012). However, due to the high costs of healthcare, providing early intervention to ev-
ery individual who has experienced a traumatic event is not feasible. Interestingly, data
collected within days following a traumatic event already exhibit predictive qualities for
forecasting the prognosis of PTSD (I. R. Galatzer-Levy, Karstoft, Statnikov, & Shalev,
2014). During this critical period, AI systems can assist in monitoring individuals’ mental
health status through various means such as social media analysis, smartphone surveys,
and interactions with virtual agents (Onnela & Rauch, 2016). The study conducted by
(Wshah, Skalka, & Price, 2019) demonstrated an AUC of 0.85 for the prediction of high-
severity PTSD symptoms. They used self-reported symptoms from data collected 1 month
after trauma via smartphones to predict PTSD symptoms evolution and identify individ-
uals who are at risk. A limitation of this approach is that self-reported symptoms can
be influenced by biases and recall limitations (Rosen & Lilienfeld, 2008). Supplement-
ing self-report assessments with more objective and reliable measures of mental health
status can help capture more subtle patterns within the data (Kubota, Chen, & Little,
2016). AI technologies can leverage wearable sensors, passive data collection from smart-
phones, and virtual agents to provide real-time and continuous monitoring of symptoms
and behaviors, improving the accuracy and timeliness of care (Onnela & Rauch, 2016).
They highlighted the importance of proper feature selection to reduce overfitting, improve
generalization, and increases accuracy (Wshah, Skalka, & Price, 2019) (Mutasa, Sun, &
Ha, 2020). They also mentioned as further work the inclusion of additional data such as
demographic variables and trauma histories which can help better capture the complex-
ity of PTSD Wshah, Skalka, & Price (2019). Mental health disorders exhibit complex
and heterogeneous symptom profiles, making accurate diagnosis and prognosis challeng-
ing (Schultebraucks & Chang, 2021). However, although they evaluated the performance
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of their model through cross-validation, they did not integrate external validation and
randomized clinical trials to ensure clinical performance and utility in real-world clinical
scenarios (Wshah, Skalka, & Price, 2019) (Park, Choi, & Byeon, 2021).
In addition, the participants (N=90) were predominately white (n=80) and males (n=57)
Wshah, Skalka, & Price (2019). It is crucial to emphasize fairness and promote accessi-
bility and equity in mental healthcare. AI systems should be designed to address barriers
to care, such as geographical, financial, or cultural obstacles, and to support underserved
populations (Torous et al., 2018) (Patel et al., 2018). Designers should also be mindful of
potential digital divides and work to create inclusive technologies that cater to the diverse
needs of patients, including those with limited digital literacy or access to technology.
Third, the study lacks clarification on how to communicate the rationale behind the
model’s decisions to clinicians Wshah, Skalka, & Price (2019) (Amershi et al., 2019).
Addressing the issue of explainability is essential for future studies focusing on the diag-
nosis, prognosis, or treatment of mental health disorders to facilitate the adoption of such
tools in clinical practice (Joyce, Kormilitzin, Smith, & Cipriani, 2023).
Furthermore, incorporating principles of human-centered design can contribute to the
development of AI systems that align with clinicians’ needs and seamlessly integrate into
existing healthcare workflows, thereby promoting their adoption (Mandl & Kohane, 2012)
(The Act, 2021) (Tabassi, 2023) (U.S. Chamber of Commerce, 2023) (HM Government,
2021) (Weiser, 2019). Moreover, human-centered design can facilitate the creation of
AI systems tailored to support shared decision-making, empower patients in managing
their conditions, and provide personalized recommendations based on individual circum-
stances (Malgaroli & Schultebraucks, 2020; Schueller, Hunter, Figueroa, & Aguilera, 2019).
These systems can then adjust treatment plans based on individual needs and prefer-
ences, improving effectiveness and patient engagement (Mohr, Burns, Schueller, Clarke,
& Klinkman, 2013) (Insel, 2014). Therefore, to address the complex and multifaceted na-
ture of mental health issues, collaboration among different disciplines such as psychiatry,
psychology, social work, and primary care is crucial (Patel et al., 2018; Bates, Auerbach,
Schulam, Wright, & Saria, 2020).
Lastly, it is vital for further studies to mention the implementation of robust data pro-
tection measures, including encryption and anonymization, along with the establishment
of strict protocols for data access and sharing. Protecting the privacy and security of
patients’ sensitive mental health data is a fundamental component in developing a safe
and effective AI system for PTSD prognosis prediction (Abouelmehdi, Beni-Hessane, &
Khaloufi, 2018) (The Act, 2021) (Weiser, 2019).

2. ’Re-examining Cortisol’s Role in Predicting Post-traumatic Stress: Utilizing Machine
Learning to Assess the Development of Non-remitting PTSD’ by I. R. Galatzer-Levy,
Ma, Statnikov, Yehuda, & Shalev (2017):
This study employed supervised and unsupervised ML techniques to investigate the re-
lationships between background, environmental, and neuroendocrine risk factors and the
development of PTSD, taking into account the disorder’s heterogeneity. They achieved
stable predictive accuracy to identify trajectories of posttraumatic symptoms (AUC=0.82)
The authors underscore the advantages of early prediction and intervention for clinical
efficacy in preventing PTSD development. Nonetheless, incorporating passive data col-
lection, wearable sensors, and virtual agents to supplement the emergency room (ER)
evaluations and interviews they conducted could more effectively address biases and recall
limitations (Onnela & Rauch, 2016). They acknowledge the necessity for further validation
using independent samples, but this was not performed in the study (I. R. Galatzer-Levy,
Ma, Statnikov, Yehuda, & Shalev, 2017).
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Fairness was not explicitly addressed, as the information about participant demographics
in the sample is limited. The authors mention the inclusion of gender, education level,
and income data, but do not provide the corresponding proportions (I. R. Galatzer-Levy,
Ma, Statnikov, Yehuda, & Shalev, 2017).
The results hold significant promise for clinical research and practice. The analysis re-
vealed that lower cortisol levels are associated with a higher risk of PTSD non-remission,
particularly for individuals who experienced early childhood trauma. Cortisol-based in-
terventions can be specifically targeted to this group of individuals (I. R. Galatzer-Levy,
Ma, Statnikov, Yehuda, & Shalev, 2017). Although I acknowledge that this study aims
to uncover clinically significant features in heterogeneous samples rather than developing
a tool directly for clinical usage, the explainability of the model and its predictions are
not discussed in the article. If clinicians desire to use in the future a similar tool to iden-
tify at-risk individuals or target patients potentially responsive to a particular treatment,
they will require a certain degree of trust in the model. This does not imply that they
must comprehend every technical aspect of the model’s predictions, but they should be
able to interact with a transparent AI system that facilitates easy invocation, dismissal,
or correction of errors when they occur (Amershi et al., 2019).

3. ’A validated predictive algorithm of post-traumatic stress course following emergency de-
partment admission after a traumatic stressor’ by Schultebraucks et al. (2020):
In this study, an algorithm was developed to predict the posttraumatic stress course over
12 months upon ED admission after trauma. Indeed, trauma survivors often have their
first and sometimes only interaction with the healthcare system during an emergency de-
partment (ED) visit. Interestingly, they mentioned that the limited external validation
in existing studies makes it difficult to assess the generalizability of these models’ per-
formance and hinders the practical implementation of such algorithms in clinical practice
(Schultebraucks et al., 2020). Therefore, they used an external validation sample. Among
patients identified by the algorithm as likely to experience persistent posttraumatic stress
(PTS) symptoms over a 12 months, 90% indeed exhibited such symptoms (Schultebraucks
et al., 2020). This promising algorithm has the potential to enhance early clinical screening
for long-term PTSD risk in the population of ED patients who have undergone a traumatic
event. Its implementation could significantly improve clinical efficacy in this context.
However, it is important to further investigate the issue of fairness to ensure the validity
of the predictive algorithm in diverse clinical settings. The data used for model develop-
ment were collected from patients admitted to the emergency departments (ED) of two
specific sites in the United States, focusing on particular types of trauma. One limita-
tion in the study was that the validation sample consisted of only 37.1% female patients.
Schultebraucks et al. (2020) highlighted the need to evaluate the ecological validity of the
algorithm in more heterogeneous ED populations (Schultebraucks et al., 2020).
To address the concern of explainability, the researchers implemented methods to en-
sure the transparency of their models. They utilized SHAP (SHapley Additive exPla-
nations) feature importance ranking to identify which features have the most significant
predictive power in distinguishing between non-remitting and resilient PTSD trajectories
(Schultebraucks et al., 2020). This approach aims to provide insights into the factors that
contribute most to the predictive outcomes of the algorithm.

26



Article Design Principles

Wshah, Skalka, & Price (2019)

• Fairness and Accountability ✗

• Transparency, Interpretability, and Explainability ✗

• Clinical Validation and Efficacy ≈

• Privacy and Security ✗

• Human-centered Design and Interoperability ✗

I. R. Galatzer-Levy, Ma, Stat-
nikov, Yehuda, & Shalev (2017)

• Fairness and Accountability ≈

• Transparency, Interpretability, and Explainability ✗

• Clinical Validation and Efficacy ≈

• Privacy and Security ✗

• Human-centered Design and Interoperability ✗

Schultebraucks et al. (2020)

• Fairness and Accountability ≈

• Transparency, Interpretability, and Explainability ✓

• Clinical Validation and Efficacy ✓

• Privacy and Security ✗

• Human-centered Design and Interoperability ✗

Table 3: Compliance of recent PTSD prediction studies with design principles for AI in general
healthcare

Based on the challenges and opportunities highlighted in Section 3.1, the existing principles
for AI in general healthcare identified in Section 3.2.1, and the compliance of recent studies on
PTSD prognosis prediction with these principles, I underscore the importance of addressing the
following key topics when developing design guidelines for AI in mental healthcare:

1. Stigma and Access to Care

2. Enhancing Trust and Evaluate Outcomes

3. Understanding Heterogeneity and Complexity of Mental Health Disorders

4. Prioritizing Sensitivity to Privacy Concerns

5. Advocating Patient-centered Care and Multidisciplinary Approaches
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3.3 Multidisciplinary Collaboration and Human-centered Design Approach
in AI Systems Development

The design and development of AI systems, particularly for mental healthcare applications,
requires a deep understanding of user needs and the context in which the technology will be
applied. This section explores the potential benefits of incorporating multidisciplinary collab-
oration and HCD approaches in the development of AI systems for mental healthcare, with a
specific focus on posttraumatic stress prognosis prediction.

Keywords: Multidisciplinary Collaboration, Interdisciplinary Approach, Human-centered
Design, User-centric Design, Participatory Design, Co-design, AI Systems Development, AI in
Healthcare, AI in Mental Healthcare

Subject of Study Articles

Establishing multidisciplinary teams
and fostering stakeholder collaboration

• Stokols, Misra, Moser, Hall, & Taylor
(2008)

• Shortliffe & Sepúlveda (2018)

• He et al. (2019)

• McDougall (2019)

• Kaba & Sooriakumaran (2007)

• Shilton (2018)

• The Act (2021)

• Tabassi (2023)

• HM Government (2021)

• Weiser (2019)

• Cherrington et al. (2020)

• Baumer (2017)

• D. D. Luxton, Anderson, & Anderson
(2016)

Continued on next page
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Table 4 – continued from previous page
Subject of Study Articles

Involving end-users early and through-
out the design process

• Musen, Middleton, & Greenes (2021)

• Yang, Steinfeld, & Zimmerman (2019)

• Tulk Jesso, Kelliher, Sanghavi, Martin,
& Henrickson Parker (2022)

• Cai, Winter, Steiner, Wilcox, & Terry
(2019)

• Khairat, Marc, Crosby, & Sanousi
(2018)

• Gundersen & Bærøe (2022)

• Cai, Winter, Steiner, Wilcox, & Terry
(2019)

• Yang, Steinfeld, & Zimmerman (2019)

• Tursunbayeva & Renkema (2022)

• Gundersen & Bærøe (2022)

• Amann et al. (2020)

• Shneiderman (2011)

• De Silva & Alahakoon (2022)

• He et al. (2019)

• Simonsen (2004)

Fostering a culture of transparency and
trust

• Ethics guidelines for trustworthy AI |
Shaping Europe’s digital future (2019)

• Tulk Jesso, Kelliher, Sanghavi, Martin,
& Henrickson Parker (2022)

• Gundersen & Bærøe (2022)

• Barrett, Oborn, Orlikowski, & Yates
(2012)

• Demerouti (2022)

• Mittelstadt, Allo, Taddeo, Wachter, &
Floridi (2016)

Continued on next page
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Table 4 – continued from previous page
Subject of Study Articles

Committing to continuous evaluation
and usability tests

• Tursunbayeva & Renkema (2022)

• Singh, Hom, Abramoff, Campbell, &
Chiang (2020)

• Tang, Lim, Mansfield, McLachlan, &
Quan (2018)

• Cai, Winter, Steiner, Wilcox, & Terry
(2019)

• Mohr, Cheung, Schueller, Hen-
dricks Brown, & Duan (2013)

• Alzahrani, Gay, Alturki, & AlGhamdi
(2021)

• Kazdin (2017)

Continued on next page
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Table 4 – continued from previous page
Subject of Study Articles

Addressing political and ethical consid-
erations

• Lee et al. (2021)

• Moldoveanu (2019)

• Parker & Grote (2022)

• He et al. (2019)

• Ranchordas (2021)

• Weiser (2019)

• Mittelstadt & Floridi (2016)

• Branch (2019)

• Regulation (EU) 2016/679 of the Euro-
pean Parliament and of the Council of
27 April 2016 on the protection of natu-
ral persons with regard to the processing
of personal data and on the free move-
ment of such data, and repealing Direc-
tive 95/46/EC (General Data Protection
Regulation) (Text with EEA relevance)
(2016)

• Rep. Pallone (2022)

• The Act (2021)

• U.S. Chamber of Commerce (2023)

• HM Government (2021)

• Harrison, Flood, & Duce (2013)

Table 4: Relevant articles addressing multidisciplinary collaboration and human-centered design
approach for AI development in healthcare

3.3.1 Multidisciplinary Collaboration in AI Systems Design and Utilization for
Healthcare

Multidisciplinary collaboration is the process of bringing together professionals from dif-
ferent disciplines to work collectively on a project or problem (Stokols, Misra, Moser, Hall, &
Taylor, 2008). In the context of AI system development for mental healthcare, this approach can
lead to a more comprehensive understanding of the complex and multifaceted nature of mental
health, ultimately resulting in more effective and tailored solutions. The numerous articles pub-
lished addressing the application of AI to healthcare reveal this transition from human-human
to human-AI collaboration in the medical field, which requires more than accurate model predic-
tions alone. Indeed, their implementation in practice faces several challenges to ensure clinician
adoption of ML-based clinical decision support. Shortliffe & Sepúlveda (2018) outlined these
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challenges: (1) transparency is required to ensure users’ understanding of the tool’s recom-
mendations; (2) time is crucial in the busy clinical environment; (3) the use of the tool must
be simple, intuitive, and easy to learn; (4) recommendations must be relevant to the clinical
context; (5) the delivery of knowledge must respect clinician expertise; (6) recommendations
must be based on rigorous science and peer-review processes. Developing further collaboration
between designers, clinicians, and patients during the whole design process might respond to
most of these challenges.

Indeed, the lack of Human-Computer-Interaction (HCI) considerations is mentioned as a
major reason for tool implementation failure (Musen, Middleton, & Greenes, 2021), where clini-
cians’ workflow is not considered enough in the design and implementation of the AI tools (Yang,
Steinfeld, & Zimmerman, 2019). Tulk Jesso, Kelliher, Sanghavi, Martin, & Henrickson Parker
(2022) demonstrated inconsistent consultation with clinical end users throughout the design
process. If users do not discuss and comprehend with designers a tool’s capabilities, intended
usage, or utility compared to current methods, they may be reluctant to adopt it (Cai, Win-
ter, Steiner, Wilcox, & Terry, 2019). In particular, Clinical Decision Support Systems (CDSSs),
which represent one application of AI, migrate with difficulty from labs to clinical practice partly
because of user acceptance (Khairat, Marc, Crosby, & Sanousi, 2018). Therefore, the lack of
communication with clinicians and the poor integration of their perspectives into the designers’
design process seems to be consequent, if not the main, barrier to adoption.

Indeed, multidisciplinary collaboration is first required to ensure that the objectives of the
designer developing the tool and those of the clinician providing patient care are aligned (He et
al., 2019). In the early stages of research and development, clinicians and designers can collabo-
rate to determine what medical tasks might benefit from AI support. The context in which an AI
tool intervention is required or at least recommended, based on the patient’s conditions, is then
made clear to the clinician who has initially advised the intended use of the tool (Gundersen &
Bærøe, 2022). Therefore, the clinicians know about the algorithm’s objectives, capabilities, and
limitations, which leads to better and safer use (Cai, Winter, Steiner, Wilcox, & Terry, 2019).
These algorithms’ features and subsequent recommendations are relevant to the clinical context
and respect clinicians’ perspectives.

Moreover, collaborative work can facilitate the tool integration so that the clinicians en-
counter it naturally in their decision-making workflow because they may not know when they
need its assistance (Yang, Steinfeld, & Zimmerman, 2019). The clinician can then seamlessly
use AI output throughout the decision process. For example, they can integrate it as a second
opinion or delegate repetitive tasks to the AI, freeing up more time for responsibilities that re-
quire their specialized knowledge and skills (Tursunbayeva & Renkema, 2022). The functionality
of the tool, which includes its main steps of usage, is detailed and tailored to align with the
clinician’s decision-making process (Cai, Winter, Steiner, Wilcox, & Terry, 2019). As a result,
it becomes easier for the clinician to learn how to use it. Also, time which is a scarce resource
for clinicians is saved which leads to a better chance of tool adoption.

To ensure that the patient is the primary focus and avoid falling back into paternalistic
care and ’fixed AI’ (Gundersen & Bærøe, 2022) (McDougall, 2019), the patient-centered model
can frame the design and implementation processes (Kaba & Sooriakumaran, 2007). Shared
decision-making can identify the most suitable and effective course of action for patients,
using open discussions about its risks and benefits (Amann et al., 2020), and not forcing the
patient to blindly trust the clinician or the AI. Collaboration encourages transparency about
design and use processes (Ethics guidelines for trustworthy AI | Shaping Europe’s digital future,
2019), and reinforces mutual trust between the tool, the clinician, and the patient (Tulk Jesso,
Kelliher, Sanghavi, Martin, & Henrickson Parker, 2022). Indeed, clinicians must trust the source
of evidence supporting their decisions and be able to translate this information in terms of
benefits, harms, and trade-offs. Therefore, the interpretation of AI output in clinical practice is
determined by including technical and medical point-of-views (Gundersen & Bærøe, 2022), and
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discussing those with the patient, which makes the tool’s recommendations more transparent to
its users.

Another advantage of improving communication between these actors is job feedback. As
AI-based tools provide information and recommendations about diagnoses, prognoses, and treat-
ments, clinicians can use this output to indicate how well they perform their job (Tursunbayeva
& Renkema, 2022). On the other hand, clinicians can provide feedback to designers regarding
errors in the system (Singh, Hom, Abramoff, Campbell, & Chiang, 2020), interface, and inte-
gration to the workflow, and therefore ensure an iterative improvement of the tool (Tang, Lim,
Mansfield, McLachlan, & Quan, 2018). Peer-reviewing publications to adjust and validate the
technology in a specific context can also provide valuable insight (Cai, Winter, Steiner, Wilcox,
& Terry, 2019), and participates in a rigorous scientific process, one in which the design and use
of the tool must be grounded.

In addition, policies and ethical guidelines for healthcare services that use AI applications
currently lag behind the advancements in AI (Lee et al., 2021). During this prolific development
of AI technologies, a widening gap has emerged between politicians’ and designers’ technical
and communication skills (Moldoveanu, 2019). Effective collaboration can lead to better com-
munication of clinicians’ and designers’ needs and requirements with policymakers (Parker
& Grote, 2022) and federal agencies such as the Food and Drug Administration (FDA). These
latter play a crucial role before tool adoption in refining the system to new technologies, guid-
ing companies through the clinical trial, and establishing processes to foster innovation (He et
al., 2019) (Ranchordas, 2021). Also, good communication can help to reach decision-makers in
the field of education which, in the mid-term, could add introductory courses to AI and data
management to clinicians’ curricula. Therefore, it can facilitate their learning of the AI-based
tool and reinforce their participation in the design. Lastly, incorporating ethics in the design
process of AI systems can help guarantee the responsible application of AI in healthcare settings,
adhering to established ethical guidelines and addressing potential ethical concerns proactively
(Weiser, 2019).

Finally, implementing a digital breakthrough in a medical system leads to a redefinition
of work relations and responsibilities, which may diminish the occupational intellectual and
symbolic value of professional groups (Barrett, Oborn, Orlikowski, & Yates, 2012). By promoting
collaboration throughout the design process, the wealth (including the credit) created by the
technology benefits its designers, and users (Demerouti, 2022). It is then clear that AI-based
tools respect clinicians’ perspectives and assist their decision-making process without replacing
them, enhancing transparency and trust associated with the use of AI systems.

In conclusion, the incorporation of multidisciplinary collaboration in the development of AI
systems for mental healthcare can offer several benefits, such as:

1. Comprehensive understanding of user needs

2. AI systems tailored to clinicians’ workflow

3. Facilitated shared decision-making

4. Continuous system improvement through feedback loops

5. Robust policymaking and adherence to ethical considerations

6. Equitable distribution of wealth and recognition of healthcare professionals’
contributions

3.3.2 Aligning Multidisciplinary Collaboration, Human-centered Design, and AI
Systems Development

HCD holds considerable importance and relevance in various domains, as it can enhance
commercial success, transform education systems, impact daily life, and even influence polit-
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ical stability (Shneiderman, 2011). Designers must strive to enhance AI system performance
while considering the ethical implications of their choices, taking into account psychological,
social, and political factors that support ethical design practices (Shilton, 2018) (The Act, 2021)
(Tabassi, 2023) (HM Government, 2021) (Weiser, 2019). When creating AI systems intended for
public benefit, incorporating HCD and, specifically, human-centered algorithm design (HCAD)
can help prevent discriminatory outcomes. A collaborative and co-design approach is necessary,
considering the complex socio-technical systems that align with values, principles, and guide-
lines for AI system design (Cherrington et al., 2020). Algorithms are deemed superior if their
outcomes exhibit enhancement based on predefined performance metrics assessing algorithm
accuracy, speed, or computational resources. However, these metrics may deviate significantly
from human understanding and interpretations of the intended functions and implications of
such algorithms. Such systems must prioritize supporting user agency and fundamental rights
to promote a democratic, flourishing, and equitable society. Additionally, allowing for human
oversight ensures accountability and ethical use of the technology (Weiser, 2019). HCAD is
grounded in three key strategies: 1) theoretical, 2) speculative, and 3) participatory (Baumer,
2017). The theoretical strategy employs behavioral and social science theories for prescrip-
tive and descriptive guidance in algorithm development (feature selection) and interpretation
(meaning of algorithm results). The speculative strategy uses imagination to create provoca-
tive artifacts that challenge normative values in technology, encouraging exploration and critical
thinking. The participatory strategy incorporates users as active participants in the design pro-
cess, addressing differential expertise and fostering dialectic exchange, leading to more intuitive
and user-aligned systems while deepening the understanding of computational imaginaries (the
ways people make sense of computational algorithms) (Baumer, 2017).

To effectively integrate multidisciplinary collaboration and HCD into the development of AI
systems for mental healthcare, I propose the following strategies. These align with the artificial
intelligence life cycle as outlined by De Silva & Alahakoon (2022):

1. Establishing multidisciplinary teams and fostering stakeholder collaboration:
Assembling teams composed of professionals from various disciplines, such as mental health
experts, AI developers, user experience designers, and ethicists, can help ensure that
diverse perspectives and expertise are considered throughout the development process
(D. D. Luxton, Anderson, & Anderson, 2016) (Stokols, Misra, Moser, Hall, & Taylor,
2008). Encouraging open and transparent communication between the various disciplines
is crucial for effective collaboration. Building partnerships among stakeholders, such as
healthcare providers, academic institutions, industry, ethicists, and policymakers, can fa-
cilitate the sharing of resources, knowledge, and expertise during the AI development cycle
(De Silva & Alahakoon, 2022).

2. Involving end-users early and throughout the design process: Actively engaging
end-users, such as patients, clinicians, and caregivers, in the design and development stages
can help ensure that their needs, preferences, and concerns are addressed (He et al., 2019)
(Simonsen, 2004). This involvement of users should begin at an early stage, starting from
problem identification and data acquisition. It should be maintained throughout the entire
AI life cycle, spanning from design and development to deployment and beyond (De Silva &
Alahakoon, 2022). Involvement methods may include conducting interviews, focus groups,
or surveys to gather input on the system’s functionality, interface, and interactions.

3. Fostering a culture of transparency and trust: Ensuring that all stakeholders, includ-
ing end-users and practitioners, understand the underlying principles and decision-making
processes of the AI system can help build trust and promote acceptance of the technol-
ogy (Mittelstadt, Allo, Taddeo, Wachter, & Floridi, 2016). Transparent communication
about the limitations and potential biases of the AI system is crucial for setting realistic
expectations and fostering trust.
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4. Committing to continuous evaluation and usability tests: Utilizing evidence-based
methods and integrating findings from the latest research in mental health and AI can help
guide the development process. Employing an iterative development process, with regular
feedback loops and continuous evaluations from end-users and other stakeholders, can
help refine and optimize the rapidly evolving AI technology to better meet user needs
(Mohr, Cheung, Schueller, Hendricks Brown, & Duan, 2013). In addition, performing
usability tests with real users can provide valuable insights into how well an AI system
meets the needs and expectations of its intended audience and identify potential areas for
improvement. Satisfaction, efficiency, and learnability appeared as the most important
ones (Alzahrani, Gay, Alturki, & AlGhamdi, 2021). Monitoring and assessing the real-
world impact of AI systems on mental healthcare outcomes is essential for identifying
areas for improvement. It ensures that the system provides meaningful benefits to users,
and helps extend interventions from research to practice (Kazdin, 2017).

5. Addressing political and ethical considerations: Incorporating political and ethical
considerations from the outset of the development process, through consultations with
policymakers, ethicists, and other relevant stakeholders, can help ensure that AI systems
are designed with respect for design principles such as user privacy, model explainabil-
ity, data security, and fairness in mind (Mittelstadt & Floridi, 2016). AI systems must
respect current regulations about data (Branch, 2019) (Regulation (EU) 2016/679 of the
European Parliament and of the Council of 27 April 2016 on the protection of natural
persons with regard to the processing of personal data and on the free movement of such
data, and repealing Directive 95/46/EC (General Data Protection Regulation) (Text with
EEA relevance), 2016) (Rep. Pallone, 2022) and will be required to comply with future AI
regulation (The Act, 2021) (U.S. Chamber of Commerce, 2023) (HM Government, 2021).
Collaboration with policymakers can also help balance regulation and innovation through
the creation of experimental spaces for designing AI systems under more flexible rules
(Ranchordas, 2021). Designing AI systems with safety and accessibility in mind, consider-
ing the diverse needs of users, such as those with cognitive, sensory, or motor impairments,
can help ensure that mental healthcare services are inclusive and available to all who need
them (Harrison, Flood, & Duce, 2013).

By employing these strategies, AI systems in mental healthcare can be developed with a
comprehensive understanding of user needs, while considering ethical implications and ensur-
ing effective communication between various disciplines. This multidisciplinary collaboration
and human-centered approach can ultimately lead to AI systems that are more effective, user-
friendly, and better suited to addressing the unique challenges faced by individuals seeking
mental healthcare.

4 Case Study: PTSD Prognosis Prediction

4.1 Background on PTSD: Prevalence, Diagnosis, Prognosis, and Treatment

The lifetime prevalence of any Potential Traumatic Event (PTE) is up to 80% (de Vries
& Olff, 2009) which means that approximately 8 out of 10 people will be exposed to actual
or threatened death, serious injury, or sexual violence in different ways during their lifetime
(victim, witness, close family member, or friend of a victim). In the hours, days, and weeks
following a traumatic event, the survivors may experience psychological reactions including anx-
iety, sleep disturbance, guilt, emotional numbness, or withdrawal. These can be accompanied
by physical reactions such as shakiness, fatigue, poor concentration, palpitations, or loss of in-
terest in sex (Regel & Joseph, 2017). Whether or not these reactions lead to the development of
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posttraumatic stress disorder (PTSD) depends on a variety of risk factors, including the level of
social support, history of previous trauma or mental health problems, relationship issues, and
the specific context in which the trauma occurred (Regel & Joseph, 2017). Consequently, in
response to the psychological and physical reactions, people tend to follow one of the four tra-
jectories over 12 months post-trauma: (a) resilient class with consistently few PTSD symptoms,
(b) recovery with initial distress then gradual remission over time, (c) delayed reaction with
worsening symptoms over time, (d) chronic distress with consistently high PTSD levels (Bryant
et al., 2015) (I. R. Galatzer-Levy, Huang, & Bonanno, 2018) (Schultebraucks, Sijbrandij, et al.,
2021) (Pietrzak et al., 2014) (Bonanno et al., 2012). These commonly observed trajectories are
displayed in figure 4.

Figure 4: Commonly observed prospective trajectories of response to potential trauma
(I. R. Galatzer-Levy, Huang, & Bonanno, 2018)

Most individuals exposed to a PTE do not develop PTSD and recover their sense of equi-
librium within a few weeks (resilient class, approximately 65.7%). A significant proportion of
those who do develop PTSD initially exhibit high levels of symptoms that remit over time (re-
covery class, approximately 20.8%). However, a smaller proportion of individuals may exhibit
initially low levels of symptoms that increase over time (delayed class, approximately 8.9%), or
consistently high levels of symptoms (chronic class, approximately 10.6%) (I. R. Galatzer-Levy,
Huang, & Bonanno, 2018) (Lowe et al., 2021). Exposure to PTE can thus lead to the develop-
ment of PTSD in some cases. PTSD is a common psychiatric disorder, with an average lifetime
prevalence of 7.34% across several countries, including Australia, Canada, the Netherlands, New
Zealand, and the USA (Dückers, Alisic, & Brewin, 2016). However, it is important to exercise
caution when interpreting these prevalence rates, as they can vary widely depending on factors
such as study methodology, PTE definition, and population sampling (Knipscheer et al., 2020).
Individuals with PTSD can experience severe symptoms such as recurrent distressing memories
and/or dreams, dissociative reactions (feeling that the event is recurring), and psychological or
physiological distress when exposed to cues that symbolize the traumatic event(s) (Association,
2013). These symptoms can have a significant impact on daily functioning and quality of life. It
is important for individuals who experience symptoms of PTSD to seek appropriate treatment
and support in order to manage and potentially recover from their symptoms.

PTSD is primarily diagnosed by psychiatric professionals using standardized diagnostic crite-
ria outlined in the diagnostic and statistical manual of mental disorders (DSM-5) in the United
States and the international classification of diseases (ICD-11) in Europe. These criteria ne-
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cessitate the identification of particular symptom clusters, which include experiencing a PTE,
intrusive "flashbacks" of the traumatic event, deliberate avoidance of trauma-associated stimuli,
negative alterations in cognition and mood, and significant changes in arousal and reactivity.
These symptoms must persist for more than one month and cause substantial impairment in
social, occupational, or other vital areas of functioning (Association, 2013) (S. D. McDonald
& Calhoun, 2010). Guidelines regarding the treatment of PTSD have been identified, ranging
from medication to therapy which requires the intervention of a professional therapist, psychol-
ogist, or psychiatrist (Watkins, Sprang, & Rothbaum, 2018). However, in addition to the high
healthcare costs that accompany these current treatments (von der Warth, Dams, Grochtdreis,
& König, 2020), several barriers to mental health treatment exist and must be overcome. Low
perceived need for treatment, a desire to handing the problem by oneself, stigmatization, finance
and availability, perceived ineffectiveness, and negative experience is among the main reasons
why patients do not seek treatment or eventually stop taking it (Andrade et al., 2014). Nearly
half of the persons in need of mental healthcare reported no formal healthcare use (Alonso et
al., 2007), and people with anxiety-related disorders such as PTSD are very prone to this lack of
care (Bijl & Ravelli, 2000). The early study conducted by Hoge et al. (2004) revealed that only
23 to 40% of Iraq/Afghanistan War veterans displaying signs of a mental disorder sought men-
tal health care. In a study conducted among six European countries, the Netherlands showed a
higher risk of not using services when there was a need for healthcare (Alonso et al., 2007).

Barriers to the treatment of mental disorders, particularly PTSD, can have serious conse-
quences. These disorders not only significantly impact a person’s health-related quality of life
(HRQOL) and that of their family and friends, but individuals with PTSD are 80% more likely to
experience symptoms of comorbid mental disorders, such as major depressive disorder, substance
use disorder, and other anxiety-related disorders, than those without PTSD (I. R. Galatzer-Levy,
Nickerson, Litz, & Marmar, 2013). In addition, individuals with PTSD resulting from assaultive
violence show a 3-fold increase in the risk of attempted suicide (Wilcox, Storr, & Breslau, 2009).
Therefore, it is essential to address the numerous barriers to the treatment of mental disorders,
and PTSD in particular, as it represents a significant societal problem. During an interview
with Professor Alain Brunet, a researcher at the Douglas Mental Health University Institute
affiliated with McGill University, the importance of predicting the prognosis and subsequent
trajectories of PTSD as a key feature for finding appropriate treatment was highlighted. Prog-
nosis refers to the prospect of recovering from an injury or disease, as well as a prediction of
the course and outcome of a medical condition (Hansebout, Cornacchi, Haines, & Goldsmith,
2009). The effects of PTSD can vary among individuals in terms of the duration and intensity
of symptoms (Breslau, 2001), and a better understanding of prognosis and subsequent factors
can lead to better decision-making regarding treatment (Hemingway et al., 2013). By improving
prognosis and understanding the subsequent factors, healthcare professionals can better tailor
treatment to the needs of individuals with PTSD, potentially reducing the barriers to treatment
and improving their overall quality of life.

The emergence of AI systems, involving machine learning (ML) and deep learning (DL)
techniques, and their ability to detect key features from complex datasets revealed their impor-
tance for developing predictive models and thus, could be used to predict prognosis. In recent
years, AI development has led to the development of promising tools applicable to the medical
field. Such algorithms could significantly improve clinicians’ decisions about disease diagnosis,
prognosis, and treatment. Techniques such as artificial neural networks (ANNs), support vector
machines (SVMs), and decision trees (DTs) have been already applied to the medical field for
forecasting the evolution of cancer for instance (Kourou, Exarchos, Exarchos, Karamouzis, &
Fotiadis, 2015). Kim et al. (2012) developed a prognostic model based on SVM to predict breast
cancer recurrence within five years following surgery. It could help make clinicians’ and patients’
treatment decisions more consistent and predictable. In particular, DL is a sub-field of ML from
which healthcare will also benefit enormously because of the large and heterogeneous datasets
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generated and the continuous emergence of new medical devices and digital record systems (Es-
teva et al., 2019). Esteva et al. (2017) used a convolution neural network (CNN) to classify skin
cancer from clinical images, which outperforms the average performance of dermatologists. In
another study, Shiraishi, Li, Appelbaum, & Doi (2011) used ANN output as a ’second opinion’
to assist radiologists’ image interpretation. Although AI has found more applications in the
fields of oncology, dermatology, and imaging so far (Lee et al., 2021), psychological practice and
research will also be significantly impacted by AI technology in mental healthcare. For instance,
AI-enabled virtual reality human avatars might help with psychological therapies, evaluations,
and testing (D. D. Luxton, 2014). Another research conducted by Shafiei, Lone, Elsayed, Hus-
sein, & Guru (2020) involved participant-based responses to validated questionnaires as the
source of input to a CNN to objectively monitor mental health metrics. Hence, AI-based tools
can provide robust decision assistance to healthcare professionals in intricate clinical scenarios,
including the ones related to mental health. However, limitations to these technologies do exist
including biases in real-world data sources and limited predictive power of clinical data alone.
AI-based tools, when used in conjunction with human clinicians, can enhance the delivery of care
and lead to better outcomes than either could achieve on their own (J. H. Chen & Asch, 2017).
Rather than getting caught up in the hype surrounding new technologies, the focus should be
on implementing such technologies using design guidelines to ensure their good integration with
the mental healthcare system and its stakeholders. Therefore, this paper aims to build design
guidelines for implementing AI systems in the mental healthcare context based on the case of
PTSD prognosis forecasting.

4.2 Review of the Current Machine and Deep Learning Methods Relevant
to PTSD Prediction

ML and DL have gained considerable attention in recent years due to their potential in
various applications. This review provides a succinct overview of some of the major ML and
DL techniques, namely decision trees, random forests, support vector machines, artificial neural
networks, and convolutional neural networks.

4.2.1 Decision Trees

A decision tree (DT) is a fundamental yet potent technique in the realm of ML. It devises
a model that takes the form of a tree structure, constituting a binary tree-like diagram. In this
model, every node embodies a feature (or attribute), every link (or branch) signifies a decision
rule, and every leaf denotes an outcome (Stuart & Peter, 2016). The root node is the prime node
in a decision tree, from which outgoing branches traverse to the internal nodes. This traversal
follows a Boolean classification until it reaches the leaf nodes. These leaf nodes epitomize all
potential outcomes derived from the dataset, as depicted in Figure 5. The allure of decision
trees is encapsulated by their simplicity and easy interpretability. However, they also possess
certain drawbacks. For instance, when decision trees have numerous extending branches, they
can overfit the training data, thereby leading to a lack of generalization capability on unseen
data. Moreover, tree stability poses a substantial concern when utilizing tree-based methods.
Even minor variations in the data can lead to significant differences in the tree structures (Zhang
& Singer, 2010).
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Figure 5: Basic structure of a DT (Rokach & Maimon, 2005)

4.2.2 Random Forests

Random forests (RFs) are an ensemble learning method that incorporates multiple decision
trees, thus forming a ’forest’. The main objective of RFs is to mitigate the risk of overfitting
and curtail the value of the generalization error (Breiman, 2001). This is achieved by using a
technique known as bootstrap aggregation (bagging), which enables the algorithm to repeatedly
select random samples from the training set with replacement. It then fits the trees to these sam-
ples and averages the predictions across all the trees. Concurrently, RFs employ random feature
selection (also known as feature bagging) to diminish correlations between the trees, thereby
enhancing the overall predictive accuracy of the model. Due to these combined techniques, RFs
improve the model variance, rendering the model more resilient than a solitary decision tree.
This is primarily because the averaging process across numerous trees is not susceptible to noise
(I. R. Galatzer-Levy, Ruggles, & Chen, 2018). However, despite their benefits, RFs also have
a few drawbacks. Their complexity often leads to interpretability challenges, making it diffi-
cult to understand the underlying decision-making process. Furthermore, the model demands a
substantial amount of computational resources and time for training, which may be a limiting
factor in certain scenarios.

4.2.3 Support Vector Machines

Support vector machines (SVMs) are resilient and versatile classification techniques. Their
underlying principle involves determining a hyperplane that optimally separates the classes
within the input space as shown in figure 6 (I. R. Galatzer-Levy, Ruggles, & Chen, 2018). SVMs
are particularly adept at managing high-dimensional data, proving effective, especially in scenar-
ios where the number of dimensions surpasses the number of samples. Despite their strengths,
SVMs also have limitations. For instance, they can be inefficient when tasked with training on
exceedingly large datasets due to the computational complexity of the underlying optimization
problem (Cervantes, Garcia-Lamont, Rodríguez-Mazahua, & Lopez, 2020). Furthermore, SVMs
do not inherently offer probability estimates, which can be a drawback in situations where un-
certainty measures about the classification decision are desired (X. Wang, Zhang, & Wu, 2019).
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Figure 6: Features that are not linearly separable are mapped into higher dimensional space

4.2.4 Neural Networks

Artificial neural networks (ANNs) serve as a fundamental component of DL, emulating the
operational principles of the human brain, as illustrated in Figure 7. Comprised of interconnected
layers of nodes or ’neurons’, ANNs have the capacity to learn and refine their performance based
on experience. In mathematical terms, an artificial neuron is conceptualized as a nonlinear unit
that computes a weighted sum of its inputs and subsequently subjects the result to an activation
function. The architecture of a feedforward neural network (FNN) encompasses the organization
of neurons in a layered structure, with complete connectivity between adjacent layers. The FNN
includes an input layer that accepts data, intermediate hidden layers, and an output layer that
generates class probabilities in classification tasks (Miotto, Wang, Wang, Jiang, & Dudley, 2018).
ANNs possessing more than a single hidden layer are typically referred to as deep neural networks
(DNNs). These networks excel at discerning patterns within unstructured data types, such as
images, audio, and text. However, their "black box" nature often renders their internal operations
challenging to interpret. For instance, DNNs may process input data and yield output without
providing transparent explanations of their decision-making processes, such as determining the
risk of a mental health disorder. Currently, there exist two primary strategies for enhancing
interpretability in such black box models. The first involves altering the input and scrutinizing
the resultant changes in the output and neuron activations. The second approach leverages tools
to ascertain the contribution of input features to the output, assigning them importance scores
(Su, Xu, Pathak, & Wang, 2020). Despite their capabilities, DNNs can be computationally
demanding and typically require vast amounts of data to perform optimally. An exemplar
subtype of DNNs, convolutional neural networks (CNNs), is specifically designed for image
analysis. CNNs employ layers of nonlinear transformations, including convolution-activation,
pooling, and fully connected layers, to extract patterns and reduce dimensionality (Su, Xu,
Pathak, & Wang, 2020). CNNs have demonstrated exceptional performance in computer vision
tasks (LeCun, Bengio, & Hinton, 2015), and show potential for processing clinical images to
detect mental health conditions.
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Figure 7: A basic neural network (Kinsley & Kukieła, 2020)

4.3 AI and PTSD Prediction: a Review of Current Tools and Approaches

The article titled "Applications of artificial intelligence - machine learning for detection of
stress: a critical overview" by Mentis, Lee, & Roussos (2023) provides a comprehensive evaluation
of the implementation of AI systems, specifically ML and DL approaches, in predicting PTSD
and stress in a broader context. The study conducted by Wshah, Skalka, & Price (2019) utilized
the Gini impurity index to isolate features with high predictive power (Raileanu & Stoffel,
2004). This allowed them to streamline their dataset, focusing on the most relevant early
symptoms for predicting PTSD. These symptoms notably included distress related to trauma-
related intrusive thoughts, avoidance of trauma-related reminders, negative beliefs about oneself
and the world, loss of interest in activities, difficulty concentrating, and sleep difficulties. The
study’s significant contribution was the prediction of elevated PTSD levels one month after a
traumatic event. By employing self-reported symptoms and ML models like logistic regression
(LR), naive bayes (NB), SVMs, and RFs, the authors demonstrated that automated predictions
could assist healthcare providers in identifying the need for early interventions 10 to 20 days
post-trauma. The ML model achieved an area under the curve (AUC) value of 0.85, indicating its
effectiveness in predicting substantial PTSD symptom escalation based on observable symptoms.
These findings underscore the broad utility of symptom tracking via smartphone data, suggesting
that smartphone surveys for self-reported symptoms can be further streamlined. Despite these
promising results, the study acknowledged limitations that include the need for implementation
in real clinical settings and the potential benefits of incorporating additional data such as baseline
PTSD symptoms, demographic variables, and trauma histories.

Similarly, (Saxe, Ma, Ren, & Aliferis, 2017) employed SVM, RF, and Lasso techniques to pre-
dict PTSD using a dataset comprising 163 hospitalized children aged 7-18 who had experienced
an injury. From the 105 risk factor variables initially considered, ten variables consistently sur-
faced as influential factors across multiple bootstrapped samples, reinforcing their reliability and
stability. These variables included prior history of PTSD, prior externalizing symptoms, prior
experiences of loss, acute stress and pain, protective factors, candidate genes, prior help-seeking,
ketamine administration, and clinical symptoms. Despite achieving a mean AUC value of 0.79
for predicting PTSD, the authors noted study limitations such as the relatively small sample
size, the specific focus on injured children, and the narrow time frame for PTSD prediction.

Further studies have applied SVM techniques to predict PTSD using data collected from
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trauma survivors shortly after their admission to the emergency department (ED) (Karstoft
et al., 2015) (I. R. Galatzer-Levy, Karstoft, Statnikov, & Shalev, 2014). (Schultebraucks et al.,
2020) outlined the development and validation of an algorithm designed to predict the 12-month
PTSD trajectory. The algorithm utilized data that is typically collected from electronic medi-
cal records and is supplemented by brief clinical assessments of the patient’s immediate stress
reaction. The results illustrated the algorithm’s externally validated accuracy in discriminating
PTSD risk with high precision. They mentioned that future research should aim to broaden
its applicability to the diverse and clinically heterogeneous ED population in the context of
routine medical care. These studies contribute to the identification of unique predictors that
impact the trajectory of PTSD, such as cortisol response as a long-term predictor of distress
and resilience (I. R. Galatzer-Levy, Steenkamp, et al., 2014). I. R. Galatzer-Levy, Ma, Stat-
nikov, Yehuda, & Shalev (2017), using SVM and feature selection techniques, identified sets of
features that incorporated clinical, neuroendocrine, psychophysiological, and demographic in-
formation. These features were crucial in creating robust classifiers that accurately determined
membership in specific trajectories, achieving an AUC value of 0.82. The study also revealed a
unique pathway linking childhood trauma to non-remitting PTSD, mediated by lower cortisol
levels during ED admission. These findings add to our understanding of PTSD’s multifaceted
nature, illuminating the variety of pathways individuals may follow when exposed to stress and
danger (I. Galatzer-Levy, Bonanno, Bush, & LeDoux, 2013). The application of ML techniques
and data science facilitates the development of methods for identifying risk factors, classify-
ing individuals’ health status, comprehending mechanisms of change, and formulating effective
treatments (I. R. Galatzer-Levy, Ruggles, & Chen, 2018).

In a related study by (Schultebraucks, Qian, et al., 2021), the emergence of PTSD was antici-
pated based on data assembled before the deployment of military personnel to Afghanistan. ML
methodologies, particularly RF and SVM algorithms, were utilized to estimate the probability
of a provisional PTSD diagnosis within 90-180 days following a 10-month tour of duty. Both the
RF and SVM models registered AUC values of 0.78 and 0.88, respectively, which affirmed their
effectiveness in precisely predicting PTSD outcomes. Furthermore, these ML techniques were
also used to discern the longitudinal trajectories of PTSD symptoms, where the RF and SVM
models achieved AUC values of 0.85 and 0.87, respectively. Influential predictive attributes that
prominently figured in these models encompassed pre-deployment sleep quality, anxiety, depres-
sion, sustained attention, and cognitive flexibility. The integration of blood-based biomarkers
such as metabolites, epigenomic markers, immune markers, inflammatory markers, and liver
function markers, offered additional insights that augmented the most powerful predictors.

In the same spirit, A. D. McDonald, Sasangohar, Jatav, & Rao (2019) conducted a study
aimed at investigating the feasibility of monitoring active-duty military personnel, a demographic
at increased risk of developing PTSD, between sessions. The researchers concentrated on ana-
lyzing real-time heart rate data from 107 veterans, procured through wearable sensors, with an
eye toward early detection of PTSD triggers. This study employed an array of ML algorithms
including DT, SVM, and RF, alongside DL models such as Neural Networks and CNN. This
research bridged a crucial gap in the field by leveraging non-intrusive sensing, user-centric, and
persuasive design principles, coupled with ML and DL methodologies, to engineer a perpetually
active intervention to support veterans suffering from PTSD. The findings disclosed that the
SVM, RF, and CNN algorithms displayed superior predictive capabilities in terms of PTSD
symptom onset when compared to random classifiers. The corresponding receiver operating
characteristic curve (ROC) curves and AUC values are depicted in figure 8. Analysis of these
predictions unveiled a positive correlation between elevated heart rates and the emergence of
PTSD triggers as delineated by the implemented algorithms.
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Figure 8: ROC curves and corresponding AUC values for the 5 algorithms in the study conducted
by A. D. McDonald, Sasangohar, Jatav, & Rao (2019)

Although burgeoning research underscores the potential of AI, encompassing ML and DL
techniques, in the prediction and comprehension of PTSD, these studies concurrently emphasize
the necessity for larger and more diverse samples, as well as the incorporation of various data
types to enhance prediction accuracy. Future investigations might benefit from examining the
potential of these technologies in real-world clinical scenarios, thereby further substantiating
their applicability and efficacy in early intervention strategies. Moreover, the deployment of AI
systems into healthcare could facilitate a more personalized approach, enabling the identification
of individuals at risk, and ensuring that they receive appropriate and timely care. The continual
advancement of our understanding of PTSD necessitates a corresponding progression in the
development of tools and the utilization of techniques to design them. Consequently, it becomes
imperative to design and deploy AI systems within the field of mental healthcare to enhance our
ability to predict, comprehend, and effectively manage this intricate and multifaceted disorder.

5 Development of Design Guidelines for integrating AI into
Mental Healthcare

5.1 AI System Design Cycle

The article published by De Silva & Alahakoon (2022) depicted a complete AI life cycle
consisting of three main phases subdivided into several steps as shown in figure 9: (1) design,
(2) develop, (3) deploy. Different human expertise is required at each phase of the overall design
process.

43



Figure 9: The CDAC AI life cycle: Three phases of (1) design, (2) develop, and (3) deploy and
19 stages (De Silva & Alahakoon, 2022)

Inspired by this cycle, the following key steps are considered to build and organize the design
guidelines for integrating AI into mental healthcare:

1. Problem Definition and Stakeholder Engagement: Define the problem the AI sys-
tem will solve in the context of mental health, and engage stakeholders to ensure the
system meets their needs.

2. Acquisition of Data and Its Challenges: Identify and collect the necessary data for
model training, and prepare it to be used effectively.

3. Ethical and Legal Considerations in Data Collection and Use: Address potential
biases in the data or model and ensure the privacy and security of user data. Design the
interface and interactions for the AI system, ensuring it complies with users’ requirements
and relevant regulations.

4. Design, Selection, and Interpretability of Models: Choose the most appropriate AI
model or approach for the problem at hand.

5. Model Evaluation, Risks, and Impact: Train the selected model using the prepared
data, and evaluate its performance.

6. System Deployment, Use, and Maintenance: Deploy the AI system, ensuring plans
are in place for regular maintenance and updates.

7. Feedback and Improvement: Incorporate mechanisms for feedback, learning from the
AI’s performance, and improving the system over time.
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5.2 Interviews Analysis

This subsection presents the analysis of the interviews I conducted for this study. The
participant pool includes a diverse range of professionals — clinicians, researchers, engineers,
and organizational directors — from a total of 7 different countries. The following table 5
indicates the profession and the country of work related to each participant.

Participant Profession Country of work
1 Psychiatrist Germany
2 Clinical psychologist United States
3 Biostatistician France
4 PTSD researcher Canada
5 Research scientist (tech company) United States
6 Director (healthcare Sector) Ireland
7 Mental health researcher Canada

8 Clinical director (mental health
sector) Canada

9 Director (traumatic stress studies) Australia
10 Cognitive AI researcher Netherlands

Table 5: Profession and country of work of each participant

The interviews were conducted using a semi-structured interview guide, which is provided in
appendix B.3. This guide was meticulously organized to align with the AI system design cycle,
illustrated in subsection 5.1. This alignment ensures comprehensive coverage of the entire AI
system design process, from the initial problem definition to feedback and improvement.

The procedure and interview guide were reviewed and approved by the ethical committee of
TU Delft, ensuring adherence to all ethical guidelines. Each participant was provided with a
’Participant Information’ document detailing the purpose and process of the research. Partic-
ipants were made aware that their involvement was voluntary, and that they had the right to
withdraw at any time. Following this, all participants gave their informed consent by signing
an ’Informed Consent Points’ form. Both documents can be found in appendix B.4.

The information gleaned from these interviews is presented and examined in this section,
shedding light on the diverse perspectives and insights these professionals have provided toward
my research question.

1. Defining the Problem and Engaging Stakeholders: The complex nature of mental
health care, highlighted by a clinician’s statement that, "Mental health is far less defined
than diabetes or cancer; there is a high degree of subjectivity", underscores the nuanced
problems faced in this field. An array of mental health disorders exist, including depression,
anxiety, PTSD, and psychoses. These disorders are categorized based on a diverse array of
symptoms and their varying severity levels, as outlined in the DSM. "Depression, anxiety,
PTSD, and psychoses are defined by the DSM and people can be labeled or not according to
symptoms and their severity", one clinician expounds. Another important aspect of mental
healthcare is the role of individual circumstances. As one clinician explained, "Everybody
gets trauma in their life, but some people suffer from it. Most people with a car accident, or
child sexual abuse don’t have mental health disorders, but they suffer". This was expanded
upon with the assertion that socio-economic factors considerably influence mental health
outcomes. "Certain individuals do worse overall because they don’t have social support
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systems, or because they have so many life stressors, because of their economic situation,
their interpersonal situation".
With an acknowledged need for assistance in the mental health sector due to the system’s
current strain as mentioned by a clinician, "Overall, there is a good awareness within the
mental health sector that they need some help. The system is currently overloaded", it’s
vital to engage with stakeholders such as clinicians, patients, and engineers. One clinician
emphasized, "Involving clinicians would help them understand what the system is basing
its decisions on, and it leads to some extent to higher trust but mostly better trust". This
participatory design approach, despite its challenges, is highly recommended. This same
clinician also pointed out the potential pitfalls, "Participatory design requires that you
spend time with people in designing, redesigning, and co-designing. . . As much as people
would like to, they don’t necessarily have the time to engage in that process. . . It can be
very tricky to do but it’s certainly best practice".
While focus groups have proven effective in this process, their composition often depends
on the project specifics. A clinician stated, "We started with focus groups with clinicians. . .
At the end of the day the patient can use the system, but they were not included in the
design of it for a lot of practical and ethical reasons". However, the inclusion of patients,
especially those who have recovered, can provide valuable insights into the user experience.
"It might be good to talk to people who had already gone through it. . . At the end of the
day, these are the people who need the things, and some don’t have a computer and don’t
know how to install the software. You can have low computer literacy, so they should be
included in the design."

2. Acquisition of Data and Its Challenges: Integral to AI application in mental health-
care is effective data acquisition. Clinicians’ expertise plays a significant role, as one
explained, "There are some things that clinically you can detect that maybe you may not
see in the data". Despite this, acquiring adequate quality and quantity of data suitable
for AI applications remains a significant hurdle, with a clinician expressing, "Quality and
quantity of data is a big challenge for deep learning. Healthcare data are collected through
validated measures but with very different constructs". Routine treatment data and medi-
cal records offer a potential wealth of information for predictive pattern analysis. However,
this data collection often falls short, as another clinician notes, "One of the benefits of using
medical records is that medical labs and emergency rooms are fairly standard, but we had
a lot of work we had to do because for any given subject you don’t have complete data".
This calls for a more systematic approach to data collection in mental health, highlighting
the necessity of bespoke data collection as "Most data out there is not structured to answer
this kind of question".
The clinician voices concern over the applicability of deep learning techniques to healthcare
data due to the challenges in quality and quantity of data, especially when it comes to
mental health disorders, "Humans are so complex, what if there is something more that is
happening to the patient." Therefore, clinician input is vital at this stage, as they possess
the capability to discern nuances and factors that may not be evident in the data, but are
critical to understanding patient health. Although comprehensive data collection is neces-
sary for recognizing patterns in patient visits and capturing complete treatment courses,
it is often impeded by diverse data sources and health insurance company limitations.
Hence, an increased emphasis is needed on data accessibility and integration.

3. Ethical and Legal Considerations in Data Collection and Use: Understanding
the ethical and legal parameters of data collection and usage in AI applications for mental
health is essential. One clinician highlights the challenge of data accessibility: "Information
is in a lot of different places right now unless it is something like the Department of
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insurance affairs which is hard to get in". Data privacy is a critical issue for patients, as
stated by a clinician, "A lot of patients we work with would be concerned by data privacy;
our population is very untrusting". Ethical dilemmas also emerge around the potential for
clinician practice change, which could result in misconduct, given access to this data: "If
a person is not at the highest risk, it brings a lot of ethical concerns. Clinician practice is
going to change and if the clinicians know this information, they can be responsible and
they can misconduct".
AI tools must effectively maneuver ethical conundrums and mitigate bias, especially when
their prognoses may challenge the clinical judgment. Furthermore, transparency in the
treatment selection process should be mandatory, and patient discussions should emphasize
shared decision-making and trust-building. "Consent, particularly around data privacy, is
vital". Interestingly, tools such as chatbots may circumnavigate some ethical and legal
concerns as “they are not medical tools, people have not been diagnosed yet.”

4. Design, Selection, and Interpretability of Models: Designing an AI model for men-
tal health encompasses several key considerations. One clinician identified a challenge:
"One challenge with Machine Learning solutions is not to dismiss what seemingly are un-
interpretable patterns". Moreover, it’s crucial not to unduly limit Machine Learning’s
potential by conforming rigidly to the views of clinicians and researchers: "It’s impor-
tant not to get too caught by the particular views of clinicians and researchers because
it reduces the potential of Machine Learning". AI can play a significant role in mental
healthcare, as long as we recognize uninterpretable patterns and remain aware of inherent
biases: "Clinical decision-making is a very interesting and complex process both in terms
of human cognition, understanding systems, and dealing with biases in clinical practice."
It’s necessary to engender an appropriate level of trust in the system, as one clinician sug-
gests, "You want an appropriate level of trust in the system, if they don’t understand how
it works, it could lead to either clinician saying that they must have overlooked something,
and the system must be right or that stupid things come out from the system and they
must ignore it". Mitigating false negatives should be prioritized as "the idea of missing
anyone is not acceptable for clinicians." Transparency about the system’s capabilities and
limitations is vital: “The challenge is to be explicit about what you can and cannot do...
In some cases, such systems are trained to sound good, not to be right.” Ensuring the sys-
tem is user-friendly and comprehensible to those without statistical training is paramount,
"You must be sure that people are still realizing that they are talking to a system”. The
system’s success hinges on its usability: "At the end of the day, the full success of a system
is defined by how well people can use it to make better decisions, and that depends both on
how well the system is operating and how the people use it". Thus, balancing system accu-
racy with usability is crucial. Emphasizing clinical judgment and providing interpretable
results can help manage expectations. As one clinician noted, "For patients, rather than
only accurate rates, it’s important to give the meaning and the options according to the
results."

5. Model Evaluation, Risks, and Impact: Evaluating AI models in mental health in-
volves reconciling enthusiasm for the potential of the technology with an understanding
of its limitations. A clinician shares, "I think it’s exciting, but my concern always is if
something is not 100%, it can be used to guide, to inform but still using clinical judg-
ment". Concerns about missed diagnoses resonate, with a clinician noting, "The idea of
missing anyone is not acceptable for clinicians. Even if you capture people who are wrong-
diagnosed and false positive, it’s better than missing people". Ensuring patient safety
is of the utmost importance: "You want to guarantee the patient’s safety. Embedding
the system in such a way that all the impacts it has, are used in a safe way would be
important".
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Recognizing the limitations of AI tools and communicating them transparently to patients
and clinicians is critical to mitigating the risks of misuse. Moreover, how model outcomes
are communicated to users is pivotal in mitigating risks associated with patients’ reactions
to these outcomes: “The phrasing matters a lot. . . If the tool is used on the patient’s
side, it can advise the people by saying: based on what we know about people similar to
you, we see that often this happens. Therefore, it might be different for you, but we might
advise you to talk to someone."

6. System Deployment, Use, and Maintenance: The deployment of AI systems in
mental health care can encounter various challenges, such as a lack of enthusiasm from
hospitals for validation and implementation in real-world settings. Transitioning from
development to practical application can be a daunting task: “Nobody is really interested
in integrating it because there is not much incentive to know who is going to develop
PTSD. The risks are very long-term. With PTSD, the costs are spread out over a long
time. There is not a clear benefit to anybody, except for the patient of course.”
During deployment, several factors need consideration. Ensuring patient safety, clinician
understanding of the system’s limitations, and careful crafting of system advice to patients
are essential. Additionally, timing and the environment of deployment are key. Creating
a customer base for the system and offering clear benefits for all users, not just patients,
is also vital. One clinician emphasized the lack of incentive in some medical contexts: "In
the context of the emergency room, now we can tell at a high probability who will have
PTSD. . . But there was not a lot of interest because you first have to think about the
customer experience. Who wants that tool and what benefits you can get out of it? In
the context of medicine, it has a lot to do with who is responsible for treatment.”
For successful deployment, especially in lower-income countries, cultural and language
adaptation is crucial: “There is a need for this kind of cultural variation in people’s
understanding of psychological distress, and how they express psychological distress. There
is a lot of mental health stigma in Europe but it’s a lot more in certain parts of the world,
in the Middle East you don’t talk about suicide.”
A substantial number of clinicians recognize the benefits of such technology: “There is
always a couple of people who don’t believe that something that has no human in the loop
could ever be effective or help people, but it’s outweighed by the people who say they need
something." AI interventions can help more people, including those uncomfortable with
direct human interaction, on waiting lists, or hesitant to seek a clinician: “This could be
a first step for people on the waiting list or people who don’t want to talk to humans. . .
A chatbot is anonymous and you can pull out at any time you want.” AI systems can also
assist clinicians by providing a second opinion: “Clinicians are not very good at predicting
outcomes for people, they are very poor actually. . . It can be used as a second opinion.”
Larger-scale applications can be beneficial too: “It might be also helpful for general prac-
titioners, family doctors, to remind them to ask about specific stuff. . . It can also be used
with research organizations because, over time, massive data collection will allow us to see
if it needs changes in the way we diagnose the symptoms.”

7. Feedback and Improvement: AI systems in mental healthcare are dynamic tools that
require continuous updating, improvement, and evaluation based on feedback from clini-
cians and patients: “There are a lot of practical challenges in applications in the medical
domain which has to do with regulation, law, and timelines so that’s one of the other
things a system like this should always be evolving.” Clinician input is essential to the it-
erative evolution of these systems. This phase also involves sharing successful case studies
to build further trust and demonstrate the effectiveness of the tool.
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5.3 Innovative Design Guidelines for AI Systems

In my endeavor to develop AI systems tailored to address the complex domain of mental
health issues, spanning the entire continuum from diagnosis, passing by prognosis, to therapy
management, I have diligently crafted these guidelines listed in table 6. These have been com-
piled based on extensive literature reviews that I conducted, through which I discerned the
manifold challenges and opportunities intrinsic to the employment of AI in mental healthcare
solutions. In this process, I scrutinized the extant design principles, guidelines, and best prac-
tices within the larger healthcare context. I also integrated insights derived from collaborative,
multidisciplinary approaches and human-centered design principles, underscoring my belief in
the centrality of the user in creating effective solutions. I enhanced the depth and applicability
of these guidelines by assimilating findings from a case study on PTSD and insights gleaned from
interviews with clinicians and designers actively participating in the mental healthcare domain.
I have designed these guidelines to align with the lifecycle of the AI system, beginning from
problem definition through to feedback and iterative improvements.

However, it is pivotal to acknowledge that mental healthcare is a diverse and multifaceted
field. Consequently, while these guidelines serve as a robust framework, they cannot provide a
universally applicable blueprint. The specific context and requirements of each system necessi-
tate distinct adjustments and considerations, further complicated by the inherent complexities
of the mental healthcare context. This gives rise to certain limitations, addressed in subsection
5.4. Hence, these guidelines should be applied judiciously, with adaptations made to correspond
to the distinct requirements and circumstances of each project

Design cycle phase Guidelines

Problem Definition and Stake-
holder Engagement

1. Define a precise and measurable problem statement
focused on a specific aspect of mental health. The
problem statement should serve as a direct call to
action.

2. Engage with a diverse group of stakeholders, includ-
ing mental health professionals, patients, caregivers,
and policy-makers, to ensure the solution addresses
actual needs and incorporates multiple perspectives.

Acquisition of Data and its
Challenge

1. Identify and obtain a diverse set of data variables
relevant to the mental health issue, including demo-
graphic information, clinical history, and psychoso-
cial context. Use multiple data sources where feasi-
ble.

2. Address data limitations proactively. Build strate-
gies to handle missing or biased data and ensure
data quality and representativeness.

Continued on next page
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Table 6 – continued from previous page
Design cycle phase Guidelines

Ethical and Legal Considera-
tions in Data Collection and
Use

1. Design robust protocols for data privacy and secu-
rity, incorporating transparency measures so users
are aware of how their data is used and protected.

2. Actively seek and mitigate potential biases in both
data and models. Use methodologies to regularly
audit system fairness.

Design, Selection, and Inter-
pretability of Models

1. Select an AI model prioritizing transparency and in-
terpretability. Users should be able to comprehend
the model’s logic, thus instilling trust in the system.

2. Ensure the system interface is intuitive, user-
friendly, and accessible, providing a positive user ex-
perience.

Model Evaluation, Risks, and
Impact

1. Use a diverse set of evaluation metrics, encompass-
ing statistical performance and qualitative impacts,
such as user satisfaction and real-world effectiveness.

2. Establish risk assessment mechanisms, preparing for
various scenarios including false positives and nega-
tives. Create strategies to mitigate identified risks.

System Deployment, Use, and
Maintenance

1. Create a comprehensive deployment plan consider-
ing the unique contexts and workflows where the
system will be used.

2. Develop a routine maintenance protocol that checks
for data drift, system performance, user satisfaction,
and regulatory changes.

Feedback and Improvement

1. Establish continuous channels for user feedback and
monitor user interaction with the system to identify
potential improvements.

2. Adopt a culture of iterative development, continu-
ously refining the system based on quantitative per-
formance metrics and qualitative user feedback.

Table 6: Design Guidelines for Integrating AI Systems into Mental Healthcare
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5.4 Limitations to the Applicability of the Guidelines

Concerning the guidelines proposed, while they offer a comprehensive roadmap for integrat-
ing AI into mental healthcare, they have inherent limitations. A significant challenge lies in
achieving meaningful stakeholder participation. Despite the critical importance of diverse in-
put, engaging stakeholders for design input, feedback, or consultation can be challenging due to
constraints on time, resources, and the sensitive nature of mental health issues.

The acquisition of a comprehensive and representative dataset also presents hurdles. Mental
health data is highly complex and obtaining data that reflect all socio-economic subpopulations
is difficult. These challenges arise from issues such as varying access to healthcare services,
diverse health-seeking behaviors, and different levels of comfort with technology, which can
create disparities in the data collected.

Navigating the dynamic landscape of data privacy and AI regulation is another complex
aspect. With new laws and protocols emerging, developers need to stay vigilant and responsive,
adapting these guidelines as necessary to ensure compliance.

Model selection and interface design are also nuanced areas. Choosing interpretable AI
models can limit the predictive power of the system. Moreover, designing user-friendly interfaces
that cater to a spectrum of users, from clinicians to patients with varying levels of digital literacy,
poses a unique challenge.

In the context of model evaluation, a significant limitation lies in the existing metrics’ inabil-
ity to thoroughly assess an AI model’s effectiveness in practical settings. Although we acknowl-
edge the need for more comprehensive metrics, creating these measures presents challenges.
These should capture multiple dimensions, including patient satisfaction, ease-of-use, ethical
and legal considerations, and the impact of false predictions. However, the task of quantifying
such aspects can be complex and subjective, making it a pressing yet challenging necessity..

Finally, maintaining a system that is responsive to continuous monitoring, user feedback, and
iterative development is resource-intensive. The ever-changing nature of mental health disorders
demands consistent adaptation of the system to maintain performance.

In sum, these guidelines, while valuable, should be adapted to the specific context of indi-
vidual projects. They should be viewed as a dynamic framework, requiring ongoing updates in
response to the evolving legal, ethical, and technological standards.

6 A Virtual Agent for Post-traumatic Stress Early Detection
and Support

6.1 Introduction to Virtual Agents and Applications

Virtual agents or chatbots have emerged as promising tools in healthcare, offering support
and advice. Whether integrated into virtual reality environments or as pop-ups on computer
screens, these agents have the potential to provide a virtual ’coach’ experience. Online users
can access these agents to receive answers to their clinical queries, discuss treatment options,
find suitable treatment centers, complete self-assessment questionnaires, and enjoy a human-like
interaction, thus enhancing healthcare awareness and accessibility (Rizzo et al., 2016). In the
context of mental health disorders and post-traumatic stress, these virtual agents or chatbots
hold significant promise. They can contribute to early detection of symptoms, make preliminary
predictions about prognosis, and identify individuals at risk. The early study conducted by Hoge
et al. (2004) revealed that only 23 to 40% of Iraq/Afghanistan War veterans displaying signs of a
mental disorder sought mental health care. This hesitancy, particularly among those who need it
most, highlights a critical area requiring attention in military mental health care. Furthermore,
effectively disseminating healthcare information to military service members, veterans, and their
loved ones remains an ongoing and escalating challenge. Despite the increasing availability of
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medical information online, many individuals find the process overwhelming, contradictory, and
impersonal. The primary obstacles to treatment include the limited availability of mental health
specialists, stigmatization of mental health services, and difficulties in accessing care due to long
waiting lists, restricted clinic hours, inadequate referral processes, and geographical constraints
(Rizzo et al., 2016). In response to these challenges, the design of SimCoach allows users to
engage in interactive dialogues about their healthcare concerns with an intelligent virtual agent
as shown in figure 10.

Figure 10: SimCoach, a virtual agent healthcare guide (Rizzo et al., 2016)

These virtual characters use speech, gesture, and emotion to introduce system capabilities,
gather anonymous information, provide support and advice, offer relevant online content, and
potentially guide users toward seeking appropriate care. The implicit goal of the SimCoach
project is to help users recognize their need for care and initiate the process of psychological or
medical treatment. The aim is also to allow SimCoach to access databases including patients’
electronic medical records (EHRs). SimSensei is another example of a virtual human platform
able to interpret real-time audiovisual behavioral signals from users interacting with the system.
Both of these applications do not aim to substitute a human presence in clinical activities but
rather serve as a solution when the availability of a real person is limited. The capabilities of
such virtual agents encompass the following (Hudlicka, 2016):

1. Improve the distribution of evidence-based treatment

2. increase treatment accessibility

3. Aid in treatment continuity between sessions

4. Adapt to individual requirements and cultural preferences

5. Promote engagement while enhancing motivation

These findings extend beyond the military sector as nearly half of individuals in need of
mental healthcare, as reported by Alonso et al. (2007), did not access formal healthcare services.
This lack of care is especially prominent among those with anxiety-related disorders such as
PTSD (Bijl & Ravelli, 2000).

In healthcare settings, the integration of virtual agents directly into clinics also holds promise.
Hypothetically, a virtual agent could be deployed at a clinic, awaiting your arrival and conducting
an initial clinical interview. By gathering vital information, the virtual agent could initiate
the treatment planning process. Utilizing advanced sensing technology, such as cameras and
microphones, the virtual agent could ’observe’ your facial expressions, body language, and vocal
cues. This data could potentially assist in inferring your psychological state, thereby enhancing
the interaction and providing valuable documentation of your mental status over time (Rizzo
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et al., 2016). It is important to note that the aim is not to replace well-trained clinicians but
rather to assist them in their clinical decision-making process. By gradually exposing phobic
individuals to their fears through simulations, virtual reality has proven effective in assisting
patients in overcoming specific phobias, including public-speaking anxiety (Anderson, Zimand,
Hodges, & Rothbaum, 2005).

Therefore, the field of clinical therapy stands on the precipice of an exciting transformation
as it begins to incorporate autonomous virtual human agents into practice. In the past decade,
significant strides have been made regarding such technologies and their pragmatic applications.
As computational power increases and progress in artificial intelligence, graphic rendering, an-
imation, speech recognition, and natural language processing continues, it is anticipated that
the role of virtual agents in clinical settings will become increasingly significant. One such in-
novative tool, specifically conceived for this thesis, is AnchorAid, which offers virtual support in
post-trauma recovery. The following discussion will introduce and explore AnchorAid, offering
insights into how this tool can enhance trauma support outcomes.

6.2 AnchorAid: My Hypothetical Virtual Support Framework for Post-Trauma
Recovery

The Rationale behind AnchorAid: AnchorAid represents an innovative tool, theoret-
ically proposed within this thesis, that endeavors to address the challenges and harness the
opportunities associated with the integration of AI in mental healthcare. In this section, I delve
into the theoretical design of AnchorAid, demonstrating its potential use and the applicability of
the guidelines proposed in subsection 5.3. This tool, in the form of an accessible online virtual
assistant, strives to break down barriers such as stigmatization, prolonged waiting lists, and
geographical constraints that often dissuade individuals from seeking professional help following
a traumatic experience. Again, AnchorAid does not aim to replace well-trained clinicians. In-
stead, it seeks to provide early personal support to users and assist clinicians along the patient
management process, as shown in figure 11. Through its interactions with users, AnchorAid col-
lects data that can equip clinicians with valuable insights into a patient’s overall health status
and history.

By utilizing an evolving virtual chatbot interface — with the potential to advance into more
sophisticated forms such as 3D-designed virtual agents or virtual reality — this service provides
personalized feedback and support concerning potential post-traumatic stress symptoms. No-
tably, AnchorAid leverages natural language processing capabilities to analyze an individual’s
narrative, a methodology currently under examination for its potential in predicting depressive
episodes. Further, by accessing and processing diverse data sources, such as just mentioned, nat-
ural language, but also EHRs, and wearable sensor data, AnchorAid encapsulates the complexity
of symptoms. In doing so, it can unearth hidden predictors of adverse prognosis concerning post-
traumatic stress trajectories. AnchorAid is thus designed to offer assistance in the early stages
of post-trauma recovery. It addresses clinical queries, provides initial symptom management
recommendations, helps users complete self-assessment questionnaires, and identifies those at
risk, thereby guiding them toward appropriate treatment centers. Through the seamless trans-
mission of information collected during user interactions with the virtual assistant, AnchorAid
enhances and streamlines the decision-making process for clinicians, should the user decide to
seek professional help in response to the recommendations provided by the tool. Ultimately, this
tool aspires to augment the accessibility of mental healthcare services worldwide, particularly
in low- and middle-income countries.

Nevertheless, I acknowledge that the design of AnchorAid must address substantial risks
associated with data privacy, regulatory compliance, patient safety, acceptability, and usability.
These concerns necessitate a rigorous approach to the design of AnchorAid, incorporating strict
guidelines. The objective of the following table 7 is to envision how a team of designers, including
myself, could respond to these guidelines in the specific case of designing AnchorAid.
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Figure 11: AnchorAid, a virtual agent integrated into patient management workflow

Design cycle phase Guidelines AnchorAid Guidelines

Problem Definition
and Stakeholder
Engagement

1. Define a precise and measur-
able problem statement fo-
cused on a specific aspect of
mental health. The problem
statement should serve as a
direct call to action.

2. Engage with a diverse group
of stakeholders, including
mental health professionals,
patients, caregivers, and
policy-makers, to ensure the
solution addresses actual
needs and incorporates
multiple perspectives.

1. AnchorAid aims to pro-
vide accessible, personalized,
and early support for in-
dividuals experiencing post-
traumatic stress symptoms,
supplementing current men-
tal healthcare providers.

2. We will conduct par-
ticipatory design with
care providers, recovered
patients, research organiza-
tions, and policy-makers to
incorporate their input into
the design of AnchorAid.

Continued on next page
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Table 7 – continued from previous page
Design cycle phase Guidelines AnchorAid Guidelines

Acquisition of Data
and its Challenge

1. Identify and obtain a diverse
set of data variables relevant
to the mental health issue,
including demographic infor-
mation, clinical history, and
psychosocial context. Use
multiple data sources where
feasible.

2. Address data limitations
proactively. Build strategies
to handle missing or biased
data and ensure data quality
and representativeness.

1. We will utilize EHRs and
natural language to capture
demographic and psychoso-
cial predictors. We also con-
sider wearable sensors as a
promising avenue for further
advancements.

2. We will ensure the data used
is representative of diverse
populations, including those
in low- and middle-income
countries, where AnchorAid
has significant potential.

Ethical and Legal
Considerations in
Data Collection and
Use

1. Design robust protocols for
data privacy and security,
incorporating transparency
measures so users are aware
of how their data is used and
protected.

2. Actively seek and mitigate
potential biases in both data
and models. Use methodolo-
gies to regularly audit sys-
tem fairness.

1. AnchorAid will comply
with data regulations such
as GDPR (EU), PIPEDA
(CA), and ADPPA (US),
and ensure transparent com-
munication of these policies
to the users.

2. We will use metrics to de-
scribe the model’s fairness
and set up regular audits to
ensure system integrity.

Continued on next page

55



Table 7 – continued from previous page
Design cycle phase Guidelines AnchorAid Guidelines

Design, Selection,
and Interpretability
of Models

1. Select an AI model priori-
tizing transparency and in-
terpretability. Users should
be able to comprehend the
model’s logic, thus instilling
trust in the system.

2. Ensure the system interface
is intuitive, user-friendly,
and accessible, providing a
positive user experience.

1. We will consider using
proven and interpretable AI
models such as SVMs and
DTs, which are commonly
used in PTSD prognosis
prediction. While CNNs
can excel in complex pat-
tern recognition, their less
optimal interpretability is a
factor we’ll account for in
our model selection process.

2. Using a user-centered design
approach, we will use clear,
engaging visual elements, en-
sure easy navigation, and
prioritize accessibility, tak-
ing into account factors such
as computer literacy, device
usage, cultural differences,
and language diversity.

Model Evaluation,
Risks, and Impact

1. Use a diverse set of evalu-
ation metrics, encompassing
statistical performance and
qualitative impact, such as
user satisfaction and real-
world effectiveness.

2. Establish risk assessment
mechanisms, preparing for
various scenarios including
false positives and negatives.
Create strategies to mitigate
identified risks.

1. We will conduct both in-
ternal (original dataset) and
external validation (indepen-
dent dataset). In addition
to traditional metrics (accu-
racy, AUC-ROC, F1-Score),
we will evaluate real-world
effectiveness through clinical
trials, measuring the impact
on patient outcomes.

2. We will establish a risk man-
agement framework, enu-
merating potential risks and
outlining corresponding mit-
igation strategies. We con-
sider missing a person in
need a major risk and will
thus ensure the model has a
higher false positive rate.

Continued on next page
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Table 7 – continued from previous page
Design cycle phase Guidelines AnchorAid Guidelines

System Deploy-
ment, Use, and
Maintenance

1. Create a comprehensive de-
ployment plan considering
the unique contexts and
workflows where the system
will be used.

2. Develop a routine mainte-
nance protocol that checks
for data drift, system perfor-
mance, user satisfaction, and
regulatory changes.

1. We will run a prevention
campaign to increase men-
tal health awareness and es-
tablish a contact line (phone
calls, emails) for individuals
to learn about AnchorAid.
We will also ensure users can
discuss virtual agent’s rec-
ommendations with mental
health professionals via this
contact line. We will develop
protocols to seamlessly inte-
grate AnchorAid into clini-
cians’ workflows and ensure
smooth information transfer
throughout the clinical pro-
cess.

2. The system will undergo reg-
ular maintenance based on
the data used (data drifts,
new findings from scientific
research), user satisfaction
(feedback, appreciation), au-
dit results, and changes in
regulations (data privacy, AI
governance).

Continued on next page
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Table 7 – continued from previous page
Design cycle phase Guidelines AnchorAid Guidelines

Feedback and Im-
provement

1. Establish continuous chan-
nels for user feedback and
monitor user interaction
with the system to identify
potential improvements.

2. Adopt a culture of itera-
tive development, continu-
ously refining the system
based on quantitative perfor-
mance metrics and qualita-
tive user feedback.

1. We will establish channels
for users to provide detailed
feedback about AnchorAid’s
interface, its recommenda-
tions, and users’ health sta-
tus. Depending on privacy
considerations, these chan-
nels should enable communi-
cation across various stages
of the clinical process, in-
volving care providers, An-
chorAid, the patient, and the
family.

2. We will refine the system
based on performance met-
rics, clinical trials, user
feedback, and communica-
tion from other instances in-
volved in the process.

Table 7: Design Guidelines for Integrating AnchorAid, a Virtual Support Tool for Post-Trauma
Recovery

7 Discussion

7.1 Implications of the Study

This research has centered on generating robust design guidelines for the incorporation of AI
into mental healthcare, thereby offering a wealth of insights regarding the challenges intrinsic to
this fusion. Such hurdles include stigma and healthcare disparities; the complexity of diagnosis
and prognosis; limited access to expertise; and the inherent subjectivity and reliance on self-
reports in mental healthcare. Simultaneously, it is crucial to recognize that these challenges
also herald opportunities, as AI holds the potential to surmount issues such as stigma, limited
access to expertise, and self-report reliance. Additionally, AI has the capacity to encapsulate the
complexity and multidimensional nature of mental health disorders’ causality. Therefore, AI’s
potential transformative roles range from facilitating early detection and intervention, enhancing
medical decision-making, personalizing and adapting treatment strategies, and scaling mental
healthcare accessibility. This underlines the necessity for well-constructed design guidelines that
aptly address the mentioned challenges and leverage arising opportunities.

Existing principles and guidelines for AI in general healthcare—derived from scientific ar-
ticles, community letters, AI-related legal proposals, and recent government reports—are also
examined in this study. These guidelines cover vital aspects, such as fairness and accountability,
transparency, interpretability, and explainability, clinical validation and efficacy, privacy and
security, as well as human-centered design and interoperability. My analysis of PTSD prognosis
prediction case studies reveals an inconsistent application of these guidelines, though it should
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be noted that the primary objective of these studies is to further scientific research rather than
provide practical, ready-to-deploy solutions. Drawing on the identified challenges and opportu-
nities, the existing principles for AI in general healthcare, and the adherence of recent PTSD
prognosis prediction studies to these principles, the study underscores the importance of the
following key topics for the development of AI design guidelines in mental healthcare:

1. Addressing Stigma and Access to Care

2. Enhancing Trust and Evaluate Outcomes

3. Understanding Heterogeneity and Complexity of Mental Health Disorders

4. Prioritizing Sensitivity to Privacy Concerns

5. Advocating for Patient-centered Care and Multidisciplinary Approaches

These topics encompass crucial aspects that require attention during the design of AI systems
for mental healthcare, based on a wide array of sources. The implications for the development
of future design guidelines for AI systems in mental healthcare are substantial.

The study also illuminates the alignment of multidisciplinary collaboration, human-centered
design, and AI system development. It underscores the benefits of such methodologies includ-
ing a comprehensive understanding of user needs, AI systems designed to align with clinicians’
workflow, facilitated shared decision-making, continuous system improvement through feedback
loops, robust policymaking and ethical considerations, and equitable recognition of healthcare
professionals’ contributions. For a successful integration of multidisciplinary collaboration and
human-centered design into AI system development, several key strategies are essential. These
include the establishment of multidisciplinary teams and early, consistent involvement of end-
users throughout the design process. Furthermore, fostering a culture characterized by trans-
parency and trust, conscientiously addressing political and ethical considerations, and com-
mitting resources to continual evaluation and usability testing are crucial components of this
integration.

Further, the study provides a comprehensive review of PTSD including its prevalence rates,
diagnosis, prognosis, and treatment strategies. It also evaluates current machine and deep
learning methods relevant to PTSD prognosis prediction and offers a summary of the latest
applications of AI in PTSD prediction. This review can be instrumental for future studies
merging AI and PTSD, especially given the scarcity of articles that explore recent advances in
the field of PTSD prognosis prediction using AI systems.

Notably, the study culminates in the development of design guidelines for integrating AI into
mental healthcare. These guidelines, derived from a thorough literature review and clinician and
designer interviews, address the acknowledged need for assistance in the mental health sector
due to the system’s current strain. Clinicians and designers contributed valuable insights into
the data, the models, the ethical needs, the risks, and the potential applications of such systems.
These conversations gave rise to the concept of an AI tool that can aid both patients and care
providers in managing PTSD. The guidelines, addressed to AI system designers, function as
a checklist to ensure the safe and effective design and deployment of AI systems, taking into
consideration the identified challenges and opportunities. They follow an innovative approach
to AI system design, encompassing:

1. Problem Definition and Stakeholder Engagement

2. Data Acquisition and Its Challenges

3. Ethical and Legal Considerations in Data Collection and Use

4. Design, Selection, and Interpretability of Models
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5. Evaluation of Model, Risks, and Impact

6. System Deployment, Use, and Maintenance

7. Feedback and Improvement

The resulting guidelines have considerable implications for future studies concerning AI and
mental healthcare. They not only acknowledge and address the major risks associated with AI
technologies but also facilitate the design of systems that best meet the needs of care providers,
patients, and the overall mental healthcare system.

Finally, the study conceptualizes a virtual assistant — AnchorAid — that provides support
for post-trauma recovery. The aim is not to supplant care providers but to offer early personal
support to users and assist clinicians throughout the patient management process. AnchorAid
also illustrates how the design guidelines I developed can be practically applied to manage
post-trauma patient care.

7.2 Strengths and Limitations of the Research

This study stands out for its innovation and relevance. As AI increasingly garners attention,
highlighted by the Future of Life Institute’s recent call to halt the training of powerful AI
systems, this study directly addresses a significant, timely concern. It also responds to recent
government reports advocating for a comprehensive framework in AI design, further emphasizing
its relevance to ongoing dialogues. Moreover, this study is underpinned by a recognized need
for novel solutions in mental healthcare, underscoring its timely importance. In conducting
this study, I worked closely with a PTSD research lab. This collaboration proved invaluable,
providing unique insights and facilitating access to a global network of contacts. This direct
experience brought depth and authenticity to the research. The study’s broad, encompassing
approach is another asset. By addressing a wide spectrum of issues across various stages of
AI system design, this research offers a thorough exploration of the topic and a comprehensive
understanding of the design process.

However, this research is not without its challenges. The novelty of the study’s focus means
there is limited literature specifically exploring AI in mental health and PTSD prediction. Some
reports and letters I relied on for this study were published only recently, in 2023. This required
continuous updating and adaptation of the findings, underscoring the need for the type of
research I’m doing but making the process more challenging. The complexity of mental health
disorders, with their inherent subjectivity, presents another significant challenge. Given the
varied approaches the clinicians adopt toward stress management and treatment, and their
differing opinions about AI in healthcare, these issues amplify the study’s complexity. A logistical
limitation was the conduct of a restricted number of interviews; only 10 were carried out due
to time and resource constraints. Additionally, the initial intention was to analyze interviews
based on automatic transcription and coding, however, a lack of resources and the hybrid format
of interviews, some being online and others in-person, posed further challenges to the process.
Finally, while the broad scope of this research is an asset, it also introduces difficulties. The
wide array of information, spread across many articles, reports, letters, and interviews, makes
it challenging to conduct a comprehensive analysis. No overarching review exists that covers all
aspects of the topic.

In summary, this research has clear strengths, including its timely relevance, comprehensive
approach, and privileged access to specialized resources. Yet, it’s also confronted with challenges
such as a limited body of related literature, the inherent complexity of the topic, the range of
clinical opinions, and the difficulties associated with the broad scope of the study, along with
logistical constraints in data collection and analysis.
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7.3 Future Research Directions

The primary advancement necessary for the future of AI in mental healthcare involves the
implementation of these systems within real-world scenarios and the rigorous evaluation of their
impact through comprehensive clinical trials. Technically, we have come a long way, but we
still need to address several crucial areas, including ethical considerations, bias mitigation, and
assessment of clinical acceptability. The pressing need for these advancements stems from the
direct implications AI systems have on people’s lives, emphasizing the necessity of their effec-
tiveness and ethical integrity.

Another significant aspect that warrants future research is the interpretability of AI sys-
tems. With deep learning technologies possessing the potential to analyze complex data such
as speech and text, the ’"black-box" nature of these models presents a notable challenge, partic-
ularly in clinical settings where transparency is paramount. Therefore, developing methods to
increase interpretability or devising inherently more interpretable models will be instrumental
in facilitating the adoption of these technologies.

Furthermore, future research should proactively adapt to the dynamically evolving landscape
of AI governance. As new regulations and recommendations emerge, the design and deployment
of AI systems should adjust accordingly to align with these ethical and legal frameworks. This
foresighted adaptation during the design phase will ensure legal compliance and ethical align-
ment of the AI systems. Given that mental health patients may have trust concerns, a robust
handling of data privacy is paramount in this sector, further underscoring the need for meticulous
attention to data privacy in future research.

Additionally, a pivotal future research direction is enhanced communication and transparency
about the purpose of AI tools. This study identified a prevalent concern among clinicians that
they could be replaced by AI. It is important to stress that the goal of AI tools is not to replace,
but to assist healthcare professionals. Further research should focus on developing strategies
to alleviate these concerns, possibly through clearer communication and the involvement of
clinicians in the design process.

Lastly, the future of this research field should also encompass a broader engagement with
clinicians. Though this study has benefited from interviews with clinicians, further exploration
was limited due to time and resource constraints. Most current articles and studies do not
include care providers and patients enough in the design process of AI systems. Garnering
more insights from clinicians and patients, who are the primary users of these AI systems, will
significantly enhance their utility and adoption.

To summarize, future research should prioritize real-world applications and clinical trials,
improve AI interpretability, adapt to evolving AI regulations, ensure data privacy, be trans-
parent about the purpose of AI tools, and seek to include more clinicians in the research and
development process. These concerted efforts will pave the way for realizing the full potential
of AI in mental healthcare.

8 Conclusion

In conclusion, through my study titled "Design Guidelines for Integrating AI into Mental
Healthcare: a Case Study on PTSD Prognosis Prediction", I aimed to create a practical path-
way for embedding AI solutions in the context of mental health care. Recognizing the unique
challenges and intrinsic complexities that characterize the mental healthcare domain, I brought
to light the potential of AI to address these issues effectively.

I focused primarily on developing robust design guidelines for AI applications in mental
healthcare. By conducting a comprehensive review of existing literature, examining PTSD
prognosis prediction case studies, and gathering inputs from professionals, I was able to establish
a suite of guidelines. These guidelines serve as a roadmap to address the nuances of mental health
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care, such as stigma, trust, privacy, and the need for patient-centered care. One significant
outcome of my research is the hypothetical concept of AnchorAid, a virtual assistant designed
to provide early support for individuals navigating post-trauma recovery and assist clinicians in
managing PTSD. I consider AnchorAid as a practical embodiment of the developed guidelines,
emphasizing their immediate applicability and real-world relevance. In the course of my research,
I underscored the essential role of multidisciplinary collaboration and user-centered design in
creating effective AI systems. The guidelines I formulated stressed the necessity for AI systems
to be responsive to user needs while ensuring ethical and transparent operation.

Recognizing the limitations of my study, including the nascent nature of AI in mental health-
care and certain logistical constraints, I believe that its merits lie in its timeliness, comprehensive
approach, and unique collaboration with a PTSD research lab. These elements solidify its sub-
stantial contribution to the field.

Looking ahead, I believe that potential directions for future research include rigorous evalu-
ation of AI systems through real-world implementations and clinical trials, enhancing the inter-
pretability of AI systems, aligning with evolving AI regulations, ensuring stringent data privacy,
and improving transparency about the purpose of AI tools. I recommend that future research
initiatives further involve clinicians and patients in the design and research process, ensuring
that the AI tools developed are user-centric and clinically relevant.

To summarize, I believe my study significantly advances our understanding and provides
practical guidelines for the integration of AI into mental healthcare. My development of these
guidelines and the conceptualization of AnchorAid set the stage for the successful, ethically
conscious deployment of AI systems in the mental health sector. This establishes a groundwork
for a future where mental healthcare transcends geographical and socio-economic barriers, tailors
uniquely to individual complexities, and leverages streamlined processes to significantly enhance
patient outcomes.
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Appendix A Glossary

ANN: Artificial Neural Network
AUC: Area Under the Curve
CAD: Computer-Aided Design
CBT: Cognitive Behavioral Therapy
CCDS: Computer-based Clinician Decision Support
CDSS: Clinical Decision Support System
CNN: Convolution Neural Network
CPT: Cognitive Processing Therapy
CSR: Case Study Research
DL: Deep Learning
DNN: Deep Neural Network
DSR: Design Science Research
DST: Decision Support Tools
DT: Decision Tree
EHR: Electronic Medical Record
EMDR: Eye Movement Desensitization and Reprocessing
FACT: Flexible Assertive Community Treatment
FNN: Feedforward Neural Network
GDPR: General Data Protection Regulation
GT: Grounded Theory
HCA: Health Care Application
HCI: Human-Computer-Interaction
HRQOL: Health-Related Quality Of Life
ICT: Information and Communication Technologies
IPO: Input-Process-Output
IPOE: Input-Process-Output-Engage
LMICs: Low- and Middle-Income Countries
MDD: Major Depressive Disorder
ML: Machine Learning
NB: Naive Bayes
NLP: Natural Language Processing
PE: Prolonged Exposure
PIPEDA: Personal Information Protection and Electronic Documents Act
PTSD: Posttraumatic Stress Disorder
RF: Random Forest
ROC: Receiver Operating Characteristic
SQL: Structured Query Language
SSRI: Selective Serotonin Reuptake Inhibitors
SVM: Support Vector Machine
TF-CBT: Trauma-Focused-CBT
UASAD: User Acceptance and System Adaptation Design

82



Appendix B Semi-structured Interviews
B.1 Semi-structured Interview Guide Development

Figure 12: The phases of a semi-structured interview guide development (Kallio, Pietilä, John-
son, & Kangasniemi, 2016)

B.2 Grounded Theory Design Framework

Figure 13: Grounded theory research - design framework (Chun Tie, Birks, & Francis, 2019)
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B.3 Semi-structured Interview Guide
The following set of questions served as a guide for conducting interviews with clinicians, designers, and

organizational directors. Depending on the participant’s role and area of interest, I adapted these questions
appropriately to elicit meaningful and relevant responses.

1. Basic details

(a) Informant name, profession.

2. Warm-up questions

(a) What does your day-to-day work consist of?
(b) What do you know about PTSD and its treatment?
(c) Have you ever heard about artificial intelligence, machine learning, or deep learning?

i. What do you know about the application of artificial intelligence in mental health?
A. And more globally in the medical field?

ii. Have you ever been consulted for designing a technological tool, not especially in AI?
A. How was your experience participating in the design of a learning tool for the medical field?

3. First insights
Consider the following case study: “A deep learning-based tool is designed to predict the evolution of
posttraumatic symptoms from identified key features such as patient’s age, trauma, early signs, background,
medical images, or treatment. It is based on an artificial neural network (ANN) made up of layers of
interconnected ’neurons’ that are trained on a dataset of past disease cases, along with associated factors
such as the ones just mentioned. (ANNs belong to a sub-field of machine learning, called deep learning,
inspired by the structure and function of the human brain. They learn to recognise patterns in data by
adjusting the strengths of the connections between their neurons and can thus predict the likelihood of
disease progression in new cases.)
This method allows for processing vast amounts of data quickly and accurately and identifying patterns
that might be missed by human clinicians. However, there are also limitations to using these tools, in-
cluding the potential for bias if the dataset used to train them is not diverse or representative enough, the
difficulty in interpreting their output, and the need for ongoing monitoring and validation.

James, 73 years old, who participated in the Vietnam war comes to you, a psychiatrist specialised in PTSD
because he often has violent dreams related to his trauma and he struggles to live his social life normally.
The deep learning-based tool already successfully predicted the course of the disease in similar cases, and
you want to use it for James’s case to select the most appropriate treatment.”

Sofia, 26 years old, a student in medicine, and a victim of sexual assault comes to you, a psychologist
specialised in PTSD, because she oRen has violent dreams related to her trauma and she struggles to meet
and trust new people. The deep learning-based tool already successfully predicted the course of the disease
in similar cases, and you want to use it for Sofia’s case to select the most appropriate treatment.”

(a) What is your first impression of using such a tool?
i. What aspect of your work do you think a machine learning-based tool could improve?

ii. How do you imagine the workflow of using this tool?
iii. What risks of using such a tool in mental healthcare do you identify?

4. Specific questions

(a) Do you think that mental health clinicians and technological tool developers are connected enough?
i. How this collaboration between the two could be improved?

ii. As a clinician, what level of involvement would you like to have in the process of designing a
machine-learning tool built for your clinical application?
A. What could be the best format for collaborative design between designers, clinicians, and

patients?
B. How would you reach a team of designers if you have an idea for a tool that might improve

your clinician’s decision process?
C. How much time per week, per month, would you spend meeting designers and helping them

to build a tool promising for your work?
iii. What is your opinion on integrating expert knowledge into the feature selection process?
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A. How could you help select key data features meaningful for the prediction of the outcome
desired?

iv. How would you like to be trained in using this tool?
(b) How would you use the results of the machine learning-based tool and incorporate them into your

clinical expertise?
i. What evidence about the reliability of the tool would you need to use it?

ii. How explainable does the tool need to be?
iii. Would you communicate your process of choosing a treatment based on this tool to your patient?
iv. What could be the ethical risks associated with the use of these results?

A. Would you be concerned about data privacy?

5. Final questions

(a) What benefits of using machine learning-based tools in mental healthcare do you see?
(b) Overall, are you more concerned or enthusiastic about the use of this kind of tool?

i. Why?
(c) Did you learn anything new during this interview?
(d) Did it make you want to read more about artificial intelligence and its use in mental healthcare and

more widely in the medical field?
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B.4 Participant Information and Explicit Consent Points Forms

Figure 14: Participant information
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Figure 15: Explicit consent points
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