
Master of Science in Applied
Geophysics

Time-lapse GPR full-waveform
inversion to monitor heat tracers at

the Krauthausen test site

Brianna Mueller

August 27, 2023





Time-lapse GPR full-waveform
inversion to monitor heat tracers at

the Krauthausen test site

Master of Science Thesis

for the degree of Master of Science in Applied Geophysics

by

Brianna Mueller

August 27, 2023



ii

Dated: August 27, 2023

Supervisor(s): Prof. Dr. Anja Klotzsche
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Abstract

Understanding solute and heat transport processes in aquifers is crucial for monitoring and
protecting the groundwater critical zone. Crosshole ground-penetrating radar (GPR) is
a useful method for enhancing transport characterization in aquifers. Particularly, GPR
full-waveform inversion (FWI) can provide subsurface images with resolution at the sub-
wavelength scale, making it a well-suited method for monitoring tracer plumes. While pre-
viously applied to a salt tracer test, its effectiveness for other tracer types with different
conductivity and permittivity contrasts remains unexplored. Here, we apply this method to
two tracer tests conducted at the Krauthausen test site in northwest Germany: (1) a natural
gradient heat tracer test and (2) a forced-gradient combined heat-salt tracer test. Both tracers
use hot water, which provides a contrast in both electrical conductivity and dielectric permit-
tivity with the groundwater. This should permit improved monitoring capabilities with GPR
FWI in comparison to the salt tracer, which only provides a contrast in electrical conductivity.
However, this comes with new challenges in the processing workflow, specifically, in the start-
ing model strategy. The results illustrate that using the ray-based permittivity tomogram and
a homogeneous conductivity as FWI starting models for each time-lapse dataset is the best
strategy. Additionally, we applied an amplitude analysis approach to improve the starting
model in regions with low ray coverage. The effects of the heat tracer were detected over the
entire depth range of the aquifer, from 3-11 m, and especially at mid-aquifer depths from 6-8.5
m. For the heat-salt tracer, we were able to detect separate effects from the salt and heat:
the salt was observed at depth in the aquifer, in accordance with the salt tracer test, and the
heat was observed approximately two days after the salt effects at mid-aquifer depths (from
5.5-7.5 m). In regions where minimal effects from the tracer were observed, specifically for
the heat tracer, the consistent results between independent time-lapse datasets demonstrate
the repeatability of the method, indicating the suitability of GPR FWI for hydrogeophysical
time-lapse studies.
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Chapter 1

Introduction

Monitoring and protecting the groundwater critical zone is crucial for modern life and all
living organisms, given its vital role in supplying drinking water, supporting agriculture,
and serving as a repository for wastewater. Therefore, understanding transport processes
in aquifers is crucial for monitoring groundwater contaminant migration. With comprehen-
sive knowledge of solute transport and preferential flow paths in the subsurface, appropriate
remediation efforts can be established to protect groundwater quality and hence minimize en-
vironmental impact (Amirabdollahian and Datta, 2013). Additionally, geothermal resource
exploitation and monitoring is becoming increasingly important with the current demand for
renewable energy and therefore understanding heat transport in heterogeneous aquifers is im-
portant (Klepikova et al., 2016). Preferential flow paths on the decimeter scale have a large
influence on plume-scale solute and heat transport (Zheng and Gorelick, 2003). Traditional
hydrogeological methods for aquifer characterization, such as pumping and tracer tests, are
able to provide averaged hydrological properties, mostly applicable to the large-scale. Other
hydrogeological methods such as core sampling, slug tests, and logging provide high vertical
resolution. However, the properties are measured only at borehole locations and laterally
interpolated, which does not provide the true spatial variability of the aquifer properties.

In the last two decades, the use of geophysical methods has enhanced the understanding
of aquifer properties at various scales, giving rise to the field of hydrogeophysics (Binley
et al., 2015). Geophysical methods are able to close the gap between large-scale and point
measurements, providing higher resolution images of the subsurface. Ground penetrating
radar (GPR), electrical resistivity tomography (ERT), and seismic methods have been widely
used for higher resolution imaging in hydrogeologic contexts (Binley et al., 2002; Bradford
et al., 2009; Doetsch et al., 2012; Linde et al., 2006; Coscia et al., 2011; Chen et al., 2010).
Geophysical properties obtained from these methods can be related to desired hydrogeological
parameters through empirical or petrophysical models (Looms et al., 2008; Linde et al., 2006;
Klotzsche et al., 2018).

For the characterization of aquifers in terms of small-scale structures that influence flow
and transport processes, GPR has shown high potential. Many studies have investigated
the potential of GPR in hydrogeophysical applications (Holliger et al., 2001; Dorn et al.,
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2 Introduction

2011; Dafflon et al., 2011; Giertzuch et al., 2020). GPR uses high frequency electromagnetic
pulses and is therefore able to provide the highest resolution among the geophysical methods.
Furthermore, the velocity and attenuation of electromagnetic waves measured with GPR can
be transformed into the electrical conductivity and dielectric permittivity distributions in the
subsurface. Both of these geophysical parameters can be related to hydrogeologic properties,
including porosity, water content, salinity, permeability, and changes in lithology (Huisman
et al., 2003; Turesson, 2006; Archie, 1942; Topp et al., 1980; Steelman and Endres, 2011).

Various acquisition setups are possible with GPR depending on the application, including sur-
face, single-hole, and crosshole measurements. Crosshole GPR provides a more constrained
problem than single-hole or surface measurements, because of the known distance between
boreholes, while also having a denser ray coverage (Klotzsche et al., 2019b). Air wave mea-
surements are necessary to determine time zero accurately; for crosshole GPR, wide angle re-
flection and refraction (WARR) measurements are typically completed for time zero, in which
the transmitter position remains fixed while the antenna separation is increased. For cross-
hole measurements, two measurement types are commonly used: zero-offset profiles (ZOP)
and multi-offset gathers (MOG). ZOPs are one-dimensional profiles that are produced when
the transmitter and receiver are in two different boreholes and are placed at equal depths
such that the recorded signal is assumed to have travelled horizontally (Figure 1-1). The
transmitter and receiver are then moved with the same constant spacing to different depths.
This provides information on the variations in dielectric permittivity and signal attenuation
with depth, averaged horizontally over the span of the plane. In contrast, a MOG is measured
by having the transmitter at a fixed location in one borehole, while the receiver is moved with
a constant spacing to different depths in the other borehole (Figure 1-1). This is repeated for
different transmitter locations and all MOGs are then the input for tomographic imaging and
inversion. By collecting data with multiple angles, the ray coverage is improved in the area
of interest between the boreholes (Annan, 2005b). The highest resolution is in the center of
the crosshole plane as there is a denser ray coverage, while the lowest ray coverage is located
near the transmitter and receiver positions.

Figure 1-1: Schematic of a zero-offset profile (ZOP) acquisition setup (left) and a multi-offset
gather (MOG) acquisition setup (right), based on Annan (2005b).

Traditionally, ray-based approaches were used to invert MOG data, which use the first-arrival
times and first-cycle amplitudes of the GPR traces. The resolution capabilities of GPR
have been improved with full-waveform inversion (FWI) in the two last decades (Klotzsche
et al., 2010; Gueting et al., 2015; van der Kruk et al., 2018; Zhou et al., 2020; Haruzi et al.,
2022). GPR FWI uses the entire information content of the measured waveform including
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reflections and refractions, and therefore provides more accurate and higher resolution results
in comparison to standard ray-based inversion techniques. GPR FWI is therefore able to
reconstruct smaller features, on the decimeter scale within aquifers. It has been applied to
more than 50 datasets from various aquifers and validated with logging data, resulting in
an improved aquifer understanding (Gueting et al., 2015, 2017). Studies using GPR FWI
have mainly focused on steady-state aquifer characterization. However, to study transport
properties, time-lapse studies are necessary.

To study changes over time, tracer experiments are often applied by hydrogeologists and
geophysicists. These experiments involve injecting fluid with a contrast in properties to the
ambient groundwater into the subsurface and monitoring it over time. Tracer types can
be divided into conservative and non-conservative (reactive) substances and subsequently
into solutes and particles (Goldscheider et al., 2008). Some common tracer classes include
fluorescent dyes, salts, and particles (Goldscheider et al., 2008). The most common tracer type
that has been complemented with geophysics is salt, which affects the electrical conductivity
of the groundwater and is therefore well-suited for electrical methods (Doetsch et al., 2012).
So far, only a few studies applied GPR to monitor salt tracers, since the traditional ray-based
inversion has limitations in resolving changes in electrical conductivity (Dorn et al., 2011).
Haruzi (2023) showed, for the first time, the potential of GPR FWI to monitor salt tracers in
an application at the Krauthausen test site. The results of the salt tracer experiment show
transport primarily at deeper parts of the aquifer, because of the density effect of the salt fluids
in contrast to the groundwater. Additionally, this salt tracer primarily provides a contrast in
electrical conductivity. A more modern tracer type is a heat tracer, which not only concerns
advection as a heat transport mechanism in the intergranular phase, where solute transport
also occurs, but also the heat conductance of the porous medium (Cirpka et al., 2014). Rau
et al. (2014) provide an overview of the use of heat tracers in unconsolidated water-saturated
media and outline the use of heat tracers for information on both water flow and thermal
dispersion, although quantification of both parameters remains a challenge. With a combined
heat and salt tracer, information on both solute transport and thermal dispersion can be
obtained. So far, heat tracer experiments have been coupled with geophysics by monitoring
with ERT. Hermans et al. (2015) monitored a heat tracer at a test site in Liège, Belgium, using
crosshole ERT. In this study, they demonstrated the ability of crosshole ERT to characterize
heat transfer in the subsurface and to monitor geothermal resources. GPR FWI was applied
at this test site by Zhou et al. (2020) after the heat tracer experiment to better understand
the findings from the previous study. Cirpka et al. (2014) applied ERT monitoring in a
coupled inversion approach with temperature logging data, pumping tests, and slug tests. To
our knowledge, GPR has not yet been applied to heat tracer experiments and could provide
promising monitoring capabilities due to the contrast in electrical conductivity and dielectric
permittivity that the heat tracer has with the groundwater.

The electromagnetic properties of interest with GPR FWI, the electrical conductivity (σ)
and the relative dielectric permittivity (εr), referred to as the permittivity for simplicity,
vary for different subsurface materials and fluids (Table 1-1) and for varying temperature and
salinity. Empirical relations show that the electrical conductivity of the pore fluid increases
with temperature (Revil et al., 1998) and salinity (Archie, 1942) and that the permittivity
of water decreases with increasing temperature for static values (Kaatze, 1989; Catenaccio
et al., 2003; Seyfried and Grant, 2007). This effect is only minor, and an increase in water
temperature from 10 to 30°C constitutes a decrease in permittivity from approximately 84 to
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4 Introduction

76. Seyfried and Grant (2007) show the temperature effects on the real and imaginary parts
of the complex permittivity for different soil samples and also provide empirical relationships
between bulk permittivity and temperature. Overall, the tracer provides a stronger contrast
in conductivity than permittivity in the pore space. These changes in subsurface properties
due to the introduced tracers will be encoded in the measured GPR data.

Table 1-1: Typical values for relative dielectric permittivity and electrical conductivity for com-
mon subsurface materials at 100 MHz based on Annan (2005a) and Jol (2008).

Material εr [-] σ [mS/m]

Air 1 0
Fresh water 80 0.5
Sea water 80 3000
Dry sand 3-5 0.01
Saturated sand 20-30 1-10
Silts 5-30 1-100
Clays 5-40 2-1000
Dry salt 5-6 0.01-1
Ice 3-4 0.01

1-1 Objectives and outline

The objective of this thesis is to apply crosshole GPR FWI to time-lapse measurements of
two tracer experiments at the Krauthausen test site: a heat tracer experiment, which took
place in 2019, and a heat-salt tracer experiment, conducted in May 2023. GPR has not
yet been applied to heat tracers to our knowledge as it is an emerging tracer in the field of
hydrogeology. This extends on the work of Haruzi et al. (2022) and Haruzi (2023), where
these methods were tested numerically for salt, ethanol, and heat tracers and were applied
to a salt tracer experiment. With GPR FWI, both the conductivity and the permittivity
are simultaneously inverted. Lavoué et al. (2014) demonstrate that the permittivity, which
is derived from the travel times, is more constrained and is therefore more reliable than the
conductivity, which is derived from attenuation (see Figure 7 in publication). With the use
of a heat tracer, a contrast in dielectric permittivity in addition to electrical conductivity
with respect to the groundwater is expected; therefore FWI of the time-lapse measurements
should provide better monitoring capabilities than with a salt tracer. The results from the
numerical studies from Haruzi (2023) for both heat and ethanol tracers, which both provide
a contrast in permittivity, show promising results for tracer transport reconstruction. In
addition to a more promising contrast in properties and a more constrained problem, the
heat tracer does not suffer from density effects as severely as the salt tracer (Shakas et al.,
2017) and it provides information for different parts of the aquifer. This is because the heat
tracer will not only indicate fluid transport within the pores, but the heat plume will also
travel through the grains through conduction and therefore should also show a contrast in
the upper aquifer. The heat-salt tracer experiment will be an interesting combination of the
modern heat tracer and the conventional salt tracer test from Haruzi (2023) as the heat is
expected to be transported through different paths on a slower time-scale than the salt, which
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1-1 Objectives and outline 5

only travels through the pore space. For the time-lapse data, various inversion strategies with
different starting models are investigated and a guideline for future studies is provided.

In the following chapter, a theoretical overview of electromagnetic wave propagation and the
GPR full-waveform inversion workflow and algorithm are given. After the theory section that
provides sufficient background in GPR FWI, the main part of the thesis is subdivided into
two parts, first, the heat tracer test (Chapter 3-Chapter 5), and second, the heat-salt tracer
test (Chapter 6-Chapter 8). In Chapter 3, an overview and description of the Krauthausen
test site are given, followed by the data acquisition details for the heat tracer test. The results
of the temperature logging data, zero-offset profiles, the starting model FWI tests, and the
time-lapse FWI are provided in Chapter 4 and discussed in Chapter 5. The data acquisition
details of the heat-salt tracer test are provided in Chapter 6. The temperature logging data,
zero-offset profiles, and time-lapse FWI results are then given in Chapter 7 and discussed in
Chapter 8. The final conclusions from both tracers are then summarized and an outlook for
future research questions and applications is provided in Chapter 9.
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Chapter 2

Theory

In this chapter, an overview of electromagnetic wave propagation is provided. The entire
full-waveform inversion workflow is then described, including the pre-processing steps, source
wavelet estimation, and the full-waveform inversion algorithm.

2-1 Electromagnetic wave propagation

Maxwell’s equations describe the propagation of electromagnetic fields. The frequency range
for GPR is 10-2600 MHz (Kearey et al., 2002). Maxwell’s equations in differential form in
the time domain as given by Annan (2005a) are:

∇×E = −∂B

∂t
(2-1)

∇×H = J+
∂D

∂t
(2-2)

∇ ·D = ρ (2-3)

∇ ·B = 0, (2-4)

where E is the electric field strength vector [V/m], B is the magnetic flux density vector [T],
H is the magnetic field intensity [A/m], D is the electric displacement vector [C/m2], J is the
electric current density vector [A/m2], ρ is the electric charge density [C/m2], and t is time
[s].

The constitutive relations relate material physical properties to the applied electromagnetic
field. For EM and GPR methods, the electric and magnetic properties of the subsurface are
important (Annan, 2005a). In reality, subsurface properties are anisotropic, heterogenous,
non-linear, and complex. For modelling and inversion purposes, subsurface properties are
often simplified to be isotropic, linear, and non-dispersive (frequency independent) (Annan,
2005a), such that the constitutive relations are simplified to:
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8 Theory

J = σE (2-5)

D = εE (2-6)

B = µH, (2-7)

where J is the electric current density vector, E is the electric field strength vector, D is the
electric displacement vector, B is the magnetic flux density vector, and H is the magnetic field
intensity. Here the electrical conductivity, σ, the dielectric permittivity, ε, and the magnetic
permeability, µ, are all constants in this simplification rather than tensors. By substituting
the constitutive relations and combining Eq. (2-1) and Eq. (2-2), the transverse vector wave
equation is obtained:

∇2E+ µε
∂2E

∂t2
+ µσ

∂E

∂t
= 0 (2-8)

∇2H+ µε
∂2H

∂t2
+ µσ

∂H

∂t
= 0. (2-9)

Eq. (2-8) and Eq. (2-9) are the transverse vector wave equation for a coupled set of electric and
magnetic fields that vary with time, which are described by Maxwell’s equations in Eq. (2-1)-
Eq. (2-2) (Annan, 2005a). The second term of Eq. (2-8) can be referred to as the displacement
current term, while the third term is related to conduction current. For GPR, the high
frequencies lead to the displacement current term dominating over the conduction current
term and therefore wave propagation dominates over diffusion. Eq. (2-8) then simplifies to
the following wave equation:

∇2E+ µε
∂2E

∂t2
= 0. (2-10)

The solution to this simplified wave equation in low-loss environments for a plane EM wave
with negligible magnetic effects (µ = 1) is of the form (Annan, 2005a):

E(z, t) = E0e
±i(ωt−kz), (2-11)

where ω is the angular frequency and k is the propagation constant, defined as (Slob et al.,
2010)

k =
√

iωµσ + ω2µε = α+
iω

v
, (2-12)

where velocity, v, and attenuation, α, respectively, are given by (Jol, 2008):

v =
c

√
εr
, (2-13)

α =
σ

2

√
µ

ε
, (2-14)
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2-2 Full-waveform inversion methodology 9

where εr = ε/ε0 is the relative dielectric permittivity or the dielectric constant. In this
thesis, this parameter is referred to as the permittivity for simplicity. These relations for
radar velocity and attenuation are only valid with the low-loss approximation, σ << ωε,
which yields wave-like behaviour such that GPR is considered valid, and taking the magnetic
permeability as the free-space value, which is acceptable for most earth materials (Slob et al.,
2010).

2-2 Full-waveform inversion methodology

The full-waveform inversion workflow is shown in Figure 2-1. In Part I, pre-processing in-
cluding noise removal and dewow, time zero correction, ray-based inversion, and 3D to 2D
correction are applied. In Part II, the source wavelet estimation is completed by first estimat-
ing an initial source wavelet and applying two source wavelet corrections. The full-waveform
inversion is then performed in Part III and its steps are described in section 2-2-3.

Figure 2-1: Full-waveform inversion workflow overview adapted from Klotzsche et al. (2010).

2-2-1 Pre-processing

In step A of Figure 2-1, first a dewow filter is applied to remove the initial DC signal component
and the ringing of the low-frequency signal trend (Cassidy and Jol, 2009), followed by a
bandpass filter to remove any noise outside of the source frequency range in the case of noisy
data. A crucial step is then to determine time zero in step B. Time zero is defined as the
time when the transmitter initiates signal emission and it is unknown, system dependent, and
can vary in time (Annan, 2005a). The travel time of the wave depends on this exact starting
time and variations in time zero over the course of the measurement period due to thermal
drift, cable length differences, variations in antenna coupling, and electronic instability need
to be accounted for (Cassidy and Jol, 2009). Errors associated with this time zero correction
can propagate into subsequent processing steps and it is difficult to recognize later at all. To
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10 Theory

correct for time zero, two common methods can be applied: the WARR method and the ZOP-
MOG cross-correlation method. For the WARR method, several point WARR measurements
in air are performed over the time of the acquisition, which can be used to define the t0 shift
using the air wave speed as

tabs0 = tfb − xt − xr

c0
, (2-15)

where tfb is the first break time, c0 is the speed of the EM wave in air (3 × 108 m/s), xt is
the position of the transmitter, and xr is the position of the receiver. These obtained time
zeros can then be linearly interpolated to the time of the MOG measurements.

A second more accurate method was introduced by Oberröhrmann et al. (2013). For this
method, one WARR measurement in air is performed close in time to a ZOP measurement,
which is time corrected with the WARR time zero. By assuming that each MOG measurement
has an identical measured ZOP position, the corrected ZOP data can in a second step be used
via cross-correlation of the ZOP and MOG data to determine an individual time zero for each
MOG. The cross-correlation of the z-component of the electric field between two corresponding
traces, i is given by

(EZOP
z,i ∗ EMOG

z,i )(τ) =
∞∑
−∞

EZOP
z,i (t) · EMOG

z,i (t+ τ)dt, (2-16)

where the time lag, τ , of the maximum of the cross-correlation indicates the relative time zero
shift. This provides information on the similarity of the traces and therefore the suitability
to use the trace for the time zero correction. Generally, there is a good similarity between
MOG and ZOP traces within the saturated zone. This method provides a time zero for each
measurement and is therefore more accurate than using the CMP method, which is only an
interpolation.

It is important that the starting models for the FWI produce synthetic data that is within
half of a wavelength of the observed data for the FWI to converge to the global minimum
and avoid local minimum trapping; this is referred to as the half-wavelength criterion (Meles
et al., 2012). These starting models are determined using ray-based inversion techniques.
The filtered and time zero corrected data are the input for the ray-based inversion (Figure 2-
1, step C). For this, first-break picking is completed for all MOGs to obtain the first arrival
times and the maximum first-cycle amplitudes, which are then inverted to obtain velocity and
attenuation tomograms, respectively. We use a non-linear finite-difference implementation of
the Eikonal equation for the ray-based inversion (Holliger et al., 2001; Maurer and Musil,
2004), which takes into account the curvature of the ray paths. This allows for more accurate
modelling of heterogeneous media in comparison to other ray-tracing algorithms (Vidale,
1990). Damping and smoothing regularization are applied to stabilize the inversion (Holliger
et al., 2001). The velocity and attenuation tomograms obtained from the ray-based inversion
are then converted to permittivity and conductivity distributions using Eq. (2-13) and Eq.
(2-14), respectively, which are then the starting models for the FWI.

Ray-based results are often less reliable close to the water table because of the low ray coverage
and additional testing to update the starting model is needed. One option is to apply the
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so-called amplitude analysis (AA) approach (Klotzsche et al., 2012; Zhou et al., 2020), which
helps to identify wave-guiding structures. High contrast layers in the subsurface, e.g., high
porosity or clay lenses, can act as low velocity waveguides if their velocity is lower than the
surrounding material and the thickness smaller than the dominant wavelength (Zhou et al.,
2020). These waveguiding layers cause internal multiple reflections beyond the critical angle
which create distinct late arrival high amplitude events in the data (Van der Kruk et al., 2009).
Such low-velocity waveguides could be linked to high porosity layers and therefore they should
not be disregarded. An amplitude analysis (AA) approach proposed by Klotzsche et al. (2012)
enables locating the waveguide layer by identifying trace energy maxima, which corresponds
to receivers located within the waveguide, and mapping its boundaries by identifying minima
in trace energy for receivers located outside of the waveguide layer or at the boundaries of
the layer. Zhou et al. (2020) distinguish between two types of waveguides: those caused by
a high permittivity and a low or intermediate conductivity (type I), which can be related to
high porosity zones and have characteristic elongated wave trains and diminished amplitudes
at the boundaries, and those caused by a high permittivity and high conductivity (type II),
which can be related to high clay content layers and do not have elongated wave trains due
to the high attenuation, but diminished amplitudes can be observed. This is also a relatively
simple analysis as the raw or dewowed data can be used and therefore some low-velocity/high
permittivity layers can be identified prior to extensive processing and inversion. This can add
prior information if modifications in the starting model for the FWI are needed to satisfy the
half-wavelength criterion.

Once satisfactory starting models are determined, the final pre-processing step applied to the
data is the 3D-to-2D correction of the measured data (Figure 2-1, step D). The EM wave
has different radiation patterns in 2D and 3D space. Since we will use 2D modelling for the
2D finite difference time domain (FDTD) forward modelling as given by Ernst et al. (2007b),
the Bleistein function is applied to transform the 3D measured data to 2D (Klotzsche et al.,
2019b). The transformation applies a scaling factor of 1/

√
ω and a phase shift of π/4 and is

given by (Bleistein, 1986)

Ê
2D

(xtrn,xrec, ω) = Ê
obs

(xtrn,xrec, ω)

√
2πt(xtrn,xrec)

−jωεmeanµ
, (2-17)

where Ê
2D

and Ê
obs

are the corrected 2D and the observed 3D data for each transmitter, xtrn,
and receiver, xrec, position, respectively, ε

mean is the mean dielectric permittivity from the
starting model, ω is the angular frequency, µ is the magnetic permeability, and t indicates the
travel times of each measurement location. This 3D-to-2D conversion introduced by Bleistein
(1986) assumes that the highest amplitude is associated with the first-arrival time, which is
not always the case, for example, in the presence of high contrast waveguiding layers that
cause high amplitudes at late arrival times (Mozaffari et al., 2020). Additionally, out-of-plane
effects influence the data, however, by considering only the first few cycles by reducing the
time window, these effects should be minimal (Ernst et al., 2007a). Haruzi (2023) investigates
these out-of-plane effects using 3D modelling and finds only minor effects from out-of-plane
reflections. The fit between 2D-corrected 3D data and corresponding 2D data has been
shown to be in agreement, but only for far-field conditions (Ernst et al., 2007a). Despite
the errors that this Bleistein filter introduces, it is still necessary to apply it in order to
use 2D modelling. The difference between the data before and after applying this 3D-to-2D
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conversion should therefore be monitored to ensure that the traces are not shifted by more
than half a wavelength, which would hinder the convergence of the FWI.

2-2-2 Source wavelet estimation

In order to accurately model the measured wavefield, it is important to obtain an effective
source wavelet (Figure 2-1, Part II). In the 2D case where these effects have not been included
in the model, this effective source wavelet contains the information about the borehole filling,
borehole tube, antennae coupling, and finite antennae length, which allows to account for
these effects (Klotzsche et al., 2019a). The source wavelet estimation can be divided into
three parts as shown in Figure 2-2: Part A, the initial source wavelet estimation, Part B, the
source wavelet correction, and Part C, further corrections in the full-waveform inversion. The
workflow follows the steps as described by Klotzsche et al. (2010). More information can be
found in this publication.

In Part A, the initial source wavelet estimation is completed by first estimating the average
horizontal trace from ZOP data and its neighbouring horizontal traces from MOG data (Fig-
ure 2-2, step 1). With the use of a cross-correlation method, the similarity of the waveforms
for each transmitter is evaluated and waveform outliers can be discarded. This initial esti-
mate does not consider amplitudes as the traces are normalized to 1. Therefore, only the
shape of the wavelet is estimated in this step. From Maxwell’s equations, we know that the
electric field is proportional to the time derivative of the current density source wavelet, which
is equivalent to multiplication with iω in the frequency domain. The initial source wavelet,
Sini(t), is then determined by dividing the average Fourier-transformed electric field pulse by
iω in the frequency domain (Figure 2-2, step 2).

In Part B, synthetic radargrams, Esyn(t), are calculated for each transmitter-receiver pair
using the 2D finite-difference time domain forward modelling code in Cartesian coordinates
from Ernst et al. (2007b) with the initial source wavelet and the initial permittivity, εk=0,
and conductivity, σk=0, models from the ray-based inversion (Figure 2-2, steps 3 and 4).
Theoretically, the measured data are represented by the convolution of the true source wavelet
with the Earth’s impulse response, however, the latter is unknown. Therefore, a Green’s
function, which is a best estimate of the Earth’s impulse response, is used. An effective
source wavelet is then determined by deconvolving the data in the frequency domain with the
appropriate Green’s function, Ĝ(f), in steps 5 and 6 of Figure 2-2. The Green’s function is
derived in step 5 by dividing the Fourier-transformed synthetic data, Êsyn(f), by the Fourier-
transformed initial source wavelet spectrum. The updated source wavelet spectrum, Ŝk+1(f),
is then estimated by dividing the Fourier-transformed observed data, Êobs(f), by this Green’s
function using all traces in a least-squares sense (Ernst et al., 2007a). Pre-whitening factors
ηD and ηI are applied in these steps to avoid division by zero. Finally, the updated source
wavelet spectrum is inverse Fourier-transformed which results in the time domain effective
source wavelet, Sk+1(t) (Figure 2-2, step 7). The source wavelet is further updated in Loop
1 by repeating steps 3-7 until the solution has converged. Generally, one or two source
wavelet corrections suffice, the first to accurately fit the shape and the second to mainly fit
the amplitude. Source wavelet refinement can be further applied in Part C during the full-
waveform inversion if necessary, after the permittivity and conductivity models have been
updated (Figure 2-2, Loop 2). Note that there is no rule of thumb for how many iterations
are necessary and the only option is to perform tests.
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Figure 2-2: Source wavelet estimation workflow adapted from Klotzsche et al. (2010)

.
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2-2-3 Full-waveform inversion

Crosshole GPR FWI is a gradient-based method as proposed by Tarantola (1984) for the
inversion of seismic reflection data. The first approach for GPR FWI was introduced by Ernst
et al. (2007a) and further enhanced by Meles et al. (2010) to include the vectorial behaviour
of the fields and simultaneous updating of permittivity and conductivity. Generally, the FWI
tries to minimize the misfit function between the observed and synthetic wavefields.

Here, we provide the main steps in the FWI as shown in Part III of Figure 2-1; more details can
be found in Meles et al. (2010). The cost or misfit function is minimized for all transmitter-
receiver pairs within a set time window by computing the gradients of the cost function to
obtain the update directions, in a steepest descent method, and subsequently computing the
step lengths. The cost function is given as

C(ε, σ) =
1

2

∑
s

∑
r

∑
τ

[
Esyn(ε, σ)−Eobs

]T
r,τ

δ(x− xr, t− τ)
[
Esyn(ε, σ)−Eobs

]
r,τ

, (2-18)

where T indicates the adjoint operator, x and t are the space and time domain of the wave-
fields, xr is the receiver location, and s, r, and τ indicate summing over sources, receivers, and
observation times. The synthetic wavefield, Esyn, is calculated in step G (Figure 2-1) with the
effective source wavelet and the starting models using 2D FDTD forward modelling to solve
Maxwell’s equations; it is important that this synthetic data is within half of a wavelength of
the observed data. Then, the cost function (Eq. (2-18)) and residual wavefield are computed
in step H. The residual wavefield is defined as the difference between the observed wavefield
and the synthetic wavefield for each transmitter, calculated by

Rs = δ(x− xr, t− τ)
[
Esyn(ε, σ)−Eobs

]
r,τ

=
∑
r

∑
τ

[∆Es]r,τ . (2-19)

This residual wavefield is back-propagated, as indicated in step I (Figure 2-1), from all re-
ceivers to the corresponding transmitters. The gradients of the cost function for the permit-
tivity and conductivity are given by

[
∇Cε(x

′)
∇Cσ(x

′)

]
=

∑
s

(δ(x− x′)∂tE
syn)T Ĝ

T
Rs

(δ(x− x′)Esyn)T Ĝ
T
Rs

, (2-20)

where ∂tE
syn is the virtual source at position x′ that generates the field Esyn, which is the

electric field for the current model at a source, s.

Through cross-correlation of the synthetic and back-propagated residual field and by summing
over all transmitters and times, the gradient and therefore the update direction is obtained
(Figure 2-1, steps J and K). The gradients indicate where and how the permittivity and
conductivity must be updated to minimize the cost function. The gradients depend on the
number of transmitters and receivers and therefore we apply gradient normalization by di-
viding by the number of transmitters times the number of receivers to allow comparability
between different measurement setups (Yang et al., 2013). To avoid artifacts in the inversion
near the boreholes due to the relatively high gradients in comparison to the region between
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2-2 Full-waveform inversion methodology 15

boreholes, a gradient preconditioning operator is applied in step L to damp these transmitter
and receiver artifacts (Klotzsche et al., 2019b). This operator uses the maximum values of the
forward-propagated field and the back-propagated residual field and is defined as (Kurzmann
et al., 2013; van der Kruk et al., 2015)

Pk(x) =
b(x)

maxxb(x)
, (2-21)

where

b(x) =
1

a(x) + Cstaba
(2-22)

and
a(x) = maxt|Esyn|+maxt|RS |. (2-23)

The parameter a indicates the spatial average of a(x) and Cstab is a manually estimated
coefficient for both εr and σ gradients that is often between 1-100 that stabilizes Pk by
scaling its value and range. Additionally, a bleeding zone is defined close to the model borders
where the gradients of these cells are set to the average of the neighbouring cell gradients. A
Gaussian smoothing filter is also applied to the gradients over the entire domain.

To determine how far in the update directions models should be updated, the step lengths
are calculated in step M as

ζε = κε

∑
s

∑
r

∑
τ [E

syn(ε+ κε∇Cε, σ)−Esyn(ε, σ)]Tr,τ δ(x− xr, t− τ)
[
Esyn(ε, σ)−Eobs)

]
r,τ∑

s

∑
r

∑
τ [E

syn((ε+ κε∇Cε, σ)−Esyn(ε, σ)]Tr,τ δ(x− xr, t− τ) [Esyn((ε+ κε∇Cε, σ)−Esyn(ε, σ)]r,τ
(2-24)

and

ζσ = κσ

∑
s

∑
r

∑
τ [E

syn(ε, σ + κσ∇Cσ)−Esyn(ε, σ)]Tr,τ δ(x− xr, t− τ)
[
Esyn(ε, σ)−Eobs)

]
r,τ∑

s

∑
r

∑
τ [E

syn((ε, σ + κσ∇Cσ)−Esyn(ε, σ)]Tr,τ δ(x− xr, t− τ) [Esyn(ε, σ + κσ∇Cσ)−Es(ε, σ)]r,τ
,

(2-25)

where perturbation factors, κε and κσ, should be chosen appropriately to avoid slow conver-
gence or surpassing the FWI result. Separate step lengths for conductivity and permittivity
are required because of their differences in sensitivities. The introduction of the simultaneous
update results in a reduction of the total FDTD calculations in comparison to the previous
approach by Ernst et al. (2007a), hence reducing computational costs. Finally, the updated
permittivity and conductivity models are updated in step N (Figure 2-1) with the determined
step lengths and directions with the following:

[εupd] = [ε]− ζε [∇Cε] , (2-26)

[σupd] = [σ]− ζσ [∇Cσ] . (2-27)

Steps G-N are repeated in the loop shown in Figure 2-1 until the inversion stopping criteria as
indicated by Klotzsche et al. (2019b) are reached. They showed that when these four criteria
are satisfied, the FWI result is reliable: the root-mean-squared error (RMS) of the observed
and modelled data changes less than 0.5% between subsequent iterations, the RMS is reduced
by at least 50% from the ray-based inversion starting models, there is little to no remaining
gradients, and the cross-correlation coefficient indicating the fit between the measured and
modelled data is greater than 0.8.
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Heat tracer
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Chapter 3

Experimental setup

3-1 Krauthausen test site

The Krauthausen test site in northwest Germany located 10 km northwest of the city of
Düren was set up by the research center Jülich in 1993 (Gueting et al., 2015). The site is
situated in the Lower Rhine Embayment and covers an area of 200 by 70 m (Vereecken et al.,
2000). There are over 70 wells at the site that are used for pumping and water sampling
and they all reach depths of up to 9-12 m. Extensive field measurements, including crosshole
GPR (Oberröhrmann et al., 2013; Gueting et al., 2015; Zhou et al., 2020, 2021), pumping
and flowmeter tests (Li et al., 2007), ERT (Kemna et al., 2002; Müller et al., 2010), cone
penetration tests (Tillmann et al., 2008), borehole velocity measurements (Englert, 2003),
and tracer experiments (Vereecken et al., 2000; Müller et al., 2010), have been performed
at the Krauthausen test site with the goal of characterizing the aquifer and subsequently
studying aquifer parameters on solute transport. The extensive data and analysis that has
been conducted at the Krauthausen test site provides an opportunity to test new methods in
a well-understood geologic and hydrological setting.

Döring (1997) distinguished three layers in the aquifer: the base of the aquifer corresponds
to the lower Rhine sediments, overlain by the upper Rhine sediments, and an upper layer
of the Rur river sediments. The uppermost unconfined aquifer, deposited by a local braided
river system of the Rur, is the zone of interest for the heat and heat-salt tracer tests; it
extends to a depth of approximately 11-12 m and is limited below by a clay layer (Englert,
2003). In the generalized geologic cross-section of the uppermost aquifer from Tillmann et al.
(2008) (Figure 3-1a), they identified a fining upwards sandy gravel layer with an intermediate
hydraulic conductivity from approximately 6 to 11.5 m depth, a coarse well-sorted sand layer
with a lower hydraulic conductivity from 4 to 6 m depth, and a medium gravel layer from 1 to
4 m depth with a high hydraulic conductivity. Above the aquifer is an approximately 1 m thick
layer of loamy soil (Gueting et al., 2015). The aquifer has an average total porosity of 26%
and an average clay content of 2% (Döring, 1997; Vereecken et al., 2000). The groundwater
table depth varies seasonally between ∼1-3 m (Englert, 2003). The regional groundwater flow
direction in the study area is 340°N, indicated by the blue arrow in Figure 3-1b, the mean flow
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magnitude is about 0.9 m/day (Müller et al., 2010), the mean hydraulic gradient is 0.002, and
the average hydraulic conductivity is 3.8·10−3 m/s (Vereecken et al., 2000). Previous studies
have shown that GPR is a suitable geophysical method in the uppermost aquifer at the test
site as the average electrical conductivity is relatively low, ranging from 10 to 25 mS/m (Zhou
et al., 2021), and has a low average clay content.

Figure 3-1: (a) General cross-section of the uppermost aquifer from Tillmann et al. (2008), b)
map of the boreholes included in the heat tracer experiment at the Krauthausen test
site in a site-defined coordinate system, and (c) field site photo showing the injection
system.

3-2 Data acquisition and measurement setup

In this first heat tracer experiment, which took place in June and July 2019 at the Krauthausen
test site, a set of 6 boreholes in the center of the test site was chosen (Figure 3-1b). In
the southern-most well, B29, 36 m3 of hot water with a temperature of 44°C, providing an
approximate temperature anomaly of 34°C, was injected as depicted in Figure 3-1c. Higher
temperatures were not possible due to the temperature rating of the PVC tube, which was
screened to the aquifer between 3-11 m depth. The water source for the heat tracer was the
groundwater at the test site, which supplied water to a heat pump during the injection. The
heat pump was located near the injection borehole to avoid losses in the pipe prior to entering
the borehole. The temperature sensor in the heat pump indicated constant temperatures
throughout the injection period. The injection flow rate was 1.8 m3/h and it took place
over the course of nearly 21 h. Within the aquifer, the tracer travelled with the natural
flow direction (Figure 3-1b, blue arrow). High resolution temperature loggers with 0.001°C
accuracy were installed at different depths in injection well B29 and monitoring wells B31,
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B32, B38, B33, B34, and B67, as shown in Figure 3-1a and were monitored over a 54 day
period.

Crosshole GPR data were acquired before (background) and after (time-lapse) the heat tracer
injection, which took place on Day 1. Four crosshole plane configurations were measured using
200 MHz PulseEKKO borehole antennae (Sensors & Software Inc.). A total of 46 crosshole
GPR datasets were acquired over the course of 36 days (Table 3-1). Each dataset, including
background and time-lapse, is comprised of MOGs that were collected at approximately 3.3-
10.3 m depth with a 0.4 m transmitter spacing from 3.3-7.7 m depth, a 0.2 m transmitter
spacing from 8.1-10.3 m depth, and a constant 0.1 m receiver spacing in a semi-reciprocal setup
according to Oberröhrmann et al. (2013) to obtain adequate ray coverage with an efficient
acquisition time. The acquisition time is minimized to ensure that there is not significant
tracer movement during the acquisition. This setup results in approximately 40 MOGs per
crosshole dataset. WARR measurements in air were completed at the beginning, middle, and
end of the acquisition for the time zero calibration. Additionally, ZOPs were measured at the
middle and end of the acquisition with a 0.1 m spacing for the time zero correction and for
1D time-lapse ZOP analysis. Borehole deviations from the vertical were recorded prior to the
experiment with a deviation log to obtain more accurate transmitter and receiver positions.
The borehole tubes are georeferenced and the depth scale is normalized to the height of the
highest borehole at the test site, as in Zhou et al. (2021) and Gueting et al. (2015).

Table 3-1: Acquisition details for all four crosshole planes measured during the heat tracer test.
The number of transmitters/multi-offset gathers (trn) and the number of receivers
(rec) are given for the background (BG) datasets and all time-lapse monitoring days.

Plane 2938 3834 3238 3831

Day trn rec trn rec trn rec trn rec

BG 47 142 46 142 43 135 40 128

2 47 142

3 47 142

4 47 142 43 135 40 128

5 47 142 43 135 40 128

6 47 142 43 135 40 128

7 47 142 43 135 40 128

8 46 142 43 135 40 128

9 43 135 40 128

10 47 142 43 135 40 128

11 43 135 40 128

13 43 135 40 128

14 37 142 47 142 35 135 33 128

17 36 142 47 142 35 135 33 128

20 35 135 33 128

24 34 135 33 128

28 35 135 33 128

37 35 135 33 128
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Chapter 4

Results

In this chapter, the temperature log data are presented, followed by the zero-offset profiles,
and finally the FWI results. The FWI results of the background (before tracer injection)
dataset for the injection plane (Plane 2938) are shown in detail. Time-lapse permittivity
starting model strategies are tested and the optimal strategy is then applied for all time-lapse
datasets for all four crosshole planes. Difference plots between the background and time-
lapse FWI results are compared for different days and crosshole planes to recover the tracer
distribution over the monitoring period. We expect a decrease in permittivity and an increase
in conductivity (decrease in amplitude) with respect to the background FWI results for the
time-lapse datasets in the presence of the heat tracer.

4-1 Temperature logging data

High resolution temperature logs were measured at various depths and the results are shown
in Figure 4-1 for boreholes B29, B38, B34, B31, and B32, in which the GPR crosshole data
were measured. Note that raw data are presented and measurements at depths shallower than
5 m are higher due to the high air temperature in the summer. Borehole B29, the injection
borehole, has data for depths of 3.6, 4.5, 7, 8, and 8.9 m and has a starting temperature of
44°C during injection, after which the temperature exponentially decreases with time to 11°C
at day 10-20, depending on the depth of the sensor. At 3.6 and 4.5 m depth, the temperature
decreases slower than other depths and approaches 12°C. Borehole B38 has temperature data
at only 8.9 m depth, however, this borehole is not screened to the aquifer and therefore the
heat was transported through the PVC tube. It shows a peak in temperature on day 9, with
a temperature increase of 7.5°C relative to the temperature on day 1. Borehole B34 is located
the farthest from the injection borehole and shows an increase from day 2 to day 37 at 3.6 m
depth, which levels out at 13°C, a 2.5°C increase relative to the temperature before injection.
The temperature does not increase until day 9 for depths of 4.5, 7, and 8.9 m and peaks
at approximately day 22-25. The temperature at these depths does not reach higher than
11°C. Borehole B31, in the East, only shows a temperature change up to 0.6°C over the entire
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monitoring period. At 4.5 m depth, the temperature increases from 10.4 to 11°C right after
injection up until day 30. At 8.9 m depth, there is an increase from 10.5 to 10.7°C until day
16, after which there are minimal changes observed. The western-most borehole, B32, shows
a linearly increasing temperature at 4.5 m depth from 11 to 13.5°C over the entire monitoring
period. At 8.9 m depth, the temperature only rises to 10.7°C until day 16, after which the
curve flattens out.

Figure 4-1: Raw temperature breakthrough curves at different depths for boreholes B29, B38,
B34, B31, and B32. Note that borehole B38 is not screened to the aquifer and
therefore the heat was transported through the PVC tube. Temperature axis are
scaled to the maximum value of each borehole.

4-2 Zero-offset profiles

To obtain an initial estimate of the changing permittivity and conductivity of the subsurface
over the course of the heat tracer experiment, zero-offset profiles (ZOP) are analyzed (Looms
et al., 2008). By picking the first arrival time for each trace of the ZOP measurement, the
velocity and therefore the permittivity can be calculated using Eq. (2-13). Information about
the attenuation can be obtained by investigating maximum amplitudes, derived from the
ZOP measurements, which can be related to the conductivity distribution according to Eq.
(2-14). Each ZOP is corrected with the time of the closest WARR measurement, which can
cause small differences in the permittivity profiles. The profiles for each time-lapse dataset
can indicate the influence of the tracer when compared to the background. Note that these
profiles provide averaged properties across the entire plane and therefore should not be over-
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interpreted, but they provide initial insight into the change in permittivity and amplitude
with depth due to the heat tracer.

First, we investigate the ZOP of Plane 2938 parallel to the injection where we expect larger
contrasts in permittivity and conductivity due to the proximity to the injection location
(Figure 4-2a). The profiles show an overall decrease in permittivity from the background
(εr=15-25) of up to ∆εr=5 for the entire depth range. The time-lapse amplitude profiles
also all show a decrease with respect to the background for the entire depth range. The
maximum amplitude profiles show decreasing values from day 2 until day 5 or 6, after which
the amplitudes start to increase again to approach the background amplitudes. The difference
between the background and the time-lapse permittivity profiles is more prominent deeper
than 5.5 m and is much smaller for the shallow measurements at 3.5 m to 4.5 m depth. The
permittivity profiles show a decrease from day 2 to day 5 or 6, but do not show a similarly clear
increasing pattern after day 7 as the amplitude profiles. An anomalous permittivity profile
is day 8, which is unexpectedly similar to the background. This should be considered later
during the inversion processing for day 8, i.e., if the ray-based and full-waveform inversions
also show similar behaviour as the ZOP permittivity. Note that pre-processing of the data
has been double-checked and no errors should be caused by time zero corrections.

There are only 3 datasets for Plane 3834, which is parallel to the injection but farther from
the injection borehole: background, day 14, and day 17 (Figure 4-2b). Both the time-lapse
permittivity and amplitude profiles are similar and show a decrease relative to the background.
The time-lapse permittivity profiles are similar and show a maximum decrease from the
background of ∆εr=1.3. Both maximum amplitude profiles also show a decrease relative to
the background over the entire depth range.

Plane 3238 is perpendicular to tracer injection, but in the west, where we expect lower tracer
flow due to the regional groundwater flow direction as indicated in Figure 3-1b. Similarly to
Plane 2938, Plane 3238 has high permittivity profiles for day 8 and especially day 9 (Figure 4-
2c). Other than these two anomalous days, the permittivity profiles for day 6 to day 14
are lower than the background and day 28 starts to show recovery towards the background
permittivity. The time-lapse trend from the permittivity profiles is unclear for Plane 3238,
but the maximum amplitude profiles have a more clear trend. The maximum amplitudes
show an initial increase for day 4, decreasing from day 5 to 10, and an increase between days
14, 28, and 37.

The permittivity ZOPs for Plane 3831, perpendicular to tracer flow, shown in Figure 4-2d
show a background permittivity lower than the time-lapse profiles. This is the opposite of
what is expected, as the presence of the heat tracer should decrease the permittivity. After
looking into the details of the dataset, it is concluded that the ZOP for the background dataset
of Plane 3831 is unreliable. One explanation for this discrepancy could be measurement errors.
Nevertheless, it does not affect the inversion as the MOG data seems to be consistent with
the expected response. Similar to Plane 2938 and 3238, the permittivities of day 8 and day 9
are anomalously high. Note that borehole filling effects that may cause a shift in time of the
signals are not considered in any ray-based approaches. The maximum amplitude profiles,
however, show a similar decrease in amplitude in comparison to the background as Plane
2938, but less prominent. All maximum amplitude profiles for all four planes show 5-6 clear
peaks in amplitude indicating some layering in the subsurface.

August 27, 2023



26 Results

Figure 4-2: Zero offset profiles for the background and all time-lapse datasets for a) Plane 2938,
b) Plane 3834, c) Plane 3238, and d) Plane 3831.
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4-3 Background FWI

As described in Section 2-2, defining a starting model with ray-based inversion is the first step
after filtering and time-zero correcting the data. Note that details for the ray-based inversion
and other pre-processing steps are not shown here. It is necessary to test various permittivity
starting models to ensure the half-wavelength criterion is met. Since a high contrast in the
upper part of the aquifer is expected, we performed the amplitude analysis for the upper
layer, where there is low ray coverage, to modify the starting model to improve the FWI fit
for the first three transmitters. Starting model tests were first carried out for the background
dataset of Plane 2938, which is parallel to the tracer flow and includes the injection borehole
(B29).

4-3-1 Amplitude analysis

The amplitude analysis (AA) approach proposed by Klotzsche et al. (2014) and further refined
by Zhou et al. (2020) is implemented for the Krauthausen heat tracer experiment for the
background data for all four planes to identify any low velocity high permittivity layers that
could have caused problems for the ray-based results. As there is minimal clay present at the
site, there are no obvious type II waveguides observed and therefore distinction between type
I and II is not necessary.

First, the dewowed data are inspected for elongated wave trains and regions of diminished
amplitudes and transmitters (MOGs) with identified waveguide characteristics are selected. A
trace energy profile for each of these transmitters is plotted in a different colour in Figure 4-3
along with the picked maxima (black crosses) in Figure 4-3a and minima (blue crosses) in
Figure 4-3b. The maximum and minimum amplitude picks are then plotted in Figure 4-3c
according to the transmitter and receiver depths such that waveguiding layer boundaries can
be interpreted. The trace energy maximum picks use an energy threshold of 108 and the
minimum picks are at least one order of magnitude lower than the maxima, in this case below
trace energies of 107.

For the 29-38 configuration, where the transmitters are located in B29, two upper boundaries
are identified in Figure 4-3c: the first around 3.8 m depth for shallower transmitters that
levels out to 3.5 m depth for the deeper transmitters and the second around 3.8-3.9 m that is
present for transmitters deeper than 8.7 m. The lower boundary is at 5.0-5.1 m depth. The
trace energy maxima range from depths of 3.8-5.8 m for transmitters at 4.1-5.7 m depth. The
results are slightly different for the 38-29 configuration in Figure 4-3f: there are two identified
boundaries in this upper layer based on the minimum picks. The uppermost boundary is at
3.8 m depth and the other boundary is at 4.4 m depth. The trace energy maxima range from
3.8-5.5 m depth for transmitters at 4-6 m depth. The differences in the AA between reciprocal
configurations suggest that the layers are not necessarily horizontal or laterally continuous.

For both semi-reciprocal configurations, the maxima suggest that there are two low velocity
layers in this upper region from 4-6 m depth: one at 3.8-4.5 m depth and the other at 4.6-5.6
m depth. These trace energy maxima are seen in all of the transmitters between 3.99 and
5.99 m depth and therefore it is difficult to distinguish separate layers as the waveguiding
events are likely interfering with one another. Furthermore, there is some uncertainty with
the boundaries for the upper layer minima as they range from receiver depths of 3.5-3.8 m
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Figure 4-3: Amplitude analysis for the background dataset of Plane 2938 in the upper layer.
Trace energy profiles for different transmitter depths (colours) in borehole B29 that
show clear (a) trace energy maxima and (b) minima. Note that the transmitter
depth is plotted as a circle with the corresponding colour. c) Transmitter vs receiver
depth plot for the maximum and minimum picks with an interpreted waveguide
column including findings from Figure A-1, where blue indicates the upper low per-
mittivity layer, solid red indicates low velocity waveguides constrained with both
maximum and minimum picks, and transparent red indicates less constrained low
velocity waveguides. d)-f) show the maxima and minima picks for the opposite con-
figuration, with the transmitters in borehole B38.
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and 3.8-3.9 m. In these shallow regions, observations might be significantly influenced by
waveguiding interference and/or low ray coverage. The latter suggests that the FWI starting
model should be tested by adding a layer that potentially extends to 3.5-3.9 m depth.

There are four additional waveguiding structures identified at greater depths using this same
approach and the results are shown in Appendix A in Figure A-1. The results from the
different semi-reciprocal configurations are again slightly different, indicating non-horizontal
or discontinuous waveguides. Some minima that are evident in the 29-38 configuration are
not observed in the 38-29 configuration. These structures could be preferential pathways for
the heat tracer, which will be confirmed with the FWI results. For the starting model tests,
only the findings from the upper layer amplitude analysis are used to improve the data fit for
the first few transmitters.

4-3-2 Background starting model tests

In addition to the optimization of the starting models, the FWI perturbation factors and
stabilization factors for the εr and σ need to be defined to stabilize the inversion. The
perturbation factors, which are used in the simultaneous step length calculation (Eq. (2-24)
and (2-25)), are first optimized. The εr perturbation factor is first tested from 10−5 to
10−3 while all other parameters are kept constant. The optimal value is determined to be
10−4 as the inversion steadily converges with an RMS reduction of around 60% from the
starting model within 30 iterations, although changing the values only has a minor effect on
the result. The σ perturbation factor is then tested from 0.1 to 10. An optimal value of
10 is chosen since the inversion converges within 20-30 iterations, has a low RMS, and high
R2 values, while factors of 0.1 and 1 need at least 30 iterations and have a higher RMS.
Stabilization factors are needed for both the permittivity and conductivity for the gradient
preconditioning, which prevent artifacts near the antennae (Klotzsche et al., 2019b). An
optimal value of 50 is determined for both the permittivity and conductivity stabilization
factors, however, only minor differences are observed between tests, similar to the findings
of Klotzsche et al. (2019b). Note that the following starting model tests are performed with
the optimized input parameters as described above. The unsaturated zone is included in all
starting models with εr=4.969 above 2.52 m.

We test five different starting models using the information from the AA for the Plane 2938
background dataset (Figure 4-4). For each starting model, an update of the effective source
wavelet is performed since changes in the permittivity model cause small effects in the 2D
transformed data and the source wavelet (Eq. (2-17) and Figure 4-5). This effective source
wavelet now accounts for borehole filling, antennae coupling, and finite length antennae, which
was not possible for the ray-based approaches, including the ZOP analysis and the ray-based
starting models. Note that a homogeneous conductivity starting model of σ = 14 mS/m is
used for all inversions as this was identified by Haruzi (2023), Klotzsche et al. (2010), and
Zhou et al. (2021) as the optimal conductivity starting model strategy.

First, the ray-based permittivity inversion result is used as the starting model without the
addition of any layers; this is referred to as SM1 (Figure 4-4). For SM1, there were some
differences between the observed and the FWI modelled data, particularly at early times
for the first few transmitters (not shown). The starting model was then refined (SM2) in
an attempt to better fit the observed data for these shallow transmitters by including two
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Figure 4-4: FWI results for the background dataset of Plane 2938 with different layers added to
the starting model. The top row shows the different adapted permittivity starting
models, the middle row the final FWI permittivity, and the bottom the final FWI
conductivity result. Note the logarithmic scale for the conductivity. The transmitter
and receiver locations are indicated with circles and crosses, respectively.
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Figure 4-5: Source wavelets (left), corresponding amplitude spectra (middle), and root-mean-
squared error (RMS) distributions (right), normalized to 1, for each of the starting
model tests for the background dataset of Plane 2938. The black circles in the RMS
distributions indicate the final iterations chosen for each result based on the stopping
criteria.

homogeneous layers: an upper layer extending to 3.96 m with εr = 13 and a layer from
4.77-5.85 m with εr = 22. The high permittivity layer in SM2 was added to test if the high
permittivity zone at approximately 5.5 m in the FWI result with SM1 is being driven by the
starting model. The FWI permittivity result using SM2 shown in Figure 4-4 again contains
the high permittivity zone near 5.5 m depth, which suggests that it is not being driven by
the starting model. The upper low permittivity layer is still present in the FWI result and
it has improved the RMS, as shown in Figure 4-5, but it is a higher permittivity of 14-15.
Interesting in this result is that with the addition of the low permittivity layer, there seem to
be two more distinct high permittivity layers at approximately 4.5 and 5.5 m. This is also seen
in the amplitude analysis as two waveguides were observed at these depths (Figure 4-3). To
investigate this feature further, the starting model is again modified to have a homogeneous
layer with a permittivity of 14 that extends only to a depth of 3.69 m (SM3) rather than
3.96 m (SM2). In the corresponding result, the two high permittivity layers between 4 and
6 m are still observed but are less distinct as with SM2. The result using SM3 (Figure 4-4)
has a much lower RMS (Figure 4-5 and Table 4-1) than with SM1 or SM2. This reduction
in the RMS could originate from the permittivity change or the reduced thickness of the
homogeneous layer. Due to the ambiguity in picking the trace energy minima, more upper
layer thicknesses are tested. SM4 extends this εr=14 layer to 3.87 m but has a higher RMS
and a lower correlation coefficient, R2, than SM3 (Table 4-1). The FWI results for all of the
layer thicknesses tested still show some differences between the measured and full-waveform
modelled data for the first three transmitters. To try to fit this data, we test an additional
high permittivity layer (εr=25) directly below the top layer where the low velocity waveguide
is present. This is implemented for three different thickness combinations of the two layers,
however, as no improvements are observed with these two-layer models, only one realization
is presented for illustrative purposes (SM5).

These starting model tests conclude that the FWI result using SM3 is the best as it has
the lowest RMS, the highest R2, the lowest mean permittivity remaining gradient (Table 4-
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Table 4-1: Comparison of FWI results for different starting models for the background dataset
of Plane 2938. The remaining gradients are the mean of the absolute value of the
smoothed permittivity and conductivity gradients of the final iteration model. The
trace root-mean-squared error (RMS), the RMS normalized to the starting model, as
well as the correlation coefficient (R2) between the observed and FWI modelled data
are given for the final iteration.

Starting
model

Final
iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

SM1 20 6.85 8.74 1.36 42.2 0.900

SM2 17 6.40 10.4 1.38 40.8 0.900

SM3 20 5.07 9.92 1.07 34.1 0.939

SM4 23 5.91 19.2 1.19 37.4 0.924

SM5 19 7.42 11.8 1.21 39.6 0.922

Figure 4-6: Smoothed gradient for the a) relative permittivity and b) electrical conductivity of
the final FWI result for the background dataset of Plane 2938 using SM3.
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1), and fits the observed data in the first few transmitters the best of all tested starting
model strategies. The smoothed gradients at the final iteration (20) for εr and σ show
minimal remaining gradients (Figure 4-6). It is clear that the FWI modelled data for the
best result is fitting the measured data well with correlation coefficients higher than 0.84 for
each MOG (Figure 4-7 for transmitters at 3.99 m, 6.79 m, and 9.99 m depth in B29). Note
the waveguiding event for the transmitter at 6.79 m depth showing an elongated wavetrain is
well fitted with the modelled data based on the FWI results. This homogeneous layer with
εr=14 extending to 3.69 m depth is also implemented in the starting models for the time-
lapse datasets. For the other planes, similar tests are performed (not shown) with various
thicknesses of this layer for the background datasets and then implemented for all time-lapse
datasets from each plane. For Plane 3831, the layer extends slightly deeper and therefore
there is a higher ray coverage allowing the layer to be recovered in the FWI. Therefore, no
additional layer is added for this plane.

Figure 4-7: a) Measured data, b) modelled data based on the final FWI results, and c) the
difference between the measured and modelled data for 3 different transmitters in
the background dataset of Plane 2938 using SM3. The black circles on the depth
axes indicate the depth of each transmitter. The R2 values between the measured
and modelled data are indicated in the difference plots.
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4-4 Time-lapse FWI

4-4-1 Time-lapse starting model tests

In a study conducted by Haruzi (2023) with a salt tracer at the Krauthausen test site, the
optimal starting model for the time-lapse datasets was the background FWI permittivity
model and a homogeneous conductivity model with σ=14 mS/m. With a salt tracer, the
expected changes in properties are mostly related to the conductivity and should have little
to no effect on the permittivity over the course of the experiment and therefore taking the
background as the starting model is appropriate. In this heat tracer experiment, however,
changes in both the permittivity and the conductivity are expected in time-lapse datasets. It
therefore might not be feasible to use the background FWI as a starting model as it might
not satisfy the half-wavelength criterion. The optimal time-lapse starting model strategy is
determined by performing tests for Plane 2938, which includes the injection borehole and
should therefore have the greatest contrast in properties over the course of the experiment
in comparison to the other planes. We assume that this strategy is then applicable to all
remaining planes.

For the time-lapse datasets, the traces are normalized to the global maximum of the back-
ground dataset to avoid instrument differences reflected in the source wavelets. The same
inversion settings as for the background FWI are used: δε of 10-4, δσ of 101, and stabilization
factors of 50. Since Haruzi et al. (2022) showed that it is always best to use a homogeneous
starting model for conductivities, we keep this constant similar to the background dataset
and only investigate the effect of the permittivity starting model.

Three starting models for the first time-lapse dataset are tested, acquired the day after injec-
tion on day 2 (Figure 4-8). First, the ray-based permittivity of day 2 (S1) is tested with the
same upper layer determined for the background dataset added. Second, the FWI permit-
tivity result of iteration 4 of the background is tested. Finally, the FWI permittivity result
(iteration 20) of the background, similar to the approach used by Haruzi (2023) is tested.
The results for S1 show proper convergence (Figure 4-9) and the R2 value of 0.909 suggests
a good agreement between observed and FWI modelled traces (Table 4-2). The permittivity
result for S2 is almost identical to the starting model. The inversion converges after only 4
iterations and the RMS error is only reduced from the starting model by 14%, although one of
the criterion for stopping the inversion is a reduction of 50% (Figure 4-9). S3 shows a similar
behaviour: the FWI permittivity is the same as the starting model, it converges after 4 iter-
ations, and the RMS error is only reduced by 18% (Figure 4-8 and Figure 4-9). However, the
total trace RMS error is comparably low, suggesting that the inversion converged to a local
minimum (Table 4-2). This is most likely due to the starting model not producing synthetic
traces that fit the observed traces within half of a wavelength. The source wavelets for S2
and S3 are slightly shifted in time and have a lower amplitude than the source wavelet for S1
(Figure 4-9). Note that other perturbation factors are tested for S2 and S3, however, they still
fail to converge. S1 produces the only feasible result and is the best starting model strategy.
For the S1 strategy, two different source wavelets are also tested: the first determined using
two source wavelet corrections, as described in Section 2-2-2, and the second determined by
applying only one source wavelet correction with the final background (Plane 2938) source
wavelet as input. We found that both source wavelets are identical and therefore we use the
latter method for the rest of the time-lapse datasets as it saves significant processing time.
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Figure 4-8: FWI results for the day 2 dataset of Plane 2938 using three different starting model
strategies. The top row shows the different starting models: S1 is the ray-based
permittivity for day 2, S2 is the background FWI permittivity result at iteration 4,
and S3 is the background FWI permittivity result at the final iteration. The middle
row shows the final FWI permittivity and the bottom the final FWI conductivity
result. Note the logarithmic scale for the conductivity. The transmitter and receiver
locations are indicated with circles and crosses, respectively.

Since the heat tracer is introducing changes in both permittivity and conductivity, we have
found that it is not feasible to use the background FWI permittivity as the time-lapse starting
model because the half-wavelength criterion is not met. Additionally, the results with the
ray-based starting model show a decrease in permittivity, indicating an increase in velocity, in
the high porosity waveguiding layers that were identified in the background FWI result and
the amplitude analysis. This behaviour is in accordance with the expected response of the
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heat tracer. This concludes that the ray-based inversion results for the permittivity of each
time-lapse dataset with the addition of the homogeneous εr=14 upper layer will therefore be
used as starting models for the FWI of each time-lapse dataset.

Figure 4-9: Source wavelets (left), corresponding amplitude spectra (middle), and RMS distri-
butions (right), normalized to 1, for each of the starting model tests for the day 2
dataset of Plane 2938. The black circles in the RMS distributions indicate the final
iterations chosen for each result based on the stopping criteria.

Table 4-2: Comparison of FWI results for different starting model strategies for the day 2 dataset
of Plane 2938. The remaining gradients are the mean of the absolute value of the
smoothed permittivity and conductivity gradients of the final iteration model. The
trace root-mean-squared error (RMS), the RMS normalized to the starting model, as
well as the correlation coefficient (R2) between the observed and FWI modelled data
are given for the final iteration.

Starting
model

Final
iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

S1 16 2.93 2.52 0.541 43.0 0.909

S2 4 4.31 3.87 0.710 86.0 0.843

S3 4 8.38 6.33 0.598 81.6 0.885

4-4-2 Time-lapse FWI results

As shown in Section 4-4-1, we need to consider the ray-based starting model strategy with
adaptations using the AA for time-lapse datasets. This starting model strategy is applied
to the rest of the time-lapse datasets for Plane 2938 (Figure 4-10). The perturbation and
stabilization factors needed to be adapted for the time-lapse datasets such that the FWI
convergence criteria were fulfilled for all results (Table A-1). The source wavelet correction is
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applied once for each time-lapse dataset using the final source wavelet from the background
(Plane 2938) as input, as established in Section 4-4-1.

From the ray-based results of the different days, shown in the top row of Figure 4-10, there
is a generally decreasing trend in permittivity with respect to the background over time (the
results for the other planes can be found in Appendix A). The time-lapse FWI permittivity
results in the middle row of Figure 4-10 show an overall decrease in permittivity with time,
prominently in the upper layer from 4-6 m depth and in the waveguiding layers at around
6.7-7.0 m depth and at 7.6-8.1 m depth. The FWI permittivity result for day 8 is anomalously
high, similar to its permittivity ZOP in Figure 4-2. The result is similar to the background
FWI result and does not align with the time-lapse trend expected and observed with the
other datasets. This could potentially be caused by systematic equipment problems, by other
external conditions in the field that were not noted, or by borehole filling effects. However,
the exact reason could not be identified within this study, while processing errors are excluded
(they have been double-checked). Therefore, we adapted this issue by using the ray-based
starting model from day 7 for day 8. The new effective source wavelet for day 8 using the
day 7 starting model is shifted in time in comparison to all other datasets (Figure 4-11)
indicating that the updated source wavelet compensates for the time shift in the data. The
updated FWI results (Figure 4-10) now follow the overall trend caused by the tracer. Note
that this effect was observed for all day 8 and 9 datasets for the other planes and therefore
we applied this approach to all of them. The time-lapse FWI conductivity results for Plane
2938 (Figure 4-10) show an overall increase with respect to the background, as expected.
The largest increases in conductivity are observed at around 5.6-6.0 m depth, and below 7 m
depth in the center of the plane.

The three other planes (3834, 3238, and 3831) were processed using the same workflow, with
the same source wavelet correction and starting model strategy as described for Plane 2938.
All results fulfill the FWI convergence criteria (Table A-2-A-4). Similarly to Plane 2938, the
other planes also show an overall decrease in permittivity and an increase in conductivity
with respect to the background over time (Figure A-2 to A-5). The time-lapse FWI permit-
tivity and conductivity results do show a decrease and increase, respectively, relative to the
background, but do not show strong differences between each time-lapse day. Therefore, the
analysis of the FWI results is more qualitative.

To better visualize and quantify the changes over time, we subtract the background from the
time-lapse FWI models. Differences due to the presence of the heat are negative for permit-
tivity and positive for conductivity. Plane 2938 shows negative differences in permittivity of
up to ∆εr=5 in the upper layer from 4-5.6 m that appear to increase in magnitude from day
3 to 10, after which the magnitude decreases from day 14 to 17 (Figure 4-12). There is a thin
layer with a positive permittivity anomaly (∆εr=1) directly below the upper layer at approx-
imately 5.6 to 5.9 m depth. Below this thin layer, there is an overall negative difference in
permittivity to 10.5 m depth over the entire plane of up to ∆εr=3, with some layers exhibiting
a stronger decrease than others. The conductivity differences for Plane 2938 (Figure 4-12)
show a strong increase from day 2 to 7 at 5.7 to 6 m depth (up to ∆σ=15 mS/m), after
which the magnitude of the anomaly decreases. There is also layering of positive conductivity
anomalies from 6 m to depth (up to ∆σ=5 mS/m). Plane 3834, parallel to tracer flow, shows
an overall negative difference in permittivity over the entire plane for both days 14 and 17 and
a maximum decrease of up to ∆εr=2 at around 5 m depth (Figure A-6). The conductivity
difference shows a positive conductivity anomaly of up to ∆σ=5 mS/m from 5.5-9 m depth
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Figure 4-11: Source wavelets (left), corresponding amplitude spectra (middle), and RMS distri-
butions (right), normalized to 1, for each of the time-lapse datasets for Plane 2938.
The black circles in the RMS distributions indicate the final iterations chosen for
each result based on the stopping criteria.

in the center of the plane. Both Plane 3238 and 3831, perpendicular to tracer flow, show
similar anomalies. Plane 3238 has an overall negative permittivity difference over the entire
plane of up to ∆εr=2, with minimal differences in magnitude between time-lapse days, while
the conductivity difference is mainly in the center of the plane from 6.2-9.2 m depth with
magnitudes of around ∆σ=5 mS/m and the largest difference on day 10 with ∆σ=10 mS/m
(Figure A-7). Additionally to the anomalies observed for Plane 3238, Plane 3831 also has an
increase in conductivity in the upper layer until 3.8 m depth, which is especially strong for
day 6 and 7 (up to ∆σ=15 mS/m) (Figure A-8). The time-lapse data for Plane 3831 were
measured until day 37 and we observe decreased magnitudes in the permittivity differences
for days 24 and 28 (Figure A-9). Overall, the structure of the anomalies in the difference
plots for each plane are consistent and mainly show differences in the magnitude between
time-lapse datasets.
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4-5 Comparison of results

The FWI background permittivity and conductivity models for all four planes are visualized
in 3D (Figure 4-13). There are several layers observed in the permittivity sections that
appear to be laterally continuous between all planes. These layers coincide with the identified
waveguides at around 6.7-7.0 m and 7.6-8.1 m depth (Figure A-1). The conductivity models
show a higher conductivity layer extending to approximately 5.6 m depth. The results are
consistent with previous studies (Zhou et al., 2021), confirming the used workflow.

Figure 4-13: Three-dimensional plot in the Krauthausen reference coordinate system of the a)
permittivity and b) conductivity FWI results for the background datasets of all four
planes. The red vertical line indicates the injection borehole (B29) and the black
vertical lines indicate the other boreholes with their corresponding numbers.

Comparing the difference plots for days 5, 7, and 10 (Figure 4-14), only minor differences
between time-lapse datasets are observed. Note that differences due to the presence of the
heat are negative for permittivity and positive for conductivity. The 32-38-31 cross-section
(Figure 4-14) shows minor changes in permittivity between time-lapse datasets; they all show
an overall decrease across the entire plane of up to ∆ε=3 with respect to the background. The
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Figure 4-14: Time-lapse FWI difference results with respect to the background for permittivity
(left) and conductivity (right) for days 5, 7, and 10 (rows). The cross-sections are
29-38 and 32-38-31, with the borehole names indicated at the top. Note that the
background FWI model has been subtracted from every time-lapse FWI model.

differences in permittivity are primarily observed in Plane 2938, where a stronger decrease
in the upper layer from 4-5.8 m depth can be observed. At day 7, the negative anomaly
seems to split into two layers, following the waveguiding layers that were identified in this
upper layer. The anomaly does not seem to be connected to B29. A thin layer is located at
5.8-6 m depth that shows a positive difference, underlain by layers with slightly negative to
no difference. Similarly to the permittivity, the conductivity cross-section with B32-B38-B31
shows minor changes between days. The region with the highest increase in conductivity for
this cross-section is in the middle of each plane at depths from 6-9 m, with an increase of
up to ∆σ=5 mS/m. There is also an increase of up to ∆σ=8 mS/m in the upper 4-6 m
layer closer to the boreholes for all three time-lapse days. For Plane 2938, there is a strong
horizontal positive conductivity anomaly at around 5.8 m depth that does not reach B38 at
day 5, but seems to connect to B38 at day 7. The anomaly then weakens again at day 10.
With the presence of the heat, we would expect a decrease in permittivity in that region, but
this is not observed in the data. This is further discussed in the following section.
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Chapter 5

Discussion

On the basis of the FWI time-lapse data, we were able to detect changes in permittivity and
conductivity over time. Nevertheless, some aspects must be considered in more detail before
the final interpretation of the results.

5-1 Investigation of Plane 2938 anomaly

The high conductivity anomaly located at approximately 5.6-6 m depth observed in the
difference plots for Plane 2938 in Figure 4-14 and in Figure 4-12 corresponds to an increase
in permittivity, which is opposite to the expected behaviour caused by the heat tracer. To
understand the cause of this discrepancy, the data are investigated in more detail and various
tests are performed.

As a first step, we take a closer look at the traces related to this domain. Note that for the
inversion a high correlation coefficient was achieved (Table A-1), however, this is calculated
for the entire dataset. To ensure that the FWI results provide modelled data that also fit
the measured data well in this region, we calculated the difference between the measured
and FWI modelled data for transmitters in this region (5.31-6.11 m depth) for both the
background and day 5 datasets (Figure 5-1). The measured data for day 5 show a significant
decrease in amplitude overall, especially at depths from 5.5-6 m where the high conductivity
anomaly is observed (black dotted lines). Interestingly, the background FWI modelled data
have R2 values higher than 0.9, while for day 5 the transmitter at 5.71 m has an R2 of 0.651.
This suggests that the FWI modelled data have a good fit in this region for the background
dataset and the introduction of the heat tracer causes a misfit in this region for the time-lapse
datasets.

Since the heat tracer causes this anomaly, we check for cycle skipping for these transmitters
and for the reciprocal transmitters for day 5 (Figure 5-2). There is a significant misfit between
the modelled and measured traces, indicated by the blue ellipses, for transmitters at 5.31 and
5.71 m depth in B29 and at 5.593 and 5.993 m depth in B38. This misfit is observed at
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receiver depths ranging from 4.8-6.3 m. The amplitudes are significantly lower for the time-
lapse datasets in comparison to the background and therefore the misfit in this region, which
is only present for less than 15 traces at four transmitters, does not significantly affect the
overall RMS, gradient calculation, or R2 value. The misfit was therefore not detected during
the inversion of each dataset and this anomaly is only clearly recognized in the difference
plots where the increase in conductivity is not corresponding to a decrease in permittivity.
When the inversion fails to fit the permittivity, it overshoots the conductivity to compensate
since the amplitudes are quite low, resulting in a strong positive conductivity anomaly for
all of the time-lapse datasets. The inversion algorithm could be improved by implementing
an adaptive cost function that weights high amplitudes higher than low amplitudes to avoid
over-shooting the conductivity.

The misfit observed in this region for day 5 and other time-lapse datasets for Plane 2938 is
not present for the background data (Figure 5-3). The measured data for transmitters a),
b), and d) in Figure 5-2 and Figure 5-3 show high frequency multiples, indicating reverbera-
tions in a waveguiding structure. Furthermore, the data differences between semi-reciprocal
measurements indicate a laterally discontinuous feature (Figure 5-2). Since these multiples
are fit well for the background data and no clear events in previous studies were observed
(Zhou et al., 2021; Haruzi, 2023), the presence of the heat tracer is likely changing the char-
acteristics of the waveguide and the FWI then fails to fit them. To better understand the
physical cause of this, we test adding different features in the starting model at 5.8-6 m for
day 5. Layers with thicknesses of 9, 18, 27, and 36 cm and permittivities of 12, 15, and 25
are tested in addition to a lense structure with a permittivity of 15; the results are shown
in Appendix A in Figure A-10. The misfit is only slightly improved by adding a layer from
5.85-6.21 m depth (Test 1) and by adding the lens (Test 5), however, the structure is likely
more complex. If the layer or feature is very thin with a high contrast in properties directly
below the high permittivity sand layer, the FWI might not be able to resolve it. The data
have a central frequency of 60 MHz (Figure 4-11), which translates to wavelengths between
1-1.3 m for typical permittivities of εr=15-25 (λ = v/fc and Eq. (2-13)). Additionally, there is
a lack of vertically travelling rays with crosshole GPR and therefore separate features can, in
some cases, be recovered as horizontally continuous. This occurs in the numerical salt tracer
study by Haruzi (2023), where Figure 4.4 shows the true model with two separate features at
similar depths that are not connected to either borehole and the FWI reconstructed model
for the conductivity shows a horizontally continuous layer.

We are unable to explain the data with our limitations in 2D, which might be related to the
contribution of 3D effects in the data. For example, a 3D waveguiding structure such as an
asymmetrical channel with a high contrast in properties could act as a pathway for the tracer,
which introduces an even higher contrast in properties. 3D modelling is necessary to confirm
any speculations.
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5-2 Repeatability of GPR crosshole measurements

The datasets for days 8 and 9 appeared to be anomalous for all crosshole planes measured.
We are unable to explain a physical cause for this, while we exclude processing errors. The
arrival times of the data are all delayed, resulting in higher permittivities that are similar to
the background and unlike the other time-lapse data. Also anomalous was the background
permittivity ZOP of Plane 3831, which had a lower permittivity than all of the time-lapse
datasets. Currently, we are unable to identify the source of this behaviour, but possible ex-
planations could be a systematic problem with the equipment or an issue with the WARR
measurements for the time-zero corrections, such as the mispositioning of the antennae. Bore-
hole filling effects could also be an explanation for the anomalous data. These effects have
been investigated for air- and water-filled boreholes (Mozaffari et al., 2021), but further mod-
elling is needed to understand the behaviour with a hot water borehole filling. Using the day
7 ray-based permittivity starting model for the day 8 and 9 anomalous datasets compensates
for this discrepancy, however, further investigation is needed to determine if the anomaly is
physical and related to the heat tracer.

Overall, Plane 2938 has the largest contrast in properties for the time-lapse datasets, which
are not entirely continuous between boreholes. This poses more challenges for tracer recon-
struction due to the heterogeneous heat distribution and therefore caused troubles with fitting
as discussed in the previous section. The difference plots for the other three planes (Figure A-
6-A-9) located farther from the injection borehole do not show significant changes between
subsequent time-lapse datasets. The increase in temperature observed in the temperature
logging data in Figure 4-1 is only 0.2°C at 8.9 m depth and 0.6°C at 4.5 m depth for B31, 1°C
for B34, which is likely not large enough for the farther planes to show a significant contrast
in properties due to the heat. The data was measured for the planes perpendicular to the
groundwater flow direction (Plane 3238 and 3831) for many consecutive days starting from
day 4, which was not needed. Nevertheless, the almost identical FWI results for the time-
lapse datasets demonstrate the repeatability of GPR crosshole measurements and subsequent
inversions. A ray-based travel time inversion is completed for each time-lapse dataset and
used as the starting model for the FWI; the results are therefore independently obtained.
Results in this study are also consistent with the FWI results from Zhou et al. (2021) for
Plane 3831. This geophysical method is therefore applicable for time-lapse studies as reliable
results can be reproduced without significant artifacts.
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Chapter 6

Data acquisition and measurement
setup

Within the framework of this thesis, a second heat-salt tracer experiment was performed in
May 2023 at the Krauthausen test site at the same boreholes as the heat tracer experiment.
In addition to the different type of tracer, this time forced-gradient pumping is used. Note
that in the previous experiment, the flow followed the natural gradient of the groundwater,
while here a defined flow direction with a high flow rate was generated. Careful consideration
of the acquisition time is therefore needed to ensure that tracer movement during acquisition,
which could potentially cause smearing in the FWI, is not significant.

In this experiment, 20 m3 of hot salt water with a temperature of 44°C, a calcium concen-
tration of 1800 mg/L, and a chloride concentration of 3200 mg/L was injected in B29 (see
Figure 3-1b) at a rate of 2 m3/h for 10 hours, resulting in an injection total of 20,000 L of
the hot salt water mixture. This was attained by dissolving 100 kg of CaCl2, resulting in
an electrical conductivity of 1 mS/m. The groundwater has an average temperature of ap-
proximately 11°C and Ca2+ and Cl- concentrations of 135 mg/L and 76 mg/L, respectively.
The forced-gradient was created between B29, the injection borehole, and B34, the extraction
borehole (Figure 3-1b). Pumping at a rate of 2 m3/h and draining into a nearby stream from
B34 took place over the entire injection period and subsequent monitoring days such that the
forced gradient was maintained throughout the experiment. High resolution temperature log-
gers (RBR solo and duet temperature and depth logger, RBR Global) were installed in B31,
B32, and B38 at various depths, and a conductivity logger (HOBO salt water conductivity
logger, Onset Computer Corporation) in B31 for the entirety of the experiment.

Crosshole GPR data were acquired before (background) and after (time-lapse) the injection
of the heat-salt tracer, which started one day after the injection. One crosshole plane con-
figuration, where the majority of the tracer transport is expected to occur, Plane 3831, was
measured with 200 MHz PulseEKKO borehole antennae (Sensors & Software Inc.) for four
time-lapse days. Three ZOP and three WARR measurements were acquired at the begin-
ning, middle, and end of the experiment for the time zero correction and to monitor tracer
movement during acquisition. In addition, ZOP data were acquired for Plane 3238 for the
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52 Data acquisition and measurement setup

background and each time-lapse dataset. Measurements in B34 were not possible in this
experiment due to the permanently installed pump that maintained the forced gradient. As
in the heat tracer experiment acquisition, the data were collected in a semi-reciprocal con-
figuration according to Oberröhrmann et al. (2013). Because of the faster transport and to
minimize the time that the temperature loggers were removed from the boreholes for GPR
acquisition, the acquisition time needed to be minimized. The time-lapse datasets were ac-
quired with double the transmitter spacing (0.4 m) as the background (0.2 m) to optimize
the trade-off between the resolution and therefore recovery of the tracer and acquisition time
according to Keskinen et al. (2021). This results in 35 total MOGs per time-lapse dataset.
Note that the system was warmed up for 15 minutes prior to the measurements to guarantee
that amplitudes and pulses are stable.

The time-lapse datasets are noisy due to the generator that was running for the constant
pumping and draining into the stream to the East. The generator was located approximately
20 m away from B31. This caused noisier data for the semi-reciprocal configuration with the
transmitters located in B31, which was closer to the generator. Additional frequency filtering
was necessary for some datasets to remove the high frequency noise present in the data.
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Chapter 7

Results

In this chapter, the temperature logging data are given, followed by the zero-offset profile
results for each time-lapse dataset, and finally the time-lapse FWI results. We expect a
strong increase in conductivity and little to no effect on the permittivity with the presence
of the salt and a minor decrease in permittivity and an increase in conductivity with the
presence of the heat over the course of the monitoring period as discussed in Chapter 1 (Revil
et al., 1998; Archie, 1942; Catenaccio et al., 2003; Seyfried and Grant, 2007).

7-1 Temperature logging data

High resolution temperature logs were measured at 6.5, 7.5, 8.4, and 9.4 m depth in B31 and
at 5.5, 6.5, 7.5, 8.5, 9.5, and 10.5 m depth in B38 (Figure 7-1). Directly after the GPR data
are measured, the loggers show a deviation from the trend because of the mixing of the fluid
in the borehole, which takes approximately 2 hours for the temperature gradient to recover.
For B31, the temperature does not start to increase until three days after injection, labelled
as day 4. Before it increases, there is an initial decrease of up to 0.1-0.2°C for depths of 6.5,
7.5, and 8.4 m. This is interesting and not related to systematic errors because all sensors
show this decrease and it occurs before the GPR measurements. The log at 8.4 m depth has
the fastest increase and reaches up to 11.7°C before it decreases again on day 6 to 11.5°C. Also
shown for borehole B31 is the electrical conductivity log at 7.97 m, which starts to increase
on day 2 and reaches a maximum of 140 mS/m on day 4. It then decreases to approximately
90 mS/m before abruptly increasing again on day 6. This increase in conductivity coincides
with the decrease in temperature at 8.4 m depth. For B38, the temperature at all depths
starts to increase on day 2. The maximum temperature of 15.2°C is reached at 8.5 m depth
on day 4 before it decreases to 11.5°C at the end of the experiment (day 7). The GPR
measurements were timed well according to the temperature log results; they were measured
at the temperature decrease in B31 on day 4, at the highest temperature in B38 on day 4,
and also at the important peaks for the B31 conductivity log.
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54 Results

Figure 7-1: Raw temperature breakthrough curves at different depths for boreholes 31 and 38
(B31 and B38). B31 also shows the electrical conductivity at 7.97 m depth (left
vertical axis) in addition to the temperature at four depths (right vertical axis). The
start and end of the injection are indicated by black vertical lines and the GPR
measurements, during which the loggers were removed, are marked by grey vertical
lines.

August 27, 2023



7-2 Zero-offset profiles 55

7-2 Zero-offset profiles

Three ZOPs are recorded for each time-lapse dataset over the course of the acquisition to
determine if any changes in properties during the acquisition are present, indicating smearing
(Figure 7-2). For day 2, there are no changes in the permittivity profiles and a slight decrease
in amplitude for the second profile is visible. For day 3, there are differences in the permittivity
profiles, with the second ZOP having a higher permittivity than the first, which is the opposite
response expected with the presence of the tracer. The amplitude profiles for day 3 show a
decreasing behaviour between the first, second, and third ZOPs. This could indicate the
presence of more salt over the course of the experiment. Day 4 shows similar relative changes
between the three permittivity and amplitude profiles as day 3. For the last day, day 7, a
significant decrease in permittivity is apparent for the third profile, which was acquired at
11:15 with the noisier configuration, in comparison to the first two. There do not seem to
be significant differences in the amplitude profiles for day 7. The differences in ZOP profiles
are potentially caused by heat transport occurring during the acquisition, the mixing of the
water in the boreholes between ZOP measurements, or picking errors for the permittivity of
the noisy data. The changed properties during the acquisition time can lead to difficulties in
the processing and should be taken into consideration during the processing and subsequent
interpretation.

To investigate changes over the monitoring period, we use the second ZOP (red profiles in
Figure 7-2) of each day, since it provides a representation in the middle of the acquisition
time and is always acquired with the configuration with less noise (the transmitter in B38).
While crosshole MOGs were only measured for Plane 3831, we measured additional ZOPs for
Plane 3238. The permittivity profiles show an increase over the course of the experiment with
respect to the background profile, which is the opposite of what is expected in the presence of
heat (Catenaccio et al., 2003). This increase occurs at day 3 for Plane 3831 and at day 4 for
Plane 3238. For both planes, the presence of salt is evident with the attenuated signal below
5 m depth for all time-lapse days (Figure 7-3). Day 2 already shows some attenuation mainly
below 7 m depth. Day 3 shows even more attenuation between 6 and 7 m depth than day 2.
Day 4 shows the highest attenuation, where it is completely attenuated below approximately
5 m depth for Plane 3831 and 5.5 m depth for Plane 3238. Day 7 already shows recovery of
the amplitudes toward the background, with almost full recovery at Plane 3238. These ZOPs
suggest that the presence of salt is observed at the measurement locations before effects from
the heat are observed.
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Figure 7-2: Zero-offset profiles (ZOP) for Plane 3831 for all time-lapse days. There are three
zero-offset measurements over the course of the experiment for each time-lapse day.
The legend entries indicate the time the ZOP was acquired. The legend entries
marked with a black star indicate the noisy configuration (transmitter in B31, closer
to the generator).
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Figure 7-3: Zero-offset profiles for Planes 3831 and 3238 for all time-lapse days. Note that the
depth for Plane 3238 extends further than for Plane 3831.
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7-3 Time-lapse FWI results

The heat-salt GPR data are relatively noisy because of the generator as mentioned in Chapter
6 and therefore a trapezoidal bandpass filter with corner frequencies of 10-30-200-250 MHz
is applied to the data after the dewow for days 3 and 4. Since the noise generated high
frequency artifacts in the data, most of this noise could be reduced by this filtering (Figure B-
1). Similar to the heat tracer experiment, the starting models used for the FWI are the
ray-based permittivity model for the respective dataset and a homogeneous conductivity
model of σ=14 mS/m. As the heat-salt GPR data are only measured at Plane 3831, no
homogeneous upper layer of εr=14 needs to be added to the starting model because this upper
layer is well recovered in the FWI for this plane (Figure 7-4). The same FWI processing
workflow is then followed similar to the heat tracer experiment, with the source wavelet
correction applied once for each time-lapse dataset using the background source wavelet as
the input. The traces for the time-lapse datasets are normalized to the global maximum of
the background dataset as in Subsection 4-4-2 to ensure comparability of the effective source
wavelets. The inversion settings are optimized and determined to be the same as for the heat
tracer experiment: a permittivity perturbation factor of 10-4, a conductivity perturbation
factor of 10, and conductivity and permittivity stabilization factors of 50. Note that all FWI
results have no remaining gradients and the FWI convergence criteria are satisfied except for
the RMS reduction from the starting model of at least 50% for the time-lapse datasets.

The final FWI permittivities for days 2 and 3 do not show significant differences relative to
the background besides minor differences at around 6 m depth (Figure 7-4). Day 4 shows an
overall increase and day 7 an overall decrease, particularly at 5.6-7.5 m depth. The results
for day 4 are particularly noisy and the permittivity values in the ray-based inversion and the
FWI model are higher than the background (Figure 7-4). Using the ray-based permittivity
starting model from day 3 for day 4 is therefore tested, similar to days 8 and 9 in the heat
dataset (Figure B-3). The cause of this is further discussed in Chapter 8 and the original
result for day 4 is kept. The final FWI conductivity results increase to above 30 mS/m
below 8 m depth until day 4 (Figure 7-4), likely caused by the salt. Day 2 shows an increase
in conductivity in the upper layer above 3.6 m depth. An increase in conductivity is also
observed between 5.5-7.5 m depth for days 4 and 7, likely caused by the heat. The FWI
conductivity results for day 7 no longer show the increased conductivity below 8 m from the
salt. The source wavelets in Figure 7-5 have the same shape for all datasets and have a
decreasing amplitude from day 2 to 4 and an increase in amplitude for day 7, which is the
same behaviour as observed in the ZOP data. Note that because of the higher noise level, the
FWI convergence criteria are not completely met (Figure 7-5 and Table 7-1). The time-lapse
FWI results do not have a reduction in RMS from the starting model of at least 50%, but a
reduction of 45.1%, 44.3%, 30.0%, and 40.2% for days 2, 3, 4, and 7, respectively. The FWI
performance results in Table 7-1 show that day 4 has the lowest R2, while all other datasets
have an R2 of at least 0.8.

To analyze the changes in permittivity and conductivity over the course of the experiment,
the background permittivity and conductivity FWI results are subtracted from each time-
lapse FWI result (Figure 7-6). Similar to the heat tracer experiment difference plots, red
indicates an increase and blue a decrease in permittivity and conductivity with respect to
the background. There is a high permittivity anomaly for day 2 at the top of the plane
extending to approximately 3.7 m depth in the left, close to B38, which is not observed for
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Figure 7-4: Time-lapse FWI results for all datasets of the heat-salt tracer experiment (Plane
3831). The top row shows the permittivity starting model, the middle the final FWI
permittivity, and the bottom row the FWI conductivity result for each time-lapse
dataset (columns). Note the logarithmic scale for the conductivity. The transmitter
and receiver locations are indicated with circles and crosses, respectively.

subsequent days. For day 3, there is an increase of ∆ε=1 below 8 m depth. Day 4 has an
increase of around ∆ε=3 over the entire plane and up to ∆ε=4 close to B38. Also shown
in Figure 7-6 is the FWI difference plot for the day 4 result using the day 3 starting model
(day 4 update). The permittivity shows FWI results more consistent with the time-lapse
trend, but it is unclear if the increase in permittivity for the original day 4 FWI is physical.
Day 7 shows a decrease in permittivity of up to ∆ε=2 over the entire plane. An increase in
conductivity below 8 m is already evident on day 2 and is also present for days 3 and 4, which
is likely caused by the salt. Day 2 also has a high conductivity anomaly at the top of the
plane extending to approximately 3.6 m, which appears to be an isolated event during day 2.
It is possible that the tracer is travelling in the upper high hydraulic conductivity layer on
day 2. Day 4 has a higher conductivity anomaly at depths of 5.8-7.4 m which is also present
on day 7 closer to B31, likely caused by the heat.
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Figure 7-5: Source wavelets (left), corresponding amplitude spectra (middle), and normalized
RMS distribution (right) for each of the background and time-lapse datasets for
Plane 3831. The black circles in the RMS distributions indicate the final iterations
chosen for each result based on the stopping criteria.

Table 7-1: Comparison of FWI results for the background and time-lapse datasets for the heat-
salt tracer experiment. The remaining gradients are the mean of the absolute value
of the smoothed permittivity and conductivity gradients of the final iteration model.
The root-mean-squared error (RMS), the RMS normalized to the starting model, as
well as the correlation coefficient between the observed and FWI modelled data are
given for the final iteration.

Dataset
Final

iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

BG 24 6.46 13.76 1.260 45.9 0.928

day 2 16 4.27 4.77 1.070 54.8 0.871

day 3 22 2.86 1.66 0.829 55.4 0.844

day 4 21 1.13 1.88 0.711 70.0 0.775

day 7 20 2.03 4.60 1.012 59.4 0.807
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7-3 Time-lapse FWI results 61

Figure 7-6: Time-lapse FWI difference results for the heat-salt tracer experiment, Plane 3831.
The background FWI model is subtracted from each time-lapse FWI model. The top
row shows the FWI permittivity difference and the bottom row the FWI conductivity
difference for each time-lapse dataset and for day 4 using an updated starting model
(columns).
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7-4 Comparison of results

The difference plots in Figure 7-6 and the ZOP results in Figure 7-3 show signs of the heat-
salt tracer, despite the low signal-to-noise ratio of the GPR data. The data in these figures
suggest the presence of salt at depths deeper than 7.5 m at day 2 in both the 3831 and 3238
maximum amplitude ZOP data and below 8 m in the FWI conductivity model, with values
up to 20 mS/m higher than the background. The effect of the salt in the data is stronger for
day 3, with the maximum amplitude ZOP being almost completely attenuated from 7 m to
depth and the FWI conductivity having an even stronger positive anomaly with respect to the
background of up to 40 mS/m. The ZOP maximum amplitude profiles for day 4 show almost
complete attenuation below 5.5 m. The FWI conductivity results for day 4 also show higher
conductivities below 5.8 m, with two separate anomalies potentially reflecting the presence
of heat closer to B38 from 5.8-7.4 m depth with a positive anomaly of up to 20 mS/m and
salt below 8 m depth with a positive anomaly of up to 10 mS/m. For day 7, the maximum
amplitude ZOP shows recovery towards the background except between 5.5-7 m depth where
more attenuation is observed. This is similar to the FWI conductivity result for day 7, where
there is a positive difference from approximately 5.8-7.4 m depth across the entire plane of
up to ∆σ=25 mS/m. This is interpreted as the effects from the heat, while the effects from
the salt (increases in conductivity at depth in the aquifer) are no longer observed after day
4. This is consistent with the electrical conductivity log that shows a peak in conductivity
at day 4, after which it decreases until day 6 (Figure 7-1). The temperature increase is first
observed at B38 after the GPR measurements on day 2, while it is not observed in B31 until
day 4 according to the temperature logging data (Figure 7-1). This is reflected in the FWI
conductivity results as there is a positive difference close to B38 on day 3, which seems to
enlarge and travel closer to B31 on day 4 and day 7.
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Chapter 8

Discussion

The three ZOP measurements per time-lapse day in Figure 7-2 show some changes in per-
mittivity and conductivity during the acquisition time. However, error from the time zero
correction could be the cause of the varying permittivity profiles. More attention to which
WARR measurement is used for the correction is needed to ensure the least error in the time
zero correction. Noise levels in the time-lapse data are also significant and cause more uncer-
tainty in first-break picking for the permittivity profiles. The maximum amplitude profiles on
each day also show some discrepancies. To ensure that tracer movement during acquisition
is not significant, two effective source wavelets for day 4 were computed using only mea-
surements from B31 and then from B38. The wavelets did not show significant differences
(Figure B-2) and therefore it is assumed that tracer movement during acquisition was not
significant. Note that we capture the salt effects in the crosshole plane, however, we also
expect out-of-plane effects due to the 3D nature of the salt plume.

It is unclear whether the high permittivity FWI result for day 4 is due to physical causes or
a result of systematic errors in the data for this day. Since the logging data also shows an
initial decrease in temperature before the acquisition of this dataset, it is possible that the
permittivity increase is caused by a decrease in temperature. Directly before the injection of
the tracer, water with a lower temperature than the groundwater was injected from an external
source, the nearby stream, to generate the forced-gradient flow field. The amount of this initial
water injection could be significant enough to cause a cold front before the heat arrives at
the measurement locations. The forced-gradient flow field is also different than the natural
groundwater flow as pumping creates flow towards the extraction borehole from all directions.
This could potentially cause more complex and heterogeneous heat transport. The increase in
permittivity is observed over the entire plane and is unlike other time-lapse datasets, while the
conductivity result fits the trend to other time-lapse datasets, showing results consistent with
an increase in temperature from 6-8 m depth. A decrease in temperature therefore does not
completely explain this anomaly. There is also significant noise in the data for day 4, which is
not completely removed by applying the bandpass filter. This causes more errors in the time
zero correction and in the travel time inversion due to the ambiguous first-break picking. In
turn, this could cause the observed high permittivities in the ray-based starting model due
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to a time shift. Similar to days 8 and 9 in the heat tracer dataset, this can be compensated
for by using the ray-based permittivity starting model from the previous day, such that the
corrected source wavelet is then shifted to compensate for the time shift in the data. The
FWI results for day 4 using the starting model from day 3 (Figure B-3, day 4 update) show a
permittivity result consistent with the time-lapse trend and a nearly unchanged conductivity
result when compared to the original day 4 result (Figure 7-4). Another contributing factor
to this anomalous dataset could be borehole filling effects as discussed in section 5-2. Note
that this effect is observed in both the heat and heat-salt tracer data and more studies on
the effects of borehole filling are needed to confirm that it is related.
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Chapter 9

Conclusions and outlook

We have applied time-lapse crosshole GPR FWI to monitor both a heat and a heat-salt tracer
at the Krauthausen test site. We showed the ability of GPR FWI to monitor variations in
both permittivity and conductivity in the presence of a heat tracer and to separately detect
the effects of salt and heat, which exhibit different transport mechanisms, for a combined
heat-salt tracer.

9-1 Comparison of three field tracer tests

GPR FWI has now been applied to three tracer tests conducted at the Krauthausen test
site: a salt tracer (Haruzi, 2023), a heat tracer, and a heat-salt tracer. The FWI and logging
results of the salt tracer indicate solute transport at depth in the aquifer, deeper than 8 m,
as a result of the tracer having a higher density than the groundwater. In the heat tracer
results, a high conductivity anomaly appeared at 5.5-6 m depth in the injection plane (2938)
and is suspected to be an artifact of the FWI failing to fit the complex waveguiding structure
for transmitters and receivers in this depth range. This anomaly was not observed in the
salt tracer study. Since the FWI had a reasonable data fit for the background dataset in
this region, this anomaly is expected to be caused by the introduction of heat in a complex
waveguiding structure. The heat tracer time-lapse FWI results show minor negative contrasts
in permittivity of up to ∆εr=5 with respect to the background and positive conductivity
contrasts of up to ∆σ=10-15 mS/m. The permittivity showed an overall decrease over the
entire plane for all planes other than the injection plane, while the conductivity showed both
increases and decreases in different regions. The conductivity indicates the presence of the
heat primarily at depths of 6-8.5 m. This demonstrates that the heat tracer is transported
in different regions and has different density effects than the salt tracer. For all planes other
than 2938, which includes the injection borehole, only minor differences between subsequent
time-lapse days are observed. Consequently, there might not be a strong enough contrast in
conductivity or permittivity to recover heat tracers for natural gradient field tracer tests on
larger scales. Nevertheless, the FWI results in regions where little to no changes from the
tracer were detected demonstrate the repeatability of the GPR measurements and inversion.
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The heat-salt tracer used a forced-gradient, in which pumping from an extraction borehole
took place. This accelerated the tracer flow and therefore the time scales for solute and heat
transport are not comparable to the salt and heat tracers, which were natural gradient exper-
iments. Additionally, the forced-gradient flow field is different than the natural groundwater
flow as pumping creates flow towards the extraction borehole from all directions. We were
able to detect the effects of both the salt and the heat with the permittivity and conductivity
FWI results. Similar to the salt tracer test, the salt was primarily transported at depths
deeper than 8 m. The effects of the heat were detected two days after the salt and it was
primarily detected at depths of 5.5-7.5 m. This is partly consistent with the heat tracer,
where the heat was detected with conductivity for the same plane, which is perpendicular
to flow, at depths of 6-8.5 m as well as in the upper layer until 3.7 m depth. The positive
contrast in conductivity at 6-8.5 m depth was not laterally continuous across the plane for the
heat tracer, while the contrast for the heat-salt tracer in this region was a continuous layer
connecting both boreholes at the end of the experiment on day 7. Considering all three tracer
experiments, salt and heat tracers are complementary because they provide information on
different parts of the aquifer due to their different transport mechanisms and their opposite
density effects.

In contrast to the maximum amplitude ZOPs, the permittivity ZOPs did not always show
consistent trends with the FWI results between time-lapse datasets for both the heat and
the heat-salt tracer tests. The cause of this is unclear, but it could be explained by the
ZOPs only indicating averaged properties over the span of the plane or by acquisition errors.
They should therefore not be over-interpreted and should not be stand-alone results. For the
salt tracer, only the maximum amplitude profiles show changes from the salt and therefore
problems were not encountered with the ZOP analysis.

9-2 Outlook

In this thesis, only geophysical parameters, namely, εr and σ, were obtained and analyzed.
Additionally, we expected a decrease in permittivity in the presence of the heat tracer by only
considering the relationship between temperature and the permittivity of water. However,
heat transport also occurs through conduction in the matrix and the relationship between
temperature and permittivity is different for various sediments, soils, water contents, and
measurement frequencies (Seyfried and Grant, 2007). This should be considered in further
analyses. The analysis of the FWI results of the tracer tests will be taken a step further by
using empirical petrophysical relations to transform the results into temperature (Seyfried
and Grant, 2007), allowing for a more in-depth comparison of the logging data and the FWI
results.

To our knowledge, this is the first study that has monitored a heat tracer, which provides
changes in conductivity in addition to permittivity, with crosshole GPR. We were able to
detect changes in permittivity, however, testing a tracer that provides a higher contrast
in permittivity could further improve monitoring capabilities. For example, ethanol has a
relative permittivity of 25 (Shakas et al., 2017) and would therefore provide a stronger contrast
in permittivity with respect to the groundwater (εr=80 for water at 20°C) than the heat tracer.
A synthetic study conducted by Haruzi et al. (2022) has shown the feasibility of such a tracer.
An ethanol tracer is therefore of interest for future experiments.
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There are many sources of error contributing to the final FWI results. Axtell et al. (2016)
have already evaluated and quantified errors for determining velocities with ray-based tech-
niques, including, antennae positioning error, first-break picking, and the time-zero correction.
Although first-break picking is not needed anymore in FWI, it still remains important to min-
imize any measurement error during acquisition and to apply accurate time zero corrections.
Besides the measurement and picking errors, uncertainty quantification for GPR FWI requires
further investigation.

Borehole filling effects have been investigated for air- and water-filled boreholes, where the
velocity contrast at the subsurface-borehole interface can produce refractions along the inter-
face and higher apparent velocities than the true velocities are present for higher ray angles
(Mozaffari et al., 2021). Further investigation and modelling of these effects are needed to
understand the behaviour, which could be different for hot or salt water borehole filling. Cur-
rent developments in 2.5D and 3D FWI will allow for more accurate modelling in the future
(Mozaffari et al., 2020; Mozaffari, 2022). This would permit 3D modelling of a circular waveg-
uide structure to investigate whether borehole effects could explain the observed phenomena.
This 3D code would also allow for more accurate modelling of the anomaly in Plane 2938 of
the heat dataset, interpreted as an artifact of our current limitations in 2D.
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Appendix A

Heat tracer additional results

Table A-1: Comparison of FWI results for all datasets of Plane 2938. The remaining gradients
are the mean of the absolute value of the smoothed permittivity and conductivity
gradients of the final iteration model. The trace root-mean-squared error (RMS), the
RMS normalized to the starting model, as well as the correlation coefficient between
the observed and FWI modelled data are given for the final iteration. Note that
stabilization factors of 50 and a permittivity perturbation factor, δε, of 10-4 are used
for all datasets.

Dataset δσ
Final

iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

BG 101 16 5.07 9.92 1.069 34.1 0.939

day 2 101 16 2.93 2.52 0.541 43.0 0.909

day 3 101 23 3.23 1.99 0.546 46.5 0.887

day 4 100 22 5.49 3.27 0.586 46.0 0.891

day 5 101 22 1.57 1.62 0.511 40.7 0.903

day 6 101 13 3.10 2.63 0.617 46.3 0.883

day 7 101 15 3.49 3.00 0.632 43.7 0.886

day 8 101 19 1.70 3.13 0.650 40.7 0.900

day 10 100 18 5.15 3.97 0.849 43.9 0.883

day 14 101 17 4.55 5.45 0.847 38.2 0.915

day 17 101 28 3.15 5.81 0.852 35.1 0.930
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Figure A-1: Amplitude analysis for the background dataset of Plane 2938 in the lower aquifer.
Trace energy profiles for different transmitter depths (colours) in borehole B29 that
show clear (a) trace energy maxima and (b) minima. Note that the transmitter depth
is plotted as a circle with the corresponding colour. c) Transmitter vs receiver depth
plot for the maximum and minimum picks with an interpreted waveguide column
including findings from Figure 4-3, where blue indicates the upper low permittivity
layer, solid red indicates low velocity waveguides constrained with both maximum
and minimum picks, and transparent red indicates less constrained low velocity
waveguides. d)-f) show the maxima and minima picks for the opposite configuration,
with the transmitters in borehole B38.
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Table A-2: Comparison of FWI results for all datasets of Plane 3834. The remaining gradients
are the mean of the absolute value of the smoothed permittivity and conductivity
gradients of the final iteration model. The trace root-mean-squared error (RMS),
the RMS normalized to the starting model, as well as the correlation coefficient
between the observed and FWI modelled data are given for the final iteration. Note
that stabilization factors of 50, a permittivity perturbation factor, δε, of 10-4, and a
conductivity perturbation factor, δσ, of 10 are used for all datasets.

Dataset
Final

iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

BG 20 6.95 8.84 0.921 32.8 0.949

day 14 22 2.62 3.63 0.777 37.2 0.934

day 17 25 2.76 2.78 0.764 36.4 0.932

Table A-3: Comparison of FWI results for all datasets of Plane 3238. The remaining gradients
are the mean of the absolute value of the smoothed permittivity and conductivity
gradients of the final iteration model. The trace root-mean-squared error (RMS),
the RMS normalized to the starting model, as well as the correlation coefficient
between the observed and FWI modelled data are given for the final iteration. Note
that stabilization factors of 50, a permittivity perturbation factor, δε, of 10-4, and a
conductivity perturbation factor, δσ, of 10 are used for all datasets.

Dataset
Final

iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

BG 26 3.89 7.87 0.787 32.7 0.964

day 4 29 5.24 8.02 1.099 38.9 0.936

day 5 29 6.21 9.79 1.129 41.9 0.925

day 6 24 3.94 1.07 0.996 40.8 0.932

day 7 24 3.39 4.16 0.874 43.2 0.927

day 8 28 7.56 10.31 1.002 45.8 0.924

day 9 28 4.53 5.67 0.910 43.6 0.931

day 10 22 2.85 4.63 0.936 43.7 0.921

day 14 28 3.60 6.79 0.980 44.3 0.911
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Table A-4: Comparison of FWI results for all datasets of Plane 3831. The remaining gradients
are the mean of the absolute value of the smoothed permittivity and conductivity
gradients of the final iteration model. The trace root-mean-squared error (RMS),
the RMS normalized to the starting model, as well as the correlation coefficient
between the observed and FWI modelled data are given for the final iteration. Note
that stabilization factors of 50, a permittivity perturbation factor, δε, of 10-4, and a
conductivity perturbation factor, δσ, of 10 are used for all datasets.

Dataset
Final

iteration

Grad. ε
mean
*104

Grad. σ
mean
*10−5

Final
RMS
*10−6

Final
RMS
norm.
(%)

R2

BG 17 9.34 7.96 1.089 34.4 0.952

day 4 25 6.71 10.52 1.066 32.9 0.957

day 5 29 5.39 10.74 0.973 30.0 0.962

day 6 24 7.39 9.01 1.298 41.5 0.932

day 7 21 4.23 5.47 0.940 35.5 0.949

day 8 14 8.16 8.77 1.009 37.5 0.944

day 9 15 6.18 6.74 1.030 37.3 0.944

day 10 24 5.30 7.01 1.193 42.3 0.926

day 11 23 4.17 5.38 0.841 34.6 0.951

day 13 26 5.97 6.86 1.085 36.6 0.941

day 14 25 5.63 8.72 1.057 37.9 0.940

day 17 26 4.33 7.33 0.963 34.1 0.950

day 20 25 6.40 5.07 1.024 35.9 0.943

day 24 21 4.43 5.80 1.050 35.3 0.945

day 28 22 4.44 6.45 1.015 34.9 0.947

day 37 22 4.94 6.32 1.198 37.8 0.938
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Figure A-2: FWI results for all datasets of Plane 3834. The top row shows the starting model
for the background and each time-lapse dataset, the middle row the final FWI
permittivity, and the bottom the final FWI conductivity result. Note the logarithmic
scale for the conductivity. The transmitter and receiver locations are indicated with
circles and crosses, respectively.
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Figure A-6: Time-lapse FWI results with respect to the background for Plane 3834.The top
row shows the FWI permittivity and the bottom row the FWI conductivity with the
background FWI subtracted for each time-lapse dataset (columns).
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Figure A-10: FWI results for the day 5 dataset of Plane 2938 with different layers added to
the starting model. The top row shows the different adapted starting models, the
middle row the final FWI permittivity, and the bottom the final FWI conductivity
result. Note the logarithmic scale for the conductivity. The transmitter and receiver
locations are indicated with circles and crosses, respectively.
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Appendix B

Heat-salt tracer additional results

Figure B-1: Day 3 trace 40 from MOG with transmitter at 4.44 m in B31 and the corresponding
amplitude spectrum a) before and b) after applying a bandpass filter.
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86 Heat-salt tracer additional results

Figure B-2: Comparison of effective source wavelets for day 4 estimated using only data with
transmitters in B31 and B38.

Figure B-3: Time-lapse FWI results for the heat-salt tracer experiment with the updated day 4
starting model, Plane 3831. The background FWI model is subtracted from each
time-lapse FWI model. The top row shows the FWI permittivity difference and the
bottom row the FWI conductivity difference for each time-lapse dataset and for day
4 using an updated starting model (columns). The left of the plane is B38 and the
right is B31, where data are only measured until 8.84 m depth.
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