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On the cover
The cover shows an ice jam in a stretch of the Athabasca River flowing through the city of Fort McMurray.
This ice jam, formed on 26 April 2020, resulted in disastrous flooding in Fort McMurray. The white pixels
indicate the ice jam, water is indicated in blue. The river ice stages were derived from the backscatter in VV-
polarization of the Copernicus Sentinel-1 image, acquired at 28 April 2020. The background image is courtesy
of Bing.
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ABSTRACT

Ice jams events can be devastating for the environment, human infrastructure, and local population. During
breakup season, it is of great importance to be informed about the river ice cover condition in order to miti-
gate breakup flood risk. The Athabasca River near Fort McMurray, located in Alberta, is particularly prone to
ice jam events and subsequent floodings. Satellite remote sensing techniques provide the necessary means
to monitor the ice cover. Because of the wide availability most research and operational services for SAR
river ice classification are based on single- or dual-polarized images. However, such imagery is limited in
its ability to distinguish certain river ice types and open water states. The research presented examines how
SAR polarimetry influences the detecting possibilities of specific ice types. Sentinel-1 (dual-polarization),
RADARSAT-2 (quad-polarization) and RADARSAT Constellation Mission (compact-polarization) data were
used to classify river ice during breakup. This study was about analysing a stretch of the Athabasca River
which is prone to ice jam formation. First, SAR images from the 2018-2019 and 2019-2020 breakup were stud-
ied to find the temporal and spatial patterns of the radar backscatter. Next, sample areas with known ice
stage (sheet ice, ice jam or open water) were selected. The sample areas of each ice stage were compared to
assess the influence of SAR characteristics, as incidence angle and overpass time. In the last part of this study,
a Random Forest classification was implemented in which intensity, texture and polarimetric features were
used. Results show that classification accuracies increase with the inclusion of polarimetric decomposition
features and GLCM mean texture features by enhancing between class separability and reducing the misclas-
sification. Accuracies of 85.6% (Kappa = 0.78), 91.2% (Kappa = 0.87) and 91.0% (Kappa = 0.87) were obtained
for Sentinel-1, RADARSAT-2 and RCM, respectively. The majority of the confusion between classes was due to
similarities at backscatter signatures in very small incidence angles, mainly between open water and sheet ice
under melting conditions. Also sheet ice early in the breakup season was confused with ice jams. To reduce
the likelihood of misclassification, it is recommended to only use images with incidence angles higher than
30° and to include polarimetric and texture features in a classifier. Additional improvements can be achieved
when using expert knowledge for tracking, since previous SAR images can provide added information when
one understands the temporal patterns of river ice breakup. Further research should be directed at the devel-
opment of an automatic classification approach that should be able to detect ice jams during the entire ice
covered season. Having more knowledge about river ice breakup may help to eventually develop a river ice
forecasting system, which may significantly reduce flood risk.
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1
INTRODUCTION

1.1. RIVER ICE MONITORING
Many regions around the world experience weather below freezing points, leading to ice formation on lakes
and rivers. More than half of the fresh surface waters in the Northern Hemisphere annually freezes over (e.g.
Yang et al., 2020). For many regions in the Northern Hemisphere, river ice heavily impacts everyday life, both
beneficially and detrimentally. On the one hand, winter ice roads and ice bridges are the primary means
of transportation in many places. On the other hand, the development of an ice cover can lead to flooding
triggered by ice jams, damage to property and infrastructure, interference with navigation, and reduction of
power at hydroelectric generating plants (Hicks, 2016).

River ice governs the winter regime of many rivers located in cold regions. Typically, during colder periods
rivers freeze up in upstream direction in a complex and dynamic manner (Puestow et al., 2004). During
spring, the warmer weather brings increased flow discharges due to snowmelt and/or rainfall, which rises the
water levels (Jasek, 2003). This often leads to breakup of the ice cover, reducing attachment to the river banks
and causing the ice cover to move and break into relatively small ice blocks (Beltaos and Prowse, 2001). The
small blocks move down the river and encounter stationary ice cover and they pile up behind it, initiating an
ice jam. Ice jams can stay in place for many days, causing extremely high water levels (Beltaos and Prowse,
2001). On an annual basis, for countries like Canada, costs of damages related to ice breakup can exceed
many millions of dollars (Morse and Hicks, 2005), mostly due to flooding caused by ice jams (Ettema et al.,
1999).

Consequently, an understanding of river ice processes is absolutely necessary. Examples of relevant river
ice properties include the extent of the ice, ice phenology, ice types, ice thickness, ice condition, and sur-
face flow velocities (Duguay et al., 2015). The understanding of these river ice processes is of importance
to various science, engineering and management activities. These can include forecasting on breakup and
ice-jam flooding, hydraulic and hydrological modelling and the decision process regarding water intake and
discharge (van der Sanden, 2015). The monitoring of river ice is conducted using a variety of approaches de-
pending on the objectives and available resources. Conventional monitoring methods include ground-based
surveys and aerial monitoring techniques (Vincent et al., 2004). Often however, collecting information on
river ice is restricted by harsh weather conditions and the large extent and poor accessibility of the rivers of
interest (van der Sanden, 2015).

Satellite remote sensing techniques provide the necessary means to increase the spatial and temporal fre-
quency of conventional ice monitoring techniques. For the monitoring of river ice during breakup, Synthetic
Aperture Radar (SAR) satellites offer multiple advantages over optical satellites. Radar sensors rely on their
own sources of radiation to “illuminate” objects, which enables SAR satellites to create images regardless of
weather and daylight conditions. Moreover, radar is sensitive to the presence of free water and is able to
penetrate dry ice cover and snow (Flores-Anderson et al., 2019).

SAR images can be particularly useful in discriminating ice cover types. Especially during breakup season, it
is of great importance to be informed about the river ice cover condition in order to mitigate breakup flood
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2 1. INTRODUCTION

risk. In the last two decades many important advances have been made in the field of river ice classification
using radar data. Multiple case studies have shown that SAR images are very useful at identifying and classi-
fying various ice types on medium (more than 100 m width) and large rivers (Tracy and Daly, 2003). Several
classification methods were developed, for rivers such as the Canadian Athabasca River (Unterschultz et al.,
2009) and Peace River (Gauthier et al., 2006, Weber et al., 2003).

Most research and operational services for river ice classification are based on the backscatter intensity of
single- or dual-polarized SAR images. Nevertheless, such imagery is limited in its ability to discriminate cer-
tain river ice types and open water states (Mermoz et al., 2009). The additional information contained in
polarimetric SAR imagery, also known as quad-polarization modes, may be used to improve classification
potential (e.g. Lindenschmidt and Li, 2018, Mermoz et al., 2009), but current image swath widths (up to 50
km for RADARSAT-2 quad-polarization) are too small for large scale operational applications (Dabboor and
Geldsetzer, 2014). The recently launched RADARSAT Constellation Mission (RCM) offers new opportuni-
ties. The Canadian RCM has the capacity to acquire Compact Polarimetry (CP) data, that offers a greater
amount of information than standard dual-polarization modes, while covering much greater swath widths
compared to quad-polarization modes (Dabboor and Geldsetzer, 2014). RCM transmits a right-circular po-
larization and receives orthogonal linear polarizations (Charbonneau et al., 2010). Simulated CP data have
shown promising results in preliminary studies on ice classification and may have the classification potential
of quad-polarization satellites (e.g. lake ice classification (van der Sanden and Geldsetzer, 2015) and sea ice
classification (Dabboor and Geldsetzer, 2014)).

Besides the additional value of polarimetric variables, also texture information can be of added value in river
ice classification. Traditional methods to classify river ice based on backscatter intensity, do not take the
spatial distribution of the ice cover types into account. Pixel intensity alone can be insufficient for an accu-
rate classification, since backscatter signatures for melting sheet ice and water can be similar (Sobiech and
Dierking, 2013). Gauthier et al. (2006) showed that a combination of texture analysis and backscatter infor-
mation of single-polarization RADARSAT-1 data, improved classification accuracies during freeze-up. Also in
the field of lake ice classification, texture features have shown to be effective (e.g. Hoekstra et al., 2020).

Even though polarimetric and texture features could provide more information about river ice breakup than
radar backscatter alone, limited research has been conducted on the added value of texture and polarimetric
features for river ice classification. In order to improve classification, an in-depth understanding of the in-
teraction of differently polarized radar signals with river ice is essential. Therefore, the main purpose of this
study is to examine the possibility of using intensity, polarimetric and texture features to improve river ice
classification, developed from a deeper understanding of radar - ice interaction. For this study classification
methods for Sentinel-1 (dual-pol), RADARSAT-2 (quad-pol) and RCM (compact-pol) were developed.

1.2. CURRENT METHODS AND LIMITATIONS
Compared to other cryospheric research fields (i.e., glaciers, snow-cover, sea ice and permafrost), the study
of river ice is relatively young (Jeffries et al., 2012). Figure 1.1 shows that few papers were published in the
years 2000 to 2019 about river ice. The figure illustrates that the research on river ice falls behind on other
cryospheric research fields.

Recent advances have been made on studying river ice using optical remote sensing. However, most stud-
ies faced issues due to persistent cloud layers over the rivers during breakup season. While no studies were
found on identifying different types of ice, some studies use optical remote sensing to detect the presence of
river ice. Like Chaouch et al. (2014), that used MODIS images to develop an automated technique to detect
and map ice on the Susquehanna River, USA. The study distinguished between three classes: water, ice and
clouds. Other studies aimed to estimate the river ice breakup date (Cooley and Pavelsky, 2016, Pavelsky and
Smith, 2004). The latter study described an automated algorithm for breakup detection for the four largest
rivers draining into the Arctic Ocean and estimated breakup dates with an accuracy of approximately ± 1.3
days (Cooley and Pavelsky, 2016). However, besides the significant disadvantage of the often cloud-obscured
rivers, the relatively coarse spatial resolution made it difficult to distinguish small-scale breakup processes.
Breakup detection using this approach was only practical for examination of rivers wider than 500 m (Cooley
and Pavelsky, 2016). Kääb et al. (2019) used optical images of the PlanetScope constellation, which consists
of more than a hundred small cubesats to index river flow velocities. However, also this study faced issues re-
garding cloud cover that impeded the interpretation of the optical images Kääb et al. (2019). Hence, as stated
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Figure 1.1: Number of papers published on topics about the Earth’s cryosphere from 2000 to 2019. The data were obtained using the Web
of Science. The lack of information on river ice makes it difficult to understand its behaviour during the breakup season.

before, optical remote sensing data provide limited usefulness during the breakup season in many regions,
due to persistent cloud covers that create unusable images. To overcome this problem, active microwave data
were used for this study.

Over the last decades, different approaches were used to classify the river ice cover during freeze-up, winter
and breakup season. Both supervised (e.g. Łoś et al., 2019, Mermoz et al., 2009, 2013) and unsupervised
(e.g. Chu et al., 2015, Chu and Lindenschmidt, 2016, Gauthier et al., 2010) classification methods have been
applied. Supervised classification can be much more accurate than unsupervised classification, but depends
heavily on the training sites. Most studies on the classification of river ice used unsupervised methods, based
on backscattering values or texture parameters, nearly all using k-means algorithm (e.g. Lindenschmidt and
Li, 2018, Mermoz et al., 2009).

The studies that used SAR data to study river ice are mostly based on single- or dual-pol images. At the
start of this century, most research focused on RADARSAT-1 single-pol images to differentiate ice types (e.g.
Gauthier et al., 2006, Unterschultz et al., 2009, Weber et al., 2003). Only one study was found that used dual-
pol Sentinel-1 images (Łoś and Pawłowski, 2017), most other dual-pol studies used RADARSAT-2 (e.g. Chu
et al., 2015, Jasek et al., 2013, Lindenschmidt et al., 2011). Mermoz et al. (2009) and Lindenschmidt and Li
(2018) showed that quad-pol data is better able to classify river ice than single-pol data. A recent study showed
good classification results for both dual-pol and quad-pol RADARSAT-2 images (Łoś et al., 2019).

The recent launch of the RADARSAT Constellation Mission gave a new push to the polarimetric SAR research,
as the satellites of the RCM acquires compact polarimetry data. As stated by Charbonneau et al. (2010), the
same classification results are expected as obtained with quad-pol RADARSAT-2, while wider swaths are im-
aged. Several studies simulated RCM compact-pol data from RADARSAT-2 quad-pol images, giving promis-
ing results for river ice (Charbonneau et al., 2010, van der Sanden et al., 2014) and lake ice (van der Sanden
and Geldsetzer, 2015) mapping.

Few studies were found that examine how polarimetry influences the ice detecting possibilities of SAR. More-
over, no studies were found that compared the classification performance of dual-, quad-, compact-pol chan-
nels on river ice breakup. The launch of the RCM gives a new type of polarimetry data to detect river ice. The
purpose of this study is to investigate the value of different polarimetric features for river ice classification.
To reach this goal, SAR data of Sentinel-1 (dual-pol), RADARSAT-2 (quad-pol) and RADARSAT Constellation
Mission (compact- pol) are analysed and compared.

1.3. RESEARCH QUESTIONS
The analysis of data in different polarization channels may reveal additional information about the character-
istics of the ice cover. Interpretation of SAR images requires understanding of how the different polarization
channels interact with the river ice. The aim of this study is to compare the potential of dual-, quad- and
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compact- polarization to recognize different ice stages during breakup. The focus is on the breakup season,
where a melting ice and/or snow layer will influence the scatter characteristics. Three classes are distin-
guished in this study: sheet ice, open water and ice jams. The latter class represents all rubble ice stages, also
including ice runs.

To strive for a better understanding of the polarized radar signals with different ice cover conditions, the
following research question was formulated:

What are the potentials and limitations of Sentinel-1, RADARSAT-2 and RADARSAT Constella-
tion Mission on river ice type classification during breakup season?

To solve this research question, three sub-questions are presented that need to be answered in order to make
the main question more transparent.

1. What is the effect of the characteristics of the different SAR acquisitions on river ice classification?

Each SAR acquisition has its own characteristics, which complicates comparison between Sentinel-1,
RADARSAT-2 and RCM. First of all, the images are acquired with different satellites that carry non-
identical sensors, leading to images with different resolutions, incidence angles and flight directions.
Moreover, the images are acquired during different circumstances, such as the time of the day and
weather conditions. The influence of these differences should be understood, in order to develop an
accurate classification algorithm.

2. Which features are most suited to base the river ice classification on during breakup season? Why do some
features perform better than others?

Many different features from the SAR data can be extracted that can provide information about the tar-
get. The most straight forward features are the backscatter intensities, but also polarimetric features
(e.g. phase difference between polarization channels and eigenvalue decomposition) and texture fea-
tures (e.g. grey level co-occurrence matrix) may provide additional information. In this study one of the
most used machine learning algorithms is used, a Random Forest model. Only the most important fea-
tures should be used in this model, since it makes the model easier to interpret and reduces overfitting.
Hence, it should be studied which features are best in distinguishing between the classes of interest.

3. How does river ice classification improve when polarimetric and texture features are included in a Ran-
dom Forest model compared to a basic backscatter intensity classification approach?

From literature it is known that river ice classifiers based on single-pol backscatter values have its short-
comings. When the previous sub-question has been answered, it can be studied if and how much the
classification accuracies can be improved for each satellite mission by including polarimetric and tex-
ture features to a river ice breakup classifier. Due to the different mission characteristics, the added
value of polarimetric and texture values can be different for Sentinel-1, RADARSAT-2 and RCM.

1.4. THESIS OUTLINE
Chapter 2 provides background information that is relevant for the understanding of the processes regarding
river ice classification. The main topics in this chapter are the river ice processes, active microwave remote
sensing and theory of polarimetry. Chapter 3 essentially consists of two parts; first, the study area is intro-
duced and finally, a description of the data is provided. Details on the reference data is presented in Appendix
A. In Chapter 4 the methodology which is used in this thesis is covered. This step-by-step approach starts with
data preprocessing, feature extraction, SAR characteristic comparison, supervised classification and an error
analysis. More details on the preprocessing steps are presented in Appendix B. The most important results re-
garding the polarimetric features and image classification are presented in Chapter 5. Results less relevant for
the main line of research, but important for the evaluation of the quality of the main results can be found in
Appendix C, D and E. Subsequently, the main topics of discussion that concern implications on the presented
results and points for improvement will be discussed in Chapter 6. In conclusion, Chapter 7 will present brief
answers to all of the research questions.



2
BACKGROUND

This chapter is split up into five different parts that are important for understanding the processes of river ice
classification. As a result, this chapter is not so much a continuous storyline, but more like a patchwork of
information.

The chapter starts with a theoretical background on the river ice processes that occur annually over most
northern hemisphere rivers. The second part introduces the remote sensing technique that was used in this
research to measure the river ice: active microwave remote sensing. Subsequently, the next section relates
the previous chapters about river ice and SAR data and discusses the interaction between the ice and the
microwave waves. The fourth section elaborates on the theory of polarization of electromagnetic waves. The
last section discusses existing methods to classify SAR data using supervised algorithms.

2.1. RIVER ICE PROCESSES
In nearly every river located in the Northern Hemisphere, ice is present during winter months for a period
that ranges from days to several months (Beltaos and Prowse, 2001). The river ice season can roughly be
divided into three events: freeze-up, mid-winter and breakup. During freeze-up an ice cover is formed on the
rivers. Then follows the mid-winter period, when the ice is in place and gets thicker. At the end of the ice
season, breakup season arrives, where the deterioration and/or melting of ice takes place and eventually the
clearing of an ice cover (Hicks, 2016).

The process by which an ice cover on a river can form, evolve, and deteriorate is substantially different from
that on lakes. Unlike for lakes, flow velocities and fluid turbulence cannot be neglected for rivers (Hicks,
2009). Except for shallow parts of a river, the flow velocities and turbulence cause most flows to be relatively
well-mixed throughout their depth. Consequently, flow hydraulics play an important role in the formation
of a river ice cover. Combined with the meteorological conditions, they determine how a river ice cover will
form and evolve (Hicks, 2016).

Figure 2.1 presents a summary of different river ice processes. The process starts off with open water during
fall/winter, ending with open water again during spring. Between these open water stages, stages of freeze-
up, mid-winter and breakup periods can be distinguished. These stages differ from year to year and from
river to river. The processes are explained in more detail in the coming three paragraphs.

Phase 1: Freeze-up
The first phase of the freeze-up of a river is the cooling of water to freezing point (Hicks, 2016). Within ver-
tically well-mixed rivers, the entire water column may supercool, which means the water cools to below 0°C
without transforming to ice. This occurs when little to no surface ice is present on the river, the atmospheric
temperature is below 0°C, and the water flow is turbulent enough to overcome the stratification. Water re-
mains liquid and supercooled, until the latent heat is released, i.e. when the liquid water changes to solid ice
(Brown et al., 2011).

5



6 2. BACKGROUND

Figure 2.1: Overview of river ice processes during freeze-up, mid-winter and breakup. Both during freeze-up and breakup ice jams may
form in a river. Adapted from Shen (2010).
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In the slower moving parts of a river, along the river banks and edges of islands, turbulence is negligible, en-
abling skim ice to form. When the coverage of skim ice increases, it grows out from the banks and forms border
ice (Hicks, 2016). The skim ice prevents further supercooling of the water beneath, resulting in thickening and
lateral growth (Hicks, 2009).

In the faster moving parts of the river, ice crystals are formed, referred to as frazil ice (Brown et al., 2011). In
supercooled water, the frazil ice crystals are called ‘active’, because they have the ability to stick. They tend to
group into clusters and stick to underwater objects, such as bed sediments, plants and man-made structures
(Ashton, 1986). The clusters of frazil ice accumulate further to frazil slush (also known as frazil flocks). When
the frazil slush has increased in size, it will start floating on the water surface and form frazil pans. As the
pans are carried downstream and tend to collide, the growing process continues with the formation of frazil
rafts. Some of the pans may also stick to the border ice, increasing its lateral extent (Brown et al., 2011, Hicks,
2009).

Occasionally, frazil ice forms anchor ice, which happens when frazil ice attaches to the river bottom. As ad-
ditional frazil ice accumulates to the anchor ice, the anchor ice grows and thickens (Brown et al., 2011). In
small streams with fast currents, this can result in the formation of ice dams (Gerard, 1989). Anchor dams can
temporally block the water discharge, which increases the water level (Brown et al., 2011).

As the freeze-up process continues, more and more frazil pans and rafts form and the border ice increases
(Hicks, 2013). As the surface concentration of ice flows increase to the order of 80 to 90%, bridging becomes
likely. The ice flows congest, leading to a cessation of their movement downstream (Hicks, 2009). Bridging
typically occurs at locations where the river narrows, such as between bridge pillars, natural constrictions or
constrictions due to border ice (Hicks, 2009).

Now the first part of a stationary ice cover has developed, it is just a matter of time for the ice cover to expand.
Incoming ice flows accumulate upstream of the bridged ice cover, a process known as frontal progression
(Hicks, 2009). An illustration of the ice cover development is given in Figure 2.2. An excellent metaphor was
given by Hicks (2013), that compared the progression of river ice with a ‘traffic jam’, where the same process
can be found as cars are backing up the blockage (Hicks, 2013). The accumulated ice cover is known as a
juxtaposed ice cover. Besides the expansion of the ice cover, when flow velocities are sufficient, also a process
of hydraulic thickening can occur, as the incoming ice flows are swept under the ice front and be deposit
under it.

Figure 2.2: Natural constrictions and border ice, cause bridging of the ice cover. The incoming ice flows lead to the upstream progression
of the ice front (frontal progression) and thickening of the stationary ice cover (hydraulic thickening). Photo courtesy of T. Ghobrial and
M. Loewen. (Hicks, 2016)

The increased thickness of the ice cover results in an increased water level and corresponding decreased flow
velocity. Once the flow velocity upstream is sufficiently low, ice flows are not swept under the ice front any-
more and the frontal progression continues. As the stationary ice cover grows, the forces acting on the ice ac-
cumulation increase. The river ice breakup is controlled by the balance between the driving force (upstream
discharge) and the resisting force (downstream ice cover) (Beltaos and Prowse, 2009). When the acting forces
are sufficient to overcome the internal strength, the ice cover collapses, which then causes thickening of the
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cover, termed a hummocky ice cover. This collapse, resulting in a thicker and rougher ice cover, increases the
water level (Hicks, 2016).

Once the ice cover has stabilized, the interstitial water freezes, which adds strength to the ice cover. In extreme
cases, the obstruction of the ice cover leads to overbank flooding, referred to as freeze-up ice jams (Hicks,
2009).

Phase 2: Midwinter
After initial ice formation and the establishment of an ice cover, the ice thickening process continues, which
can occur from above or below. If there is no insulating snow cover, there is thermal heat loss from the ice
cover, so the growth happens at the bottom. When a snow cover is present, ice may also form on top of the ice
cover. This occurs due to water that seeps through cracks in the ice cover and saturates the lower part of the
snow cover. Once this lowest layer freezes on top of the original ice surface, it is referred to as snow ice (Hicks,
2016).

Phase 3: Breakup
When spring arrives, the breakup process will start. The nature of the breakup may vary from a thermal to a
mechanical breakup. During an ideal thermal breakup, an ice cover deteriorates through warming and melts
in place, (almost) without movement of ice (Brown et al., 2011). At the other end is the mechanical breakup,
which is more complex and less understood. In a mechanical breakup, the breakup of ice occurs suddenly,
typically involving ice runs and ice jams (Hicks, 2016). Normally, breakups take place during warming pe-
riods when the strength of the ice cover decreases and the discharge increases due to snowmelt or precip-
itation. Therefore, most breakups fall between the extremes of thermal and mechanical breakup (Brown
et al., 2011). The manner of breakup depends on the trade-off between ice deterioration due to increased
temperatures (hydrodynamic influences) and ice cover fracture due to increased discharge (meteorological
influences) (Hicks, 2009). In general, the closer a breakup is to a mechanical breakup, the more damage it will
create due to the increased discharge and ice parts (Beltaos and Prowse, 2009).

The first stage in a thermal breakup is the melt of snow on top of the ice cover due to increased temperatures.
Because of the decreased albedo, more and more solar energy will be absorbed, which increases the thermal
breakup process (Hicks, 2016). Then open leads will develop at the thinner locations of the ice cover, lowering
the albedo even more. The water absorbs the heat energy and will melt the ice cover from the underside,
enlarging the open leads. Ultimately, all the ice disappears and the river is open again (Hicks, 2016).

The first stages of a mechanic breakup are the same as for a thermal breakup, the snow on the ice cover melt
and open leads develop. However, in the case of a mechanical breakup, the water level typically rise fast,
resulting in stresses on the ice cover. Usually, the ice cover is not able to resist the forces and the ice sheet
will crack. Normally these cracks can be found along the banks, making the main ice sheet free to float up
with the rising water levels. Also transverse cracks form, due to the increased flow stress on the underside of
the ice cover. At that time the ice cover is broken in ice sheets that are still relatively large, and are generally
not able to move due to geometric constraints of the river, like tight bends or islands in the channel (Hicks,
2016). Due to the flow drag, the ice sheet will break into smaller pieces and drift downstream with the flow.
Ultimately this running might stop due to a new geometric constraint of the river or an intact ice sheet, which
may initiate an ice jam. This jam obstructs the water flow and causes the water level to rise upstream. Due
to the sudden blockage, a backwater wave propagates upstream, possibly leading to additional fractures in
upstream ice sheets (Hicks, 2009).

The water levels upstream of the ice jam increase and the ice jam may lengthen due to incoming ice, increas-
ing the forces on the ice cover. In general, these increased stresses result in a collapse of the accumulation,
which thickens the ice cover. When the internal strength is no longer able to withstand the forces caused by
the ice and water, the ice jam may release (Hicks, 2016). The moving ice is generally referred to as ice runs, the
waves that appear due to the release of the ice jam are referred to as javes (Beltaos and Prowse, 2009). Down-
stream, when the ice runs and javes encounter new impediments, new ice jams may be formed. Eventually,
extreme long ice jams may be formed, increasing the flood risk (Hicks, 2009).

Ice stage interpretation
The stage of the river ice influences the signal that is visible in a SAR image. In Figure 2.3 a basic explanation
is presented that tells how different ice stages can be recognized in a SAR image. A more in-depth explanation
is given in the next sections of this chapter.
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When the river is free of ice, before the freeze-up has started or after breakup season, the reflected signal in all
polarizations is low. The incoming EM waves are reflected away from the sensor, as the water will behave like
a ’mirror’. When there is a dry ice sheet, during the winter and the beginning of the breakup season, there will
be a relatively high signal visible in all polarizations. A part of the radar signals will be reflected back to the
SAR sensor by the surface. Another fraction will penetrate the ice layer, reflect at discontinuities inside the
layer and redirected back to the sensor. A part of this reflection occurs at the water-ice interface. For a melting
ice sheet, during a thermal meltout, the reflection back to the sensor will be low. The same phenomenon as
with open water can be found, hence the layer will behave like a mirror. During an ice jam, very interesting
things happen with the radar signals. Due to the rough surface and the dynamic structure, the backscatter
will be very high in the co-polarization channels (HH and VV). Another part of the EM waves will depolarize,
giving a large backscatter in the cross-polarization channels (HV and VH) as well. More information about
the difference between the polarization channels and depolarization can be found in Section 2.4.

Figure 2.3: Qualitative comparison of radar backscatter during different stages of ice on a river, occurring during winter and spring. Open
water can be found before freeze-up and after breakup season. In winter and during the beginning of spring, a large part of a frozen river
consists of a dry ice layer. During a thermal breakup, a melting ice sheet is present. During a dynamic breakup, ice jams are formed and
released. In the Sentinel-1 co-pol (VV) and cross-pol (VH) images the ice jam is clearly visible.

2.2. ACTIVE MICROWAVE SENSORS
River ice has a broad social and economic impact, can be used as an indicator for climate variability and cli-
mate change and, on top of that, influences the aquatic ecosystem (Duguay et al., 2015). However, a dramatic
reduction in ground-based observations has taken place since the 1980s (e.g. Prowse et al., 2011). Satellite
remote sensing provides the necessary means to increase the monitoring possibilities, due to its high spatial
and temporal resolution.

Microwave sensing covers the range from approximately 1 cm to 1 m wavelength. Due to its long wavelengths
compared to visible and near-infrared techniques, microwaves have special properties that can be very useful
in monitoring river ice. Because of the longer wavelengths, microwaves are able to penetrate clouds and
measure in all weather conditions (Ulaby et al., 1986).
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Figure 2.4: Active and passive microwave remote sensing. Passive remote sensing systems record EM radiation from the sun, atmosphere
or surface or the Earth. Active remote sensing techniques are not dependent on the sun’s EM radiation or thermal properties of the Earth,
but create their own EM energy.

Microwave sensing includes active and passive forms of remote sensing, see Figure 2.4. In passive microwave
remote sensing, a sensor detects the naturally emitted energy with a microwave wavelength of a target. Ap-
plications of passive microwave remote sensing include hydrology (soil moisture measurements), oceanog-
raphy (mapping sea ice, currents, surface winds and the detection of pollutants, such as oil slicks) and me-
teorology (measurements of water and ozone contents) (Canada Centre for Remote Sensing, 2019). A major
disadvantage of passive imaging sensors is that they do not emit their own radiation, but receive natural light
and thermal radiation from the Sun and the Earth’s surface. Reflected energy will only be measured by a pas-
sive imaging sensor when the sun is illuminating the Earth, i.e. during the day (Canada Centre for Remote
Sensing, 2019). In contrast, in active microwave remote sensing, sensors provide their own source of mi-
crowave radiation to illuminate an object, which enables them to image a target, day and night and through
cloud covers (Ulaby et al., 1986).

Figure 2.5: Observation geometry of a SLAR system. The radar is located at altitude H and observes the Earth with a looking angle θl .
The size of the footprint S is defined by the beamwidth β and the distance between the satellite and the slant range R. The generation of
a scene is facilitated by the forward motion of the SLAR system. Acquired from Flores-Anderson et al. (2019).

Active microwave remote sensing is generally divided into two classes: imaging and non-imaging. Non-
imaging microwave sensors, like altimeters and scatterometers, measure in one linear dimension, e.g. dis-
tances. This research focuses on imaging active microwave sensors, that make a two-dimensional represen-
tation of an area by measuring the intensity of the backscattered energy (Canada Centre for Remote Sensing,
2019).
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The most common form of imaging active microwave sensors is RADAR, which is an acronym for (imaging)
RAdio Detection And Ranging (Canada Centre for Remote Sensing, 2019). Although radar systems now use
microwave wavelength energy almost exclusively instead of radio waves, the acronym was never changed
(James, 1989). The first radio microwaves were generated and detected in an experiment conducted by Hertz
in 1886. Hertz demonstrated that the waves were subject to reflection (Buderi, 1996). Shortly after the turn
of the century military consideration really boosted the development of radar during the World War II: the
imaging radars were used for detecting and positioning of aircraft and ships (Hanssen, 2001).

In the 1950s Side-looking (Airborne) Radar (SLAR) was developed (Canada Centre for Remote Sensing, 2019).
Unlike most optical imaging systems, the antenna of a SLAR system ‘looks’ at targets with the looking angle
θl (Skolnik et al., 1980). Sometimes the incidence angle θi is annotated, which equals 90°- θl . The antenna
illuminates an area on the Earth’s surface, the so-called footprint, see Figure 2.5. The size of this footprint S, in
both range (across-track dimension perpendicular to the flight direction) and azimuth direction (along-track
dimension parallel to the flight direction), is defined by

S ≈ λ

L
R (2.1)

where λ is the wavelength of the sensor, L the length of the antenna and R the distance of the sensor from the
ground (Raney, 1998).

The spatial resolution of a SAR system defines the minimum separation between two targets, which are in-
distinguishable in a SAR image. The higher the spatial resolution of the sensor, the more detail a SAR image
contains. Spatial resolution is frequently confused with pixel size, event though the concepts are not inter-
changeable. Pixel size is the spacing of the pixels after processing the data (Flores-Anderson et al., 2019). SAR
spatial resolution is determined in the two principal SAR image directions: ground range and azimuth. The
ground range resolution (ρG ) is derived from slant range (across-track) resolution (ρR ). Targets can be dis-
tinguished if their slant range separation is greater than half the transmitted pulse length. Hence, the slant
range resolution is defined by

ρR = c ·τP

2
(2.2)

where c corresponds to the speed of light and τP the transmitted pulse length (Skolnik et al., 1980). The
ground range resolution can be computed by projecting the slant range resolution onto the ground surface,
which requires correction for the local slope and elevation of the terrain. Hence, the ground range resolution
can be written as

ρG = ρR

sinθi
(2.3)

where ρR is the slant range resolution and θi the incidence angle. The azimuth resolution (ρAZ ) is defined by
the width of the beam in azimuth direction, which is determined by the antenna length. Following Equation
2.1, the azimuth resolution is defined by

ρAZ = S AZ ≈ λ

L AZ
R (2.4)

with S AZ indicating the antenna footprint in azimuth direction, λ the wavelength of the sensor, L AZ the side
length of the antenna in azimuth direction and R corresponding to the distance to the ground (Skolnik et al.,
1980).
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Figure 2.6: Observation geometry of a SAR system. The SAR principle synthesizes a much longer effective antenna from a sequence
of observations made with a shorter antenna as the system moves in forward direction. The length LS A of a synthetic aperture can be
estimated by multiplying the beamwidth β with the nominal slant range R0. Acquired from Flores-Anderson et al. (2019).

To achieve acceptable azimuth resolutions, lengths of antennas are required that are not feasible with current-
day technology. In 1952 a more practical solution for the azimuth resolution problem was developed, the
Synthetic Aperture Radar (SAR) (Hanssen, 2001). SAR is able to acquire a finer azimuth resolution by making
use of the forward motion of a platform and special method of recording and processing the backscattered
signal (Canada Centre for Remote Sensing, 2019), see Figure 2.6. A SAR image has a much higher resolution
than SLAR images and is the basis for all modern radar systems (Moreira et al., 2013).

2.3. INTERACTION OF RADAR SIGNALS WITH RIVER ICE
Now that the seasonal cycle of river ice and the basic principles of a polarimetric SAR system are known, the
interaction of radar signals with the ice target is discussed in this section. SAR systems transmit EM signals
and measure the backscattered portion of this signal in the direction of the sensor. The radar backscattering
coefficientσ0 provides information about the imaged target and is a function of both surface and sensor char-
acteristics (Unterschultz et al., 2009). Although the radar backscattering coefficient contains very interesting
information about the river ice, the signal is difficult to interpret. Under predominantly freezing conditions,
the microwave signal is able to penetrate through the surface and thus contains information about the surface
and the internal structure of the river ice (Hall and Martinec, 1985).

Many different components influence a received radar signal, including river and sensor characteristics.
These parameters are discussed in Section 2.3.2. To understand how these variables influence the backscat-
ter, first the basic principle of a backscattered radar signal is discussed in Section 2.3.1.

2.3.1. SCATTERING MECHANISMS
The backscatttered signal that is measured by the SAR sensor consists of a combination of echos from the
target. There are two main types of scattering mechanisms: surface scattering and volume scattering. The
contribution of surface and volume scattering to the backscattered signal is influenced by the characteristics
of the (partly) frozen ice. In order to understand this interplay, it is convenient to split the river into four
components: water, ice, snow and air (Chu et al., 2015), see Figure 2.7.

Surface scattering reflects the incoming EM wave at the interface of target components with different dielec-
tric properties. During winter, the main part of the surface scattering occurs at the water-ice interface. The
EM wave can penetrate through the dry ice layer and reflects at the water-ice layer. The signal scatters at
this interface, because there is a larger difference in dielectric constant between the ice (DC ≈ 3) and water
layer (DC ≈ 80). However, this changes when the breakup season arrives. Due to the warmer temperatures,
the snow and ice start melting which limits the penetration of the radar signal. Resulting in a surface-air
interface that starts to dominate the backscatter (Unterschultz et al., 2009).
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Figure 2.7: Geometry of the scattering problem. During the ice season, the river can be simplified as a combination of layers: water, ice,
snow and air. These four components play an important role in the amount and type of backscatter that a SAR sensor receives.

Volume scattering occurs in inhomogeneous layers. In the case of river ice, this will be mainly in the snow
and ice layer, in which there are dielectric discontinuities like cracks, air inclusions and impurities. When the
signal penetrates a layer, it can be reflected at these dielectric discontinuities and be redirected back to the
sensor (Unterschultz et al., 2009). Besides the dependence of volume scattering on the heterogeneous nature
of the ice layer, it also depends on sensor properties, such as wavelength and incidence angle (Weber et al.,
2003). If the size of the dielectric discontinuities in the river ice is small relative to the wavelength, the volume
backscattering component is low. More about this is Section 2.3.2.

To conclude, highly heterogeneous ice covers can be expected to have a higher backscattered signal from both
surface and volume scattering (Chu et al., 2015). The effect of the radar side-looking geometry, the sensor and
river ice characteristics on the type and amount of backscatter, are discussed in the following sections.

2.3.2. INFLUENCING PARAMETERS
The interaction of microwave signals with a target is a function of the observed target and the characteristics
of the sensor. Also, the relative orientation of the sensor to the observed target influences the backscatter
received by the SAR system. Three of the most important influencing parameters on the received backscatter
are explained in the next paragraphs.

EFFECT OF RIVER ICE CHARACTERISTICS

The first source that influences the backscattered radar signal are the characteristics of the river ice itself. The
two most important parameters that influence the backscatter are the surface roughness and the dielectric
properties.

Surface roughness
The surface roughness, abbreviated as hrough, specifies how rough a surface is. As was presented in Figure
2.7, an ice cover knows multiple layers, and thus multiple surfaces that can vary in amount of roughness.
Whether a surface appears rough is a relative concept. Relative roughness depends upon the wavelength and
incidence angle of the SAR sensor (Unterschultz et al., 2009).

There are two famous criteria on when a surface is defined as rough, namely the Rayleigh Criterion and Fraun-
hofer Criterion. In literature, the Rayleigh Criterion is used as a first-order classification of when a surface can
be defined as rough or smooth. However, for natural surfaces the stricter Fraunhofer criterion for smoothness
is more appropriate (Woodhouse, 2017). Both criteria indicate a surface as rough when the height deviation
from the mean height of the surface exceeds the value of hrough, which is determined by Equations 2.5 and
2.6 (Ulaby et al., 1986):

hrough >λ/(8 ·cosθi ) Rayleigh Criterion (2.5)

hrough >λ/(32 ·cosθi ) Fraunhofer Criterion (2.6)

where hrough is the standard deviation of the surface height, λ the signal wavelength and θi the incidence
angle. Note that according to Equations 2.5 and 2.6 a layer might be indicated as rough in X-band, but not in
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L-band. The concept of effective roughness is explained by Figure 2.8, which shows that a rougher surface can
lead to different scattering behaviour. This figure is in accordance with the Fraunhofer Criterion (Equation
2.6).

Figure 2.8: Sketch of the dependence of surface roughness on the sensor wavelength (in accordance with the Fraunhofer Criterion). The
amount of backscatter increases as the wavelength-dependent surface roughness increases, hence the same pixel may look darker on a
L-band (λ = 24 cm) than on a X-band (λ = 3.1 cm) SAR image. Acquired from Flores-Anderson et al. (2019).

For a smooth surface, most of the energy is directed away from the surface in a single direction, hence no
significant portion of the energy will be backscattered to the sensor. This ‘mirror-like’ reflection is referred to
as specular reflection. Such coherent surface scatters arise in for example calm water or a smooth ice surface
and will show dark in a radar image. For most natural surfaces we find diffuse or non-coherent scattering. A
rough surface will create a diffuse scattering resulting in a stronger backscatter, hence a brighter pixel in a
SAR image (Skolnik et al., 1980).

Dielectric constant
The second parameter that influences the reflection of the radar signal, is the relative dielectric constant
(DC) εr, which describes how deep the signal penetrates the surface. The relative DC of river ice and snow
is almost completely dependent on their free-water content (Unterschultz et al., 2009). When the ice cover
is dry, microwave signals with frequencies between 1 to 10 GHz can potentially penetrate to depths ranging
from 100 m to 10 m respectively (Hallikainen and Winebrenner, 1992). However, when the breakup season
arrives and the ice starts to melt, the penetration depth decreases.

The penetration depth (δp ) represents the largest depth within a medium that can contribute to the backscat-
ter. This depth is defined as the depth at which the power of a propagating wave is equal to e−1 of the power
at the surface of that medium. If scattering losses are ignored, the penetration depth in the direction of the
incidence angle can be calculated by

δp = λ

4π

1√
[1+ ( ε

"

ε
′ )

1
2 ∗ ε

′
2

(2.7)

where λ is the wavelength of the sensor in free space, ε
′

and ε" the real and imaginary part of the dielectric
permittivity (Ulaby et al., 1986). In reality, the penetration depth of a wave will be smaller than the calculated
δp in Equation 2.7, due to scattering losses (Hallikainen and Ulaby, 1986).

Ice in its liquid state (i.e. water) has an extremely high DC (around 80). Consequently, the reflection of mi-
crowaves at the ice surface increases and nearly no penetration is allowed. When the water crystallises into
clear ice, the molecules bound and are no longer able to interact with the radar signal. This results in an
extreme drop of the DC (around 3.2) (Cumming, 1952), making the layer almost transparent to the incoming
microwaves. Surfaces with a high DC (i.e. water) have an increased radar reflectivity. For large incidence
angels, most of the scattering will reflect away from the sensor, resulting in a low measured backscatter. The
dielectric properties of different water stages are presented in Table 2.1.
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Table 2.1: The most important dielectric constants for river ice analysis. Adapted from Weber et al. (2003).

Dielectric constant Source
Air 1 Evans (1965)
Freshwater ice - clear ice with air bubbles > 0.6 cm 2.99 Cooper et al. (1976)
Freshwater ice - milky ice 3.08 Cooper et al. (1976)
Freshwater ice - clear ice 3.17 Evans (1965)
Dry snow 1.2-2.0 Hallikainen and Ulaby (1986)
Wet snow >35 Hall and Martinec (1985)
Fresh water 81 Raney (1998)

EFFECT OF SENSOR CHARACTERISTICS

There are several SAR sensor characteristics that influence the radar return signal, namely wavelength (or fre-
quency), incidence angle and polarization of the emitted EM waves (Unterschultz et al., 2009). The following
discussion focuses on the effect of each of these sensor characteristics.

Wavelength
The wavelength is of primary importance in the interaction of EM waves with river ice. The wavelength affects
the penetration capacity and the spatial distribution of the scattered power. In a comparable situation, a
microwave sensor with a longer wave penetrates river ice to a greater depth than a sensor with a shorter
wavelength. The distribution of the scattered power is related to the scattering mechanisms (surface, volume,
double-bounce scattering). The effective scale of the river ice roughness is relative to the incident wavelength,
hence the wavelength determines the scattering patterns of a backscattered signal from a target (van der
Sanden, 1997).

In this study, there is no difference in wavelength between the acquisitions, because only one frequency was
used (5.3 GHz). All selected SAR sensors measure at C-band, which is equivalent to a wavelength of 5.6 cm.

Incidence angle
The incidence angle influences the roughness sensitivity of a sensor, and therefore the amount of the backscat-
tered signal. The incidence angle describes the angle between the sensor and the normal to the intercepting
surface. When slopes are tilted toward the sensor, a stronger backscatter is expected than for slopes tilted
away from the sensor (Farr, 1993). The effect of the incidence angle on the radar backscatter is less pro-
nounced for rougher surfaces, because the returned signal is dominated by diffuse scattering rather than
specular reflection. Likewise, for targets where volume scattering is dominant, the effect of the incidence
angle reduces (Unterschultz et al., 2009).

Figure 2.9: The relationship between the incidence angle and the radar backscattered intensity. The backscatter generally decreases for
larger incidence angle. The influence of the incidence angle increases with decreasing surface roughness. Acquired from Imhoff (1995).
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Figure 2.9 shows the effect of the incidence angle on the radar backscatter for smooth, intermediate and rough
surfaces. Smooth surfaces (see Eq. 2.5 and 2.6) act like a mirror, when the incidence angle is small. However,
with an incidence angle larger than 20°, the amount of backscatter decreases, because the specular reflection
is directed away from the antenna. The opposite phenomenon occurs for rough surfaces. For steep incidence
angles, most of the emitted signal is scattered in random directions, resulting in a lower total backscatter than
from a smooth surface at the same incidence angle. For larger incidence angles, rough surfaces still produce a
lot of random scattering, which results in a higher backscatter than for smooth surface at the same incidence
angle (Imhoff, 1995).

The effect of different incidence angles on the backscattered signal was studied in this research. There was a
large variety of incidence angles in the used data products, ranging from ±20° to ±50°.

Polarization
The polarization of SARs affects the interaction with river ice, because it defines the plane in which the mi-
crowave and river ice interact (van der Sanden, 1997). SAR is an active sensor that uses its own source of
illumination, which enables SARs to control the polarization of a transmitted or received signal. The scatter-
ing mechanisms do not contribute to all polarimetric channels equally (Mermoz et al., 2009).

Figure 2.10: Depolarization caused by surface scattering. In case of a smooth surface (a), generally speaking the outgoing signal will
be scattered back with the same polarization as the incoming signal. In this figure the incoming signal is vertically polarized, resulting
in an outgoing signal that is also vertically polarized. The amount of backscatter received by the sensor is dependent on the angle of
the surface relative to the incoming signal. For a rougher surface (b), there can be some depolarization. When the incoming signal is
vertically polarized, the signal can be depolarized, resulting in a horizontally polarized backscatter.

In general, when the backscattered signal is mostly created by surface scattering, the amount of depolariza-
tion is low. This means that if the outgoing signal is vertically polarized, the direction of the backscattered
signal will remain unchanged and be vertical as well. The same holds for incoming horizontally polarized
waves, which will also create outgoing horizontal waves. This results in a high SV V and SH H , and relatively
low SHV and SV H when the backscatter is mainly generated by surface scattering. However, when the surface
of a target is very rough relative to the incoming wavelength, theory tells that there might be little depolariza-
tion (Freeman and Durden, 1998), see Figure 2.10.

Figure 2.11: Depolarization caused by volume scattering. When a radar signal penetrates a target, the signal can hit an isotropic point
scatterer (a). In general, this backscattered signal will have the same polarization as the incoming signal. For anisotropic scatterers (b)
this is not the case. The anisotropic nature causes the incoming signal to change of polarization, so if the incoming signal is vertically
polarized, the outgoing signal will be horizontally polarized. When a signal hits multiple scatterers (c), the signal can depolarize as well.

The main source of depolarization of an incoming SAR signal is volume scattering. A horizontally polarized
wave might hit several impurities, bounce back and forth among them, and be backscattered to the satellite
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in a vertically polarized state. However, in general the overall radar backscatter received from a depolarized
signal is much lower than from a non-depolarized signal (Freeman and Durden, 1998). Whether a signal de-
polarizes, is dependent on the nature of the scatterer, see Figure 2.11. When an incoming radar signal hits
a single isotropic point scatterer and is scattered back to the sensor immediately, usually the signal will not
depolarize. When the scatterer is non-isotropic, and thus has a different value when measured in different di-
rections, the signal may depolarize. The same holds for a signal that hits multiple scatterers. These scatterers
can be located in one or multiple layers (Groenenboom and Snieder, 1995). See Figure 2.11.

EFFECT OF RADAR SIDE-LOOKING GEOMETRY

The viewing geometry describes the relative orientation of the SAR sensor to the observed object. Depending
on the orientation of objects relative to the sensor, effects as foreshortening, layover and shadowing may be
induced. These characteristics result from the side-looking configuration of the SAR system (van der Sanden,
1997).

Figure 2.12: Visual representation of viewing geometry distortions: foreshortening, layover and radar shadow. Radar images are projec-
tions of a scene onto an image plane, leading to characteristic distortions. Acquired from van Zyl (2011).

Foreshortening occurs along slopes that face the sensor and results in high radar returns. Layover also results
in a high backscatter, but occurs when the radar return signal from the peak of the target is received earlier
than the returned signal at the base of the target. Radar shadowing appears when a slope faces away from the
sensor, with an angle that is steeper than the sensor depression angle (angle between the radar beam and the
horizontal at the radar platform) (Unterschultz et al., 2009). A visual representation of foreshortening, layover
and radar shadowing is presented if Figure 2.12.

2.4. POLARIZATION OF ELECTROMAGNETIC WAVES
Different polarization modes are affected differently in their interaction with river ice. The polarization state
of an EM wave can change when the wave scatters from a target, also referred to as depolarization. Depolar-
ization is a measure of the change in the degree of polarization of a polarized incident wave as a consequence
of scattering (Emery and Camps, 2017). Consequently, the measurement of depolarization leads to a better
understanding of the local scattering mechanisms of the scene.

2.4.1. LINEAR AND CIRCULAR POLARIZATION
For man-made sources, such as SARs, the transmitted and received radar waves have a well-defined polar-
ization (van Zyl, 2011). There are three categories of polarized waves: linear, circular and elliptical (Nave,
2011). Linear polarization is an EM wave that is an in-plane wave, this concept is explained in Figure 2.13. In
this research, the data products of Sentinel-1 and RADARSAT-2 were used, which transmit and receive linear
polarized waves.

Besides linear polarization, recently also circular polarization modes are becoming more popular for SAR
systems. For circular polarization, both H and V waves are transmitted with a 90 degrees phase difference. The
concept is explained in Figure 2.14. In this study circular polarized waves from the RADARSAT Constellation
Mission are used.
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Figure 2.13: A plane EM wave is said to be linearly polarized. The electric field wave (red) is accompanied by a magnetic field wave (blue)
as illustrated. In this figure, a vertical transmitted wave is presented. However, also horizontal EM waves can be transmitted. Acquired
from Nave (2011).

Figure 2.14: Circular polarization consists of two orthogonal EM plane waves, an H-wave and a V-wave. The waves are equal in ampli-
tude, but differ in phase by 90 degrees. Circular polarizations could be right- or left-circularly polarized. When looking at the incoming
wave, the electric vector of the EM wave coming towards you rotates counterclockwise. However, we refer to this wave as right-circular
wave, as the direction of propagation is clockwise. Acquired from Nave (2011).

In this study a compact mode of circular polarimetry was used. In compact polarimetric configurations, only
one transmit/receive cycle is required instead of two that are required for a quad-pol system. Hence, this
reduces the pulse repetition frequency and data rates by a factor of two for a given swath width (Boularbah
et al., 2012). The circular compact mode transmits circular waves and receives linear H and V waves. This
configuration is known as Circular-Transmit-Linear-Receive, abbreviated as CTLR (Raney, 2007).

The last category of polarization is known as elliptical polarization. This concept is very similar to circular
polarization, but for elliptical polarization the phase difference is not equal to 90 degrees (Nave, 2011). This
type of polarization is not used for transmitted radar signals in SAR systems, so will not be further discussed.

A SAR system can be designed to operate as a linear single polarization system (from now on referred to as
single-pol), where there is a single polarization transmitted and received. A linear dual polarized system (re-
ferred to as dual-pol) transmits horizontally or vertically polarized waves, and receives both polarizations.
Quadrature polarized radars (referred to as quad-pol or full-pol) use the four polarization modes, the sys-
tem alternates between transmitting and receiving both horizontally and vertically polarized waves. CTLR
compact-pols transmit a circularly polarized signal, which can be right-circular or left-circular, and receive
circular signals or horizontally or vertically linear polarized signals (Canada Centre for Remote Sensing, 2019).
The single-, dual-, quad- and compact-pol options give different possible combinations of transmitted and
received polarization channels. The possible options are summarized below, where the first character indi-
cates the transmitting signal and the character the receiving:

• Linear single polarization (single-pol)

– HH - horizontal transmit / horizontal receive
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– VV - vertical transmit / vertical receive

• Linear dual polarization (dual-pol)

– HH and HV - horizontal transmit / horizontal and vertical receive

– VV and VH - vertical transmit / vertical and horizontal receive

• Linear quadrature polarization (quad-pol)

– HH, HV, VH and VV - horizontal and vertical transmit / horizontal and vertical receive

• CTLR polarization (compact-pol)

– Right Circular Transmit, Linear Receive (CTLR): CH and CV - right-circular or left-circular trans-
mit, horizontal and vertical receive

In this study, SAR data from different satellites were used: Sentinel-1, RADARSAT-2 and RCM. Table 2.2 shows
the polarization configuration of each satellite. Depending on the settings and beam mode, single-, dual-,
quad-, and/or compact-pol data are acquired by these satellites.

Table 2.2: Polarization options of Sentinel-1, RADARSAT-2 and RADARSAT Constellation Mission. Over land, Sentinel-1 acquires data
in dual-pol modus. Depending on the used beam mode, RADARSAT-2 and RCM data acquire data with different polarizations. In this
study, Sentinel-1 dual-pol data, RADARSAT-2 quad-pol data and RCM compact-pol data were used.

Sentinel-1 RADARSAT-2 RCM

Single-pol: VV Single-pol: HH
Single-pol: HH
Single-pol: VV

Dual-pol: VV and VH Dual-pol: HH and HV
Dual-pol: HH and HV
Dual-pol: VV and VH

Quad-pol: HH, HV,
VH and VV

Quad-pol: HH, HV,
VH and VV
Compact-pol: CH and CV

2.4.2. POLARIMETRIC THEORY
In the previous section, different polarization modes were introduced: single-pol, dual-pol, quad-pol and
compact-pol. From the last two polarization modes, quad-pol and compact-pol, polarimetric information
can be subtracted. For dual-pol data, semi-polarimetric data can be computed. This polarimetric informa-
tion is encoded in a scattering matrix S. For every pixel imaged by a quad-pol SAR, the scattering matrix is
defined as

S =
[

SH H SHV

SV H SV V

]
(2.8)

where the elements of the matrix represent the response of all scatterers for all combinations of input-output
polarization. Si j is a complex expression of the received electric field for transmit polarization i and receive
polarization j (Henderson and Lewis, 1998). Hence, the first and second subscripts represent the transmitted
and received signals respectively.

The scattering matrix of a single-pol or dual-pol SAR can be easily constructed based on Equation 2.8. For
a single-pol SAR system that transmits and receives vertically polarized waves (VV), elements SH H , SHV and
SV H equal zero. For RCM compact-pol the first index i of the scattering elements should be replaced by the
transmitted right-circular wave R.

In this study monostatic system configurations were used, i.e. transmitter and receiver are located at the
same platform. For these systems, SHV = SV H holds according to the reciprocity theorem (Lee and Pottier,
2009). The reciprocity constraints that the matrix is symmetrical for the cross-polarization channels, so SHV

= SV H .

The scattering matrix cannot characterize distributed targets. For this purpose, polarimetric data sets can be
translated into different matrix representations which contain a re-organized form of the scattering matrix S
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(Henderson and Lewis, 1998). Hence, for many polarimetric interpretation methods not the scattering matrix
S, but the coviarance matrix C and coherency matrix T are used. The covariance and the coherency matrices
contain the same information, but this information comes in different forms (Qi et al., 2012).

The second order covariance and coherency matrices are formulated using the vectorised forms of the scat-
tering matrix. For the covariance matrix the Lexicographic basis vector KL is used (see Equation 2.9), for the
construction of the coherency matrix the Pauli vector KP (see Equation 2.10) (Cloude and Pottier, 1996). The
target vectors are computed by

KL = [
SH H

p
2SHV SV V

]T
(2.9)

KP =p
2
[
SH H +SV V SH H −SV V 2SHV

]T
(2.10)

so that the covariance matrix C and coherency matrix T can be generated from the outer product of the basis
vectors and its conjugate transpose (Lee and Pottier, 2009), with

C = KL ·KL
∗T (2.11)

T = KP ·KP
∗T (2.12)

For fully polarized SAR images, the covariance matrix has a dimension of 3x3 and is represented by

C3 =
C 11 C 12 C 13

C 21 C 22 C 23
C 31 C 32 C 33

=
 | SH H |2 p

2SH H S∗
HV SH H S∗

V Vp
2SHV S∗

H H | SHV |2 p
2SHV S∗

V V
SV V S∗

H H

p
2SV V S∗

HV | SV V |2

 (2.13)

where matrix 2.13 contains the complete information of SAR data. Nevertheless, the covariance matrix C does
not allow a physical interpretation. This is why the coherency matrix T is often preferred, because its elements
are closely associated with physical and geometrical properties of the scattering process (Singh et al., 2019).

Like the covariance matrix, the coherency matrix contains nine elements and is constructed for every pixel in
an image. The matrix has the following parameterisations (Cloude and Pottier, 1996)

T = 1

2

 | SH H +SV V |2 (SH H +SV V )(SH H −SV V )∗ 2(SH H +SV V )S∗
HV

(SH H −SV V )(SH H +SV V )∗ | SH H −SV V |2 2(SH H −SV V )S∗
HV

2(SHV (SH H +SV V )∗) 2(SHV (SH H −SV V )∗) 4 | SHV |2

 (2.14)

2.5. SUPERVISED CLASSIFICATION
Nowadays earth observation data are abundant. Machine learning derives knowledge from this data in or-
der to make data-driven decisions and can be used to create a classifier. Within classification techniques, a
distinction is made between supervised and unsupervised learning (Raschka and Mirjalili, 2017). Supervised
classification involves the classification of pixels of unknown identity by means of a classification algorithm
using characteristics of pixels of known classes (referred to as training data) (Campbell and Wynne, 2011).
On the other hand, unsupervised classification involves the separation of image pixels into groupings based
upon similar spectral characteristics by means of a classification algorithm. Consequently, the groupings are
assigned to informational classes by the analyst (Enderle and Weih, 2005).

In this study, supervised classification is used, since it was considered important to select classes that repre-
sent features on the ground. Moreover, reference data from the observation flights of Alberta Environment
and Parks were available, which included labels of the different ice stages.
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2.5.1. MACHINE LEARNING TECHNIQUES
There are many supervised approaches in the field of machine learning and each technique has its advan-
tages and disadvantages. Skikit-Learn is a Python library that contains a range of useful techniques for clas-
sification purposes and other machine learning tasks. Among these classifiers are:

• K-Nearest Neighbours

• Support Vector Machines

• Naive Bayes

• Linear Discriminant Analysis

• Logistic Regression

• Random Forest

Several supervised classifiers were compared in this study. This will not be further discussed in the main
part of this thesis, however a comparison on the performance of different supervisors was made in Appendix
C. The Random Forest model was evaluated as the best classifier over various types of data sets. Moreover,
Random Forest classification has proven successful in other ice type and ice-water classification studies (e.g.
Dabboor et al., 2018, Hoekstra et al., 2020, Shen et al., 2017).

For this study, besides the highest accuracies that were achieved in some tests, there are three other advan-
tages of using a Random Forest classifier over other machine learning approaches. First of all, a Random
Forest classifier is less affected by outliers and noise in a data set than other machine learning techniques,
which is of great importance for SAR classification due to the presence of speckle noise in SAR images. Sec-
ondly, Random Forest classifiers can deal with many input features, which is necessary for this work since the
importance of different intensity, polarimetric and texture features were studied. Finally, a Random Forest
model is able to determine the importance of each feature (Hoekstra et al., 2020). This is of great importance
for this study, since the added value of polarimetric and texture features is examined.

2.5.2. RANDOM FOREST CLASSIFIER
Random Forest (RF) classifiers are considered one of the most simple, yet most used machine learning clas-
sifiers.

RF classifiers use an ensemble learning method for classification problems. A RF-model consists of many
building blocks, which are also known as decision trees. A decision tree is a very basic decision scheme based
on split rules that categorize the data until certain criteria are met, see Figure 2.15.

A Random Forest model consists of a large number of individual decision trees that operate as a group. Rather
than simply averaging the prediction of those trees, the model uses two random concepts: (1) random sam-
pling of training data points when building trees and (2) random subsets of features considered when splitting
nodes. The first key concept is also known as bootstrapping. During the training process, each tree in the Ran-
dom Forest learns from a random sample of the data set. The samples are drawn with replacement, hence
some samples will be used multiple times. The procedure of training each individual tree on different subsets
on the data and then averaging the predictions is also known as bagging (bootstrap aggregating). The second
concept that causes randomness, is that only a subset of all the features is considered for splitting a node
(Liaw et al., 2002). These random elements create an ensemble model that combines the predictions from
multiple algorithms together to make more accurate predictions than any individual model.
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Figure 2.15: A conceptual illustration of a Random Forest model. After "planting" multiple independent decision trees, a RF takes a
majority vote to predict a class.

2.5.3. OVERVIEW OF FEATURES
In machine learning, a feature is an individual measurable property of a phenomenon being observed. Choos-
ing informative and discriminating features is a crucial step for effective algorithms in classification (Bishop,
2006).

Often river ice classifications are solely based on intensity features (e.g. Floyd et al., 2014, Gauthier et al., 2010,
Sobiech and Dierking, 2013). This study aimed to get more out of the SAR data than co-pol backscatter alone
and studied the added value of polarimetric and texture features.

In this section, an overview of the studied features is provided, including the calculations and their physical
meaning. For each river ice stage (i.e. sheet ice, ice jam and open water) the feature value is estimated. In a
later phase of this study, the hypothesized values and actual measurements are compared. In the subsections
below, reasoning for the hypothesized values is provided. The matrix with hypothesized values can be found
in Figure 2.16.

INTENSITY FEATURES

Backscatter intensity
The most commonly used feature in radar research is the backscatter intensity, which can be extracted from
each SAR image. The pixel intensity values are often converted to a physical quantity called the backscattering
coefficient. In remote sensing, the backscatter is commonly expressed in terms of sigma nought (σ0), beta
nought (β0) or gamma nought (γ0). In this study, the gamma nought backscattering coefficient was used to
analyse and compare the intensities from the SAR images.

Sigma nought is the most basic backscattering coefficient and calibrates the backscatter returned to the SAR
antenna from a unit area on the ground, and is thus related to ground range. This backscatter coefficient has
a significant variation with incidence angle.

To correct for the effect of the incidence angle, the β0 and γ0 backscattering coefficients are used. Beta
nought, also known as the radar brightness coefficient, is obtained when the ratio between the power trans-
mitted and received by the antenna is computed. Beta nought is related to slant range. The last backscatter
coefficient gamma nought, also known as terrain-flattened gamma nought, is computed when the reference
area is defined to be in the plane perpendicular to the line of sight from a sensor to an ellipsoidal model of
the ground surface. In theory this means that near range and far range cells are equally bright (Small, 2011).

Depending on the polarization channels used during a SAR acquisition, a different number of intensities can
be extracted. For Sentinel-1 that operates in dual-pol, the VV and VH intensity are obtained. RADARSAT-2
quad-pol acquires the HH, HV, VH and VV channels. When RCM operates in compact-pol, two intensities are
obtained, namely CH and CV.
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Figure 2.16: Hypothesized feature values for the three feature classes, i.e. intensity, polarimetric and texture features. An expected value
for each feature is indicated, ranging from low (black) to high (white).
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The used backscattering coefficient in this research, gamma nought, is obtained by normalising sigma nought
with respect to the incidence angle. In this way some of the range-dependency of the sigma nought backscat-
ter is removed. The standard formula to calculate sigma nought from the backscatter amplitude is (Rosen-
qvist and Killough, 2018):

σ0 = DN 2 +K (2.15)

where DN is the image pixel digital number measured in a SAR amplitude image. The unit of sigma nought is
[m2/m2], and can be expressed in decibel. K is a calibration factor that varies depending on the SAR sensor
and processor system used.

From sigma nought, the terrain-flattened gamma nought backscatter coefficient can be computed by

γ0 =σ0/cosθi (2.16)

where the cosine of thet ai is used to find the backscatter coefficient per unit projected area.

In this study, for simplicity reasons the intensities were divided into two groups: co-pol (HH, VV, CH, CV) and
cross-pol (HV, VH). In order to accurately interpret the backscatter intensities, some understanding of the
interaction of the radar signals with the river ice is required.

A strong co-pol backscatter intensity can be expected when (a combination of) specific scattering mecha-
nisms occur. First of all, high gamma nought values are induced from surface scattering, for example when
there is a direct scatttering from a surface that is facing the radar. Another surface scattering mechanism
that results in a high co-pol backscattering intensity is diffuse scattering from a rough surface. Similar to
direct scattering, a rough surface will have areas pointing to the sensor that causes part of the signal to be
reflected back to the sensor. Also double-bounce scattering can cause a high co-pol backscatter. However,
double-bounce scattering does not often occur during the breakup of river ice (Unterschultz et al., 2009).
Secondly, also volume scattering can cause a high co-pol backscatter. When the radar signal gets reflected
by an isotropic scatterer, this will result in an enhanced co-pol backscatter. The highest co-pol values are
expected for ice jams, due to the rough surface and heterogeneous structure. Lowest values should be found
for open water, since the wet surface impedes penetration and causes the incoming radar signal to scatter in
a specular manner.

High cross-pol backscattering coefficients can be observed if the transmitted signal gets depolarized. Depo-
larization occurs when a radar signal gets reflected from very rough surfaces or from anisotropic or multi-
bounce volume scattering. Therefore, the highest cross-pol values are expected for ice jams.

Intensity ratio
Ratios between two individual intensities could give additional information about the target. Based on the
pixel intensity values, the ratios between co- and cross-polarization can be computed. In the case of a quad-
pol acquisition, the co-polarization ratio is HH/VV and the cross-polarization ratio is HV/VH. According to
the reciprocity theorem HV and VH are equal (Lee and Pottier, 2009). However, the ratio between HV and VH
is sometimes computed as well, to see if there is a difference that might provide extra information about the
target. Finally, the cross-co-pol ratio can be computed, which describes the amount of cross-pol (HV or VH)
compared to co-pol (HH or VV) intensity.

The ratio between two polarization channels in arbitrary xy polarization can be expressed as

Rxx−y y =
Sxx S∗

xx

Sy y S∗
y y

(2.17)

When one has interest in the ratio between the co-pol elements, the xx can be replaced by HH, the yy can
be replaced by VV. Similarly, the cross-pol ratio can be determined by replacing xx by HV and yy by VH. The
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depolarization is determined as the ratio of cross-pol to both co-pol channels, where the numerator equals
2*SHV , and the denominator SH H S∗

H H +SV V S∗
V V . For dual-pol sensors, the depolarization ratio holds xy/xx.

The co-pol, cross-pol and cross-co-pol ratio may provide different information. In this study, it is expected
that the co-pol and cross-pol ratios will not provide additional information about the target, because it is
hypothesized that both HH and VV as HV and VH will behave the same for the different ice stages.

On the other hand, cross-co-pol intensity ratios may provide additional information about an observed tar-
get. Complex surfaces or anisotropic or multiple-scattering surface layers cause a signal to depolarize. How-
ever, very rough surfaces like ice jams have a very high co-pol (i.e. HH or VV) intensity as well. Therefore,
even though the cross-pol intensity of ice jams is high, it is expected that they will have a low cross-co-pol
ratio.

POLARIMETRIC FEATURES

Polarimetric phase difference
The phase of a returned EM wave is recorded by polarimetric sensors and contains information about the
timing of one wave relative to another wave. When two EM waves are in phase, the phase difference equals
zero. When one polarization channel is delayed upon return as a result of interaction with the river ice,
the phase difference does not equal zero. The relative differences in phase between received polarimetric
channels are interesting. For each scattering event, the relative phase of waves is transformed. Therefore, the
polarimetric phase difference may provide additional information about an observed target.

Quad- and compact acquisitions measure the phase difference between the received backscatter signals of
the different polarization channels. The relative phase difference between HH and VV of a quad-pol acquisi-
tion, can be unequal to zero, which possibly provides additional information about the observed target.

The relative phase difference between HH and VV, also expressed asΦH H−V V , can be computed based on the
covariance matrix:

ΦH H−V V = at an(i mag [(Sxx S∗
xx )∗ con j (Sy y S∗

y y )],r eal [(Sxx S∗
xx )∗ con j (Sy y S∗

y y )]) (2.18)

were conj in the complex conjugate and Sxx S∗
xx and Sy y S∗

y y are the complex values of the requested polariza-
tions. The results are returned in degrees or radians.

Different phase features can be analyzed, namely the co-pol phase difference (i.e. HH and VV) and the cross-
pol phase difference (i.e. HH and HV or VV and VH). The phase difference between HV and VH is assumed
to be zero (reciprocity theory). The cross-pol phase difference is usually random, as there is little correlation
between the scattering phase centres of the co-pol and cross-pol channels.

On the other hand, the co-pol phase difference may provide information about the observed target, as is
characterizes the number of bounces that an EM wave experiences during reflection. Difference in phase
between the co-pol channels can be caused by many scattering mechanisms, including (1) single or odd
bounce surface scattering, (2) volume scattering or (3) double-bounce surface scattering (Ulaby et al., 1986).
When a backscattered signal only consists of surface scattering, the co-pol phase difference generally equals
zero. Conversely, double bounce scatterers of vertical cylinders increase phase difference to a maximum of
180° (Ulaby et al., 1986).

The relative phase difference can vary between -180° and 180°. An ideal single bounce scatterer will have a
co-pol difference of 0°, while an ideal double bounce scatterer will have a phase difference of 180°. In practical
situations, the co-pol phase difference has a value somewhere between 0° and 180°. An ice sheet is relatively
flat, which means few multi-bounce scattering will occur. For flat surfaces, a co-pol phase difference near 0°
is expected.

Polarimetric correlation coefficient
Already in 1991 Drinkwater et al. (1991) concluded that additional phase information, embedded in the cor-
relations between the different polarization channels, is important information for ice classification. Later it
was found that the correlation between the co-polarization channels HH and VV provides most information
(Eriksson et al., 1998).
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The polarimetric correlation coefficient is defined as the complex correlation between two polarization chan-
nels. A correlation coefficient is a complex number. It is computed as the average of the product between the
complex amplitude of arbitrary channel xx and the conjugate of the complex amplitude of arbitrary channel
yy. The coefficient is normalized by the square root of the products of the powers in xx and yy (Quegan, 1994).
The correlation coefficient in arbitrary xy polarization basis can be expressed as

ρxx y y =
Sxx S∗

y y√
Sxx S∗

xx ∗
√

Sy y S∗
y y

(2.19)

where ρxx y y is a complex number (Ainsworth et al., 2008). The magnitude of the correlation coefficient can
be determined by

| ρxx y y |=
√
ρ2

xx y yr eal
+ρ2

xx y yi mag
(2.20)

where the square root of the product of the real and imaginary part of the complex ρxx y y is taken. Then the
correlation coefficient between two co-polarized channels in the linear polarization basis can be obtained
by replacing xx xx by HH and yy by VV. The same can be done when the correlation coefficient between the
co-polarized and cross-polarized channels is desired, for example by replacing xx by HH and yy by HV.

If the magnitude of the correlation coefficient equals one, the received signal from the two channels is linearly
correlated. This can be expected when a backscatter is received from a corner reflector. If the magnitude is
less than one, this means that the channels xx and yy are not directly related. For the co-polarized correlation
coefficient, this can be the case when there is a different amount of depolarization for the transmitted H and
V waves.

The correlation coefficient of the co-polarized channels ρH HV V is related to the scattering mechanism. When
a surface is very rough, which is the case for ice jams, it is expected that the correlation coefficient is lower, as
the dominant scattering mechanism is odd-order scattering (Mermoz et al., 2009).

Eigenvalue decomposition parameters
Decomposition is a broad class of strategies that have proven to be useful for the classification of radar
backscatter (Cloude and Pottier, 1996). There are many different polarimetric decomposition methods that
allow the separation of scattering contributions and can be used to extract information about the scatter-
ing processes (Lee et al., 1999). Decomposition methods reduce all the information that is contained in the
covariance or coherency matrix into a small set of descriptors of the scattering mechanisms on the ground.

For fully polarized data, such as quad-pol RADARSAT-2 data product, a 3x3 matrix is used. For Sentinel-1
dual-pol data, pseudo decomposition parameters can be extracted based on a 2x2 matrix. Recently, also de-
composition methods for compact-pol data were developed. However, compact-pol data have a 2x2 matrix,
instead of a 3x3 matrix. To deal with this differently sized matrix, two options were developed in order to
apply decomposition on compact-pol data. The first method is to expand the 2x2 matrix to a pseudo 3x3
matrix. Such an operation depends on certain symmetry assumptions that cannot be met in all cases. An
alternative decomposition methodology for compact-pol radar data is based on the four-element Stokes vec-
tor (Charbonneau et al., 2010). Unfortunately, no decomposition parameters of compact-pol RCM data were
computed, since only Ground Range Detected Georeferenced (GRD) data were available for this project, in
which phase information is lost.

Cloude and Pottier (1997) developed the H-A-α decomposition method that is widely used for polarimetric
SAR data (Mermoz et al., 2009). The H-A-α decomposition method is based on the eigenvalue and eigenvec-
tor analysis of the coherency matrix. The method divides the polarimetric data into scattering entropy (H),
anisotropy (A) and alpha (α) (Zhang et al., 2018). Cloude and Pottier (1997) divided the feature spaces of H
andα into eight effective areas, each of which corresponded to a specific scattering mechanism. Based on the
feature spaces, the scattering mechanism (surface, volume, and double-bounce scattering) can be extracted
(Cloude and Pottier, 1997).
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The parameters of the H-A-α decomposition are based on the eigenvalues λ1, λ2 and λ3 of the coherency
matrix, where λ1 > λ2 > λ3 > 0. The eigenvectors u1, u2 and u3 can be expressed as follows

ui =
[
cos(αi ), si n(αi )cos(βi )e jδ si n(αi )cos(βi )e jγ

]T
(2.21)

where parameter αi is directly related to the incidence angle and the DC, with i ranging from 1 to 3. Parame-
ters δi and γi are phase angles characteristic of the target material.

The first part of the decomposition deals with entropy (H) and can be expressed as follows

H =
3∑

k=1
pi l og3(pi ) (2.22)

with Pi = λi /
3∑

k=1
λk . The eigenvalues are used to calculate entropy and are a function of the noise that is

caused by the depolarization. If the entropy is close to zero, the signal is likely to be dominated by a single
scattering mechanism. On the other extreme, if the entropy value is close to one, all scattering mechanisms
are equally likely to be found in the received signal (Cloude and Pottier, 1997).

The second part of the decomposition refers to anisotropy (A), which also ranges from 0 to 1 and can be taken
to complement H. Polarimetric anisotropy is defined as

A = λ2 −λ3

λ2 +λ3
(2.23)

Anisotropy provides information on the relative importance of secondary scattering mechanisms (surface /
volume / double-bounce scattering). When A is higher, only the second scattering process is in play. When
A is lower, the first scattering mechanism is dominant and the second and third mechanisms are equally
important (Xie et al., 2018).

The last part of the decomposition method deals with α, which is an angle that ranges from 0 to 90 degrees.
Angle α is given by

α=
3∑

k=1
piαi (2.24)

Angle α represents the dominant scattering mechanism in a pixel. When α gets close to zero, surface scatter-
ing is the dominating scattering mechanism. When a value approaches 45 degrees, the signal is controlled by
volume scattering. For α values close to 90 degrees, the double bounce scattering is most dominant (Cloude
and Pottier, 1997).

TEXTURE FEATURES

Everyday texture generally refers to a topographical surface with high and low points. Image texture works in
the same way, except that the high and low values relate to the brightness values instead of elevation changes.
These brightness values are called digital numbers (DN) or image tones (Hall-Beyer, 2000).

Texture information can be extremely useful for the classification of SAR images. In SAR image, texture can
be used to show the intensity variation in an image. It includes information from neighbouring pixels, which
is important to characterize the different ice stages that have specific spatial patterns.

In 1976, Haralick and Bryant (1976) proposed the Gray Level Co-occurence Matrix (GLCM) to compute texture
features. Currently, this is one of the most widely used methods to compute texture features. Since they were
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first used by Holmes et al. (1984), textural features have proven to be useful in ice classification (e.g. Barber
and LeDrew, 1991, Gauthier et al., 2006, Soh and Tsatsoulis, 1999).

Several texture features can be computed from the GLCM, which can be divided into a statistic, contrast and
orderliness group:

1. Statistic group: mean, variance, correlation

2. Contrast group: contrast, dissimilarity, homogeneity

3. Orderliness group: applied second moment, entropy, inverse moment

For this study, only features from the statistic texture group were considered. GLCM mean is the probability
that two pixels are neighbours. GLCM variance is associated with values that highly differ from the mean.
GLCM correlation is a measure of linear dependence between neighbouring pixels. The GLCM statistics fea-
tures differ from common descriptive statistics, such as mean and variance, because they are second order
instead of first order statistics. The GLCM features are calculated using the GLCM and not the original pixel
values. The GLCM expression is computed by

p(i , j ,d ,θ) = {[(x, y), (x +Dx , y +dy )| f (x, y)] = i ; f (x +Dx , y +dy ) = j ; x(y) = 0,1,2, ...Nx(y)]} (2.25)

where i,j={0,1,...,Ng -1} are the set of quantized gray levels. The pixel coordinate is given by (x,y). Then Nx

and Ny are the columns and the rows and Dx and D y are the horizontal and vertical offsets. d is the inter-
val distance between reference pixels and neighbouring pixels. Since this equation is relatively difficult to
understand, an example is provided in Figure 2.17 to illustrate the production of the GLCM.

Figure 2.17: Explanation of the computation of the Gray Level Co-occurence Matrix (GLCM) in east direction with an offset of one pixel.
The first image [A] represents the intensity values of a SAR image. In step [B], the gray-scale SAR image is represented by discrete values.
The third figure [C] shows that the number of co-occurences of pixel pairs for a given search window is counted and a GLCM is produced
with an east spatial relationship. In image [D] the GLCM is made symmetrical by adding it to its transpose. In the final image [E] the
matrix is normalized.

GLCM texture considers the relation between two pixels at a time, which are called the reference and the
neighbour pixel (Hall-Beyer, 2000). In the example presented in Figure 2.17 the neighbour pixel is chosen to
be the one right from the reference pixel. In the example, an offset of one (d = 1) was selected. In reality, the
computation can be more complicated, since the distance between the reference and neighbour pixel can
also be larger than one and more directions can be chosen.

The GLCM is constructed by counting the number of pixel pairs that show a combination of all possible value
pairs (Hall-Beyer, 2000). In the first cell, i.e. [0,0], the amount of occurrences is counted and tabulated for
which a reference pixel with the value 0 has a neighbouring pixel that was 0 as well. In the example presented
in Figure 2.17 [C] this combination occurred two times.

Texture calculations perform better when the GLCM is symmetrical. To make the matrix symmetrical, a trans-
posed copy of the GLCM should be created and added the GLCM itself, see 2.17 [D]. The final step is to nor-
malize the GLCM, which can be achieved by dividing each element by the sum of all elements as was done in
Figure 2.17 [E]. The elements in this final GLCM may now be considered probabilities of finding all reference-
neighbour pixel relationships (Hall-Beyer, 2000).



3
STUDY AREA AND DATA DESCRIPTION

In the previous chapter background information on river ice and remote sensing was provided. In this chap-
ter, the study area is introduced. The area of interest for this research is the Athabasca River, a dynamic river
known for its many stages of ice types during the winter season. Besides this study area, descriptions of the
used SAR and reference data are provided.

3.1. ATHABASCA RIVER, ALBERTA
The Athabasca River is the longest river of Alberta, the fourth-largest province of Canada. It originates along
the border of British Colombia and Alberta, in a large icefield of the Rocky Mountains, and then travels 1538
km through the province of Alberta to eventually mouth in Lake Athabasca. As the river flows northeast
through Alberta, it passes several towns, like Jasper, Hinton, Whitecourt, Athabasca and Fort McMurray (Al-
berta Environment, 2010).

Figure 3.1: The study reach of the Athabasca River. The river flows from south-west to north-east. This stretch of the Athabasca River
is very prone to ice jams, due to its dynamic morphology in this reach. Ice jams occur almost every year, which destroyed parts of the
upstream located city Fort McMurray many times throughout history.
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For this research, the study site is a river stretch of approximately 160 km, extending from the House River
(km 445) to approximately 10 km downstream of the Clearwater River (km 285), see Figure 3.1. The width of
the river from upstream Grand Rapids (445 km) to upstream of the city of Fort McMurray (285 km) varies from
approximately 400 to 900 m, and the channel slope varies from 0.001 m/m up to 0.0003 m/m (Lindenschmidt
et al., 2011).

The reach upstream of Fort McMurray is particularly steep, narrow and sinuous, alternating with several
rapids, which makes this stretch conducive to a thick ice cover during winter and to sequences of ice jam-
ming and release during breakup. Downstream of Fort McMurray the river bed is flatter and the river is wider.
In this part, several islands can be found, which may arrest the ice flow and provide locations for ice jams.
The inflow from the Clearwater River provides an additional source of ice and water (Lindenschmidt and Li,
2019).

As a result of the dramatic change in the character of the Athabasca River upstream of Fort McMurrray, severe
ice jams form at Fort McMurray during breakup. Documentation of ice jam events on the Athabasca River
near Fort McMurray dates back to the 19th century. In 1875 the most dramatic ice jam event occurred, during
which the water level was reported to have risen 12 meters in less than half an hour (Hutchison and Hicks,
2007). Other significant ice jam events that have produced water levels in the order of 10 meters above the
normal open water stage, were reported in 1977, 1978, 1979 (Andres and Doyle, 1984) and this year (2020).

Because of the ongoing risk of ice jam flooding in Fort McMurray, Alberta Environment and Parks (AEP) has
an annual river ice monitoring and observation program for the Athabasca River upstream of Fort McMurray
(Sun et al., 2015). The data obtained based on on-site measurements by permanents cameras and obser-
vation flights operated and conducted by AEP facilitated the implementation of this study. Based on their
observations, the two breakup seasons that were studied in this research are discussed in the next sections.

3.1.1. BREAKUP SEASON 2018-2019
Thermal deterioration of the ice cover began in the last two weeks of March 2019. On the observation flight
of April 8 the ice cover was mostly intact, but there were some open leads located at the rapids. By April 9, the
deterioration had continued. The ice cover upstream of Crooked Rapids (km 335) had broken up, resulting
in ice runs in downstream direction. An intact ice cover persisted between Crooked Rapids (km 335) and
Fort McMurray (km 285), which obstructed flowing ice and resulted in the formation of a 16 km long ice jam.
Upstream of the ice jam, the Athabasca River was almost free of ice, whereas downstream of the ice jam an
intact ice cover remained. The observation flights of the coming days showed a thermal breakup of the ice
cover downstream of the ice jam. On April 12, the ice jam that had formed between km 307 and km 322,
started to shrink. The length of the ice jam melted from 15 km on April 14 to 13 km on April 15. The ice jam
was melted completely on April 20. Two days later, on April 22, the entire river stretch of interest was open
again.

3.1.2. BREAKUP SEASON 2019-2020
In 2020, the Athabasca River breakup started in mid-April, when the ice cover upstream of Crooked Rapids
(km 335) showed signs of thermal deterioration by April 21. This gradual decay continued and no major
changes were noted until an ice run was observed by AEP stationed just downstream of km 380, on April 24.
On the next day, AEP noted a 20 km long ice jam that had formed just upstream of the city of Fort McMurray.
The following day, the ice jam was still in place and water levels downstream and in the Clearwater River
started to increase. On April 26, the ice jam had lengthened and was slightly moved, now being located
between 285 km and 305 km, running right through the city of Fort McMurray. The ice jam caused water
levels to rise by 4.5 to 6 meters across low-lying areas. Between April 26 and May 2, approximately 13000
people had to be evacuated. Over a thousand structures were damaged in the flood, leading to over 522
million in insured damages, as was reported by the Insurance Bureau of Canada (Insurance Bureau Canada,
2020). From May 2 on, the river was free of ice.

3.2. DESCRIPTION OF SAR DATA
For this study, SAR data from Sentinel-1, RADARSAT-2 and the RADARSAT Constellation Mission were used.
All three satellite missions carry a single C-band synthetic aperture radar instrument operating at a centre
frequency of 5.405 GHz. Other properties like revisit time, spatial resolution and polarization modes differ
per mission and are introduced in the sections below.
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3.2.1. SENTINEL-1
The Sentinel-1 mission is a constellation of two polar-orbiting satellites launched in April 2014 - Sentinel-
1A - and in April 2015 - Sentinel-1B. The Sentinel-1 satellite constellation acquires data in single and dual
polarization with a revisit time of 6 days at the equator (Torres et al., 2012). In case of Fort McMurray revisit
time ranges from 3 to 4 days.

The system potentially operates in four acquisition modes: Interferometric Wide swath (IW), Stripmap (SM),
Extra-Wide swath (EW) and Wave (WV). The Sentinel-1 images used for this study were acquired in IW imag-
ing mode, which is the primary conflict-free mode over land. The IW data products have a 250 km swath at 5
m by 20 m resolution and dual polarization capabilities (VV and VH) (Torres et al., 2012).

The Sentinel-1 mission provides different types of products, which are available in "raw" Level-0 data, and
"SAR processed" Level 1/2 data. For this study the Level-1 data were used, the most unprocessed product that
is available to the public. Sentinel-1 Level 1 data are distributed by the Copernicus Open Access Hub under
two product types: Single Look Complex (SLC) and Ground Range Detected Georeferenced (GRD).

The GRD products consist of data that have already been detected, multi-looked and projected to ground
range using an Earth ellipsoid model. GRD images only contain amplitude data, the phase information is
discarded. The SLC data product on the other hand preserves the phase information (Potin, 2013). Also, the
user has control over all the desired preprocessing steps. The additional phase information and control over
the entire preprocessing scheme made the SLC images the desired product for this study.

Table 3.1 presents a description of the data products that were used for this study. Seventeen Sentinel-1
images were studied, eight from breakup season 2018-2019 and nine from 2019-2020. Half of the images
were acquired by S1A and the other half by S1B. The sensor characteristics are comparable, but the orbit and
overpass time differ per product.

3.2.2. RADARSAT-2
RADARSAT-2 was launched in December 2007 as a follow-on to RADARSAT-1 which mission terminated in
April 2013. Like Sentinel-1, RADARSAT-2 also operates in C-band. The satellite offers full flexibility in the
selection of polarization options. The sensor can obtain images with different models, obtaining images
from 1 m to 100 m resolution and covering an area ranging from 20 km x 20 km to 500 km x 500 km (Girard
et al., 2002).

RADARSAT-2 data is not freely available. For this study, the data were requested to the Canadian Space Agency
and offered for single use. Same as for the Sentinel-1 data, the SLC products were used, which gives freedom
for the preprocessing. Table 3.2 shows the used data products, the SAR characteristics like beam mode, reso-
lution, orbit and overpass time differ per acquisition.

3.2.3. RADARSAT CONSTELLATION MISSION
The recently launched RADARSAT Constellation Mission is a follow-up on the RADARSAT program (RADARSAT-
1 and RADARSAT-2), launched in June 2019. The constellation consists of three satellites, evenly spaced on
the same orbital plane. The exact repeat cycle per satellite is twelve days, hence the repeat time of the con-
stellation mission equals four days. Like Sentinel-1 and RADARSAT-2, the RCM carries a C-band SAR at the
same frequency (5.405 GHz) (Thompson, 2015).

The main product of RCM system is the circular-linear compact polarimetric mode, in this study abbreviated
as compact-pol. The compact-pol data used in this study consists of a right hand circular transmit and lin-
ear/circular receive radar signal. Besides the compact-pol mode, RCM can also transmit and receive radar
signals of the conventional linear polarization channels (Geldsetzer et al., 2015).

Unlike RADARSAT-2 data, certain RCM data products are completely open for public, both for Canadian and
non-Canadian citizens. GRD data products from a resolution lower than 16 meters could be achieved. Be-
cause RCM was launched mid-2019, only the 2019-2020 breakup of the Athabasca River was analysed. An
overview of the used RCM data is presented in Table 3.3.
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Table 3.1: Sentinel-1 data products that were used for this study.

ID Local date Local time Beam mode Orbit Polarization Inc. Angle Resolution Swath width
S1-AR19-1 12-Mar-2019 07:45:22 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-2 16-Mar-2019 19:15:09 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-3 24-Mar-2019 07:45:22 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-4 28-Mar-2019 19:15:10 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-5 5-Apr-2019 07:45:22 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-6 9-Apr-2019 19:15:10 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-7 17-Apr-2019 07:45:22 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR19-8 21-Apr-2019 19:15:11 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-1 18-Mar-2020 07:45:54 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-2 22-Mar-2020 19:15:43 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-3 30-Mar-2020 07:45:54 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-4 3-Apr-2020 19:15:42 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-5 11-Apr-2020 07:45:55 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-6 15-Apr-2020 19:15:43 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-7 23-Apr-2020 07:45:55 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-8 27-Apr-2020 19:15:43 IW Des Dual-pol 29°- 46° 5 x 20 m 250 km
S1-AR20-9 5-May-2020 07:45:56 IW Asc Dual-pol 29°- 46° 5 x 20 m 250 km

Table 3.2: RADARSAT-2 data products that were used for this study.

ID Local date Local time Beam mode Orbit Polarization Inc. Angle Resolution Swath width
R2-AR19-1 12-Mar-2019 18:50:37 SQ2W Asc Quad-pol 19.0°- 22.7° 27.2 x 23.4 m 50 km
R2-AR19-2 15-Mar-2019 19:03:06 SQ12W Asc Quad-pol 30.6°- 33.7° 26.5 x 24.3 m 50 km
R2-AR19-3 22-Mar-2019 7:32:22 SQ27 Des Quad-pol 45.2°- 46.5° 19.0 x 18.6 m 18 - 25 km
R2-AR19-4 28-Mar-2019 7:57:25 SQ5W Des Quad-pol 22.5°- 26.0° 23.6 x 20.6 m 50 km
R2-AR19-5 29-Mar-2019 7:28:12 SQ31 Des Quad-pol 48.3°- 49.4° 18.1 x 17.7 m 18 - 25 km
R2-AR19-6 5-Apr-2019 18:50:34 SQ2W Asc Quad-pol 19.0°- 22.7° 27.2 x 23.4 m 50 km
R2-AR19-7 8-Apr-2019 19:03:06 SQ12W Asc Quad-pol 30.6°- 33.7° 26.5 x 24.3 m 50 km
R2-AR19-8 14-Apr-2019 8:01:34 SQ2W Des Quad-pol 19.0°- 22.7° 27.2 x 23.4 m 50 km
R2-AR19-9 15-Apr-2019 7:32:22 SQ27 Des Quad-pol 45.2°- 46.5° 19.0 x 18.6 m 18 - 25 km
R2-AR19-10 21-Apr-2019 7:57:24 SQ5W Des Quad-pol 22.5°- 26.0° 23.6 x 20.6 m 50 km
R2-AR19-11 22-Apr-2019 7:28:12 SQ31 Des Quad-pol 48.3°- 49.4° 18.1 x 17.7 m 18 - 25 km

Table 3.3: RADARSAT Constellation Mission data products that were used for this study.

ID Local date Local time Beam mode Orbit Polarization Inc. Angle Resolution Swath width
RCM-AR20-1 8-Apr-2020 7:49:44 Stripmap Des Compact-pol 35.2°– 37.4° 16 m 30 km
RCM-AR20-2 8-Apr-2020 19:19:21 Stripmap Asc Compact-pol 45.6°- 47.2° 16 m 30 km
RCM-AR20-3 9-Apr-2020 18:55:49 Stripmap Asc Compact-pol 24.2°- 26.8° 16 m 30 km
RCM-AR20-4 12-Apr-2020 7:49:56 Stripmap Des Compact-pol 35.2°– 37.3° 16 m 30 km
RCM-AR20-5 12-Apr-2020 19:19:33 Stripmap Asc Compact-pol 22.5°- 26.0° 16 m 30 km
RCM-AR20-6 13-Apr-2020 7:57:56 Stripmap Des Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-7 13-Apr-2020 18:55:53 Stripmap Asc Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-8 16-Apr-2020 7:49:33 Stripmap Des Compact-pol 35.2°- 37.3° 16 m 30 km
RCM-AR20-9 16-Apr-2020 19:19:44 Stripmap Asc Compact-pol 45.6°- 47.2° 16 m 30 km
RCM-AR20-10 17-Apr-2020 18:55:18 Stripmap Asc Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-11 20-Apr-2020 7:49:45 Stripmap Des Compact-pol 35.2°– 37.3° 16 m 30 km
RCM-AR20-12 21-Apr-2020 18:55:42 Stripmap Asc Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-13 22-Apr-2020 8:03:03 ScanSAR Des Compact-pol 17.3°– 28.5° 30 m 125 km
RCM-AR20-14 24-Apr-2020 7:49:56 Stripmap Des Compact-pol 35.2°– 37.3° 16 m 30 km
RCM-AR20-15 24-Apr-2020 19:19:33 Stripmap Asc Compact-pol 45.6°- 47.2° 16 m 30 km
RCM-AR20-16 25-Apr-2020 7:57:56 Stripmap Des Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-17 25-Apr-2020 18:55:53 Stripmap Asc Compact-pol 24.2°- 26.7° 16 m 30 km
RCM-AR20-18 27-Apr-2020 7:41:27 ScanSAR Des Compact-pol 40.7°- 48.0° 30 m 125 km
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3.3. DESCRIPTION OF REFERENCE DATA
It is important to have areas with well-known ice stages in order to create a reliable data set for training and
validation of the river ice classification. In this study sample areas were classified as sheet ice, ice jam or open
water. The labels of the training and validation data sets were based on ground observation (trail cameras),
aerial surveys (helicopter or fixed-wing airplane) and space-born remote sensing (optical imagery). A brief
description of these data products is provided below.

3.3.1. OBSERVATION FLIGHTS AEP
Ice cover breakup monitoring is carried out every spring by scientists and engineers from Alberta Environ-
ment and Park’s (AEP) River Forecasting Centre. One of their main sources of information are observation
flights, which they execute almost daily during breakup season. Most of their flights are carried out between
km 285 and km 445, which explains the choice for the selected study area in this research.

The ice progression maps and ice observation reports from the AEP observation flights that were used in
this study, are archived and can be accessed at https://rivers.alberta.ca/. Immediately after an observation
flight, their monitoring reports are released on their website. An overview of the ice progression during the
breakup seasons 2018-2019 and 2019-2020 is provided in Appendix A.1. The photos that were taken during
the observation flights, were sent by personal communication.

The time difference between SAR images and observation flights ranged from 3 hours to 1.5 days. The AEP
ice progression maps and observation reports were mainly used as reference data when the time differences
between the SAR acquisition and flight were small. However, through personal communication with ice ex-
perts of AEP, it could be confirmed that for some dates certain ice stages were stationary for a longer period of
time. This enabled the use of AEP monitoring data, also when time differences were larger, for example one
day.

3.3.2. WEBCAM IMAGERY
The second source of reference data used in this study are webcam photos. Along the researched study
stretch, different webcam cameras are located. AEP facilitates one camera which is installed at km 334.6,
just upstream of Crooked Rapids. This camera was programmed to take pictures every hour. Photos acquired
during breakup season 2018-2019 and 2019-2020 were sent by personal communication.

Only for a small stretch of the river webcam imagery could be used as reference data, as the camera images
an area of several tens of meters. However, there was a high confidence in the correct river ice stage labels
close to Crooked Rapids, since the time difference between webcam photography and a SAR acquisition was
maximum one hour.

3.3.3. OPTICAL IMAGERY SENTINEL-2
The last source of reference data used in this study is Sentinel-2 optical images. The Sentinel-2 satellite series,
consisting of two satellites, may further enhance river ice monitoring. The first of the satellites, Sentinel-2A,
was launched in June 2015. Sentinel-2B was launched two years later in 2017.

The orbit repeat rate of the satellites combined is five days. Both Sentinel-2 satellites operate the MultiSpec-
tral Instrument, which has a 10 meter spatial resolution. Compared to other optical satellites (e.g. Landsat-8
that has a 30 meter resolution), this enhances monitoring on a fine scale.

Even though in theory the Sentinel-2 satellites provide great opportunities for river ice monitoring, cloudi-
ness is the main limitation of space-borne optical imagery. Especially during breakup season, most images
cannot be used. An overview of the images that were acquired in the studied breakup seasons, is provided
in Appendix A.2. The Sentinel Hub Playground tool (https://apps.sentinel-hub.com/sentinel-playground/) was
used for quick visualization of Sentinel-2 imagery.





4
METHODOLOGY

In the previous chapter, the study area was introduced and a description of the data products was provided.
Consequently, in this chapter the method is derived that was followed to answer the research question: what
are the classification potentials and limitations of Sentinel-1, RADARSAT-2 and RCM for river ice during
breakup.

4.1. GENERAL APPROACH
This research follows a step-by-step approach that starts with the preparation of the SAR data, which includes
downloading and preprocessing. This is explained in Section 4.2. Background information about the prepro-
cessing steps of the SAR images and the specific settings used in SNAP are discussed in Appendix B. After
the data preparation phase, intensity, polarimetric and texture features are computed from the preprocessed
products. The details on the extraction of features are explained in Section 4.3. In Section 4.4 the procedure
is given on how the influence of sensor characteristics can be studied. Next, in Section 4.5 the classification
approach is explained. Finally, the methodology for the evaluation of the classifiers is discussed in Section
4.6.

Figure 4.1: Schematic overview of the methodology of this thesis. The sub-questions are answered during different stages of the study.
The main research question can be answered at the end of the research, when all phases are completed.

4.2. DATA PREPARATION
Figure 4.2 presents the flowchart of data preparation for this work. It consists of two main parts - data down-
loading and data preprocessing. The preprocessing chains are executed for all satellite missions.

4.2.1. DOWNLOADING
The Sentinel-1 data set is accessible to any user via the Copernicus Open Access Hub, also known as the
Sentinels Scientific Data Hub. An automatic data downloading script was developed, with three input pa-
rameters: the data product of interest (in this case: Sentinel-1 Level-1 SLC), a region of interest and a given
time period of data collection. In this study, the Python tool Sentinelsat was used to batch download the data.
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The RADARSAT-2 data were sent to me personally, since the data is not publicly available. The RADARSAT
Constellation Mission data were downloaded via the Earth Observation Data Management System (EODMS)
website, which is a geospatial platform provided by NRCan to access Canadian remote sensing data. The
general public can only download images with a spatial resolution up to 16 meter in GRD format.

SAR images from the three satellite missions have been downloaded for a time period between mid-March
and end-May for breakup season 2018-2019 and 2019-2020. The Sentinel-1 IW images cover the entire region
of interest. Most images of RADARSAT-2 and RCM have smaller swath widths and cover part of the studied
river stretch. More information on the product details of the SAR images was provided in Tables 3.1, 3.2 and
3.3.

4.2.2. PREPROCESSING
For the data processing the ESA toolbox Sentinel Application Platform (SNAP) was used, which is a commonly
used software for all Sentinel satellite toolboxes. Since version 5 (end-2016), SNAP also allows processing SAR
images from RADARSAT-2. Preprocessing of RADARSAT Constellation Mission images is possible since ver-
sion 8 (not released at the moment of writing). In this study, the beta release of SNAP 8 was used to preprocess
the RCM images.

SNAP provides a powerful kit, named the graph processing tool (GPT), which is able to handle large data pro-
cessing. Based on the GPT, automatic data preprocessing chains were developed for Sentinel-1, RADARSAT-
2 and RCM. As the goal was to compare the preprocessed images, the processing chains are very similar.
However, some small modifications were needed for each satellite mission to deal with the different product
types. Sentinel-1 and RADARSAT-2 are preprocessed in SLC-format, from RCM only the GRD products could
be used. Moreover, the differences in polarimetry ask for a slightly different preprocessing approach.

In the ‘preprocessing’-box of Figure 4.2 three different preprocessing schemes are presented. The intensity
scheme [A] was used for the extraction of intensity values. The output parameters of this preprocessing
scheme are the intensity values for Sentinel-1 (VV and VH), RADARSAT-2 (HH, VV, HV and VH) and RCM
(CH and CV). The polarimetric scheme [B] provides polarimetric output products, namely decomposition
parameters and the covariance matrix. The texture scheme [C] provides information about the texture of the
images. As was mentioned previously, the three preprocessing chains needed to be adjusted to each satel-
lite mission, since the input data of the missions differed slightly. Some of the steps were only included for
Sentinel-1 data. These steps are indicated with an asterisk symbol in Figure 4.2.
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Figure 4.2: Data preparation plan for SAR data for the three different satellite missions. The data is downloaded from the Sentinel Sci-
entific Data Hub (Sentinel-1) and EODMS (RADARSAT-2 and RCM). Three different processing schemes were executed for all satellite
missions to obtain [A] intensity values, [B] decomposition parameters and the covariance matrix and [C] texture parameters. Prepro-
cessing steps with an asterisk symbol are not executed for all SAR missions.
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The different preprocessing schemes presented in Figure 4.2 show different steps. All the steps that were used
are available in SNAP. The purpose of each step is explained below. The used methodology of the different
steps can be found in Section 4.3.

• Read data product: The first step in SNAP is to read the specified file as product. SNAP is able to read
data from multiple SAR sensors. Since version 8, also RCM data is recognized as readable SAR product
and can be opened and processed. SNAP can read a .zip file that includes the SAR data (including
metadata) or a manifest.safe file.

• Apply orbit file: The orbit state vectors provided in the metadata of a SAR product are generally not
very accurate. The precise orbit files of satellites are determined after several days and can replace the
inaccurate orbit state vectors. The operation of applying a precise orbit in SNAP provides an accurate
satellite position and velocity information (Filipponi, 2019). In the latest SNAP version at the moment
of this research (SNAP version 7 and beta version 8), the application of orbit files in SNAP is limited to
Sentinel-1, ERS and ENVISAT, resulting in a less precise location of pixels for RADARSAT-2 and RCM
images as this step could not be applied to these data products.

• Calibration: Calibration aims to convert the digital pixel values to radiometrically calibrated SAR backscat-
ter, which is directly related to the radar backscatter of the scene. Two different output products were
generated: the complex valued image and the gamma nought (γ0) calibrated product. To construct the
covariance and coherency matrices, the output product of calibration was chosen as a complex valued
image. The gamma nought product was used to inspect individual polarizations, as it takes the looking
angle of the sensor into account. Gamma nought gives a calibrated product, in which the reference
area is positioned in the plane perpendicular to the local look direction, representing the local area that
the radar system actually sees (Howell et al., 2019).

• TOPSAR Deburst: For each polarization channel, the Sentinel-1 IW product consists of three swaths.
Each sub-swath image consists of a series of bursts, where each burst was processed as a separate SLC
image. TOPSAR Deburst merges all these bursts and swaths into a single SLC image (Hu et al., 2018).

• Multilooking: To reduce the inherent speckled appearance of an original SAR image, several images
are incoherently combined as if they corresponded to different looks of the same scene. As a result, the
multilooked image improves the image interpretability. Additionally, multilooking is used to produce a
product with nominal image pixel size.

• Conventional Speckle filtering: Speckles in SAR images degrade the quality of the image and make
interpretation of features more difficult. Speckle noise reduction was applied by the spatial Gamma
Map filter, with a window size of 3x3. More in-depth information about the selected speckle filter can
be found in Appendix B.1.

• Polarimetric Speckle filtering: For full polarimetric SAR data (i.e. RADARSAT-2 quad-pol), SNAP offers
polarimetric speckle filters that take advantage of all bands and preserve the complex information.
Speckle reduction was conducted by using the SNAP-integrated refined Lee filter, with a window size of
7x7 (Plank et al., 2017). The Polarimetric Speckle filter has a second-order matrix as output (covariance
or coherency matrix).

• Decomposition: The objective of polarimetric decompositions is to express the measured scattering
matrix by the radar as a combination of the scattering responses of simpler objects. For example a small
set of parameters to classify scattering mechanisms. SNAP offers multiple polarimetric decompositions
for dual-pol, quad-pol and compact-pol data. In this study, only Sentinel-1 dual-pol and RADARSAT-2
quad-pol are decomposed, since only the GRD RCM data were available. However, it should be noted
that the dual-pol decomposition methods are difficult to interpret physically. The input of the dual-pol
decomposition is the speckle filtered coherency matrix T2, for quad-pol the T3 matrix was used. More
information about the used SNAP configuration for decomposition parameter retrieval is discussed in
Appendix B.2.

• Normalize: GLCM provides relative information. In order to compare the spatial information of SAR
images, each image should first be normalized. This step is executed with the Data Conversion tool, in
which the data can be linearly scaled. For each mission, the lowest and highest backscatter values were
detected over the entire breakup season. These minimum and maximum values were used to specify
the interval for normalization.
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• Texture analysis: SNAP offers the widely used Grey Level Co-occurence Matrix (GLCM) tool to analyze
the texture of the image. The GLCM is a measure of the probability of occurrence of two grey levels
separated by a given distance in a given direction. The texture features can be categorized into three
groups, namely contrast, orderliness and statistic group features (Haralick and Bryant, 1976). For this
study, the statistic group features (GLCM mean, GLCM variance, GLCM correlation) were selected. The
GLCM was computed based on the co-pol channels VV, HH and CH for Sentinel-1, RADARSAT-2 and
RCM respectively. Appendix B.3 discusses the details on the used settings in SNAP to obtain texture
features.

• Range Doppler Terrain Correction: Due to topographical variations of a scene and the tilt of the satel-
lite sensor, distances can be distorted in SAR images. Terrain corrections were performed to compen-
sate for these distortions so that the geometric representation of the image will be as close as possible
to the real world. To accomplish this correction, the SRTM was used as the DEM to provide height in-
formation. The data were resampled to a 10 meter ground sampling distance by the nearest-neighbour
interpolation (Hu et al., 2018).

• Mask area of interest: For further image analysis, it is useful to mask the area that is not of interest.
SNAP allows to import a vector geometry. In this study a shapefile of the Athabasca River between 285
km and 445 km was imported. The mask operator turns any pixel that is outside the uploaded vector
file into a no data value.

• Data conversion: SNAP is able to convert the linear dimensionless values to decibel (dB), which is
more commonly used in remote sensing. For every pixel the log of the linear value is taken and this is
multiplied by a factor of 10.

• Write preprocessed data product: The last step of every preprocessing scheme that was used for this
research is to store the preprocessed data product to a specified file location. SNAP is able to write the
preprocessed products in multiple formats. For this study NetCDF-4-CF was chosen.

In this last preprocessing step, different NetCDF raster files are created. For Sentinel-1 and RADARSAT-2
all three preprocessing chains presented in Figure 4.2 were performed to obtain intensity, polarimetric and
texture parameters. For the RCM SAR images, only the intensity and texture chains were used. The following
NetCDF files were written after preprocessing:

1. Gamma nought intensity features (output of preprocessing scheme A) - Sentinel-1, RADARSAT-2, RCM

2. Covariance matrices (output of preprocessing scheme B) - Sentinel-1, RADARSAT-2

3. Polarimetric decomposition parameters (output of preprocessing scheme B) - Sentinel-1, RADARSAT-2

4. Texture features (output of preprocessing scheme C ) - Sentinel-1, RADARSAT-2, RCM

These raster products can be combined into one product using the collocate operator in SNAP. This tool allows
to collocate spatially overlapping products. After preprocessing, the raster products already had the same
spatial resolution. The collocation tool in SNAP requires a master product, slave products and an optional
resampling method. For each SAR image, one of the co-pol intensity features (VV for Sentinel-1, HH for
RADARSAT-2, CH for RCM) was selected as a master product. The other intensity features, the covariance
matrix, the decomposition parameters and the texture parameters were set as slave products.

4.3. FEATURE ANALYSIS
After the data preparation phase, the intensity, polarimetric and texture features can be computed and ana-
lyzed in Python. Some of the preprocessed products are already features (e.g. intensity and texture features).
Other features have to be computed first (e.g. intensity ratios and polarimetric features). The required equa-
tions were provided in Section 2.5.3.

In Section 4.3.1 an overview of the studied features per satellite mission is provided. Next, in Section 4.3.2,
the method to temporally and spatially analyze the features is discussed.
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4.3.1. EXTRACTION OF FEATURES
After the first phase of data preparation, the preprocessed data products were used to extract features that
were used for the Random Forest classification. The features used in this research can be categorized into
three classes, i.e. intensity, polarimetric and texture features. The first class is relatively simple to compute,
since the prepocessed backscatter intensities are the output products of the first preprocessing schemes. The
same holds for the texture features, which are the final products of the third preprocessing scheme. The
polarimetric features are more complex, since they are computed based on the covariance matrix. The com-
putation and physical interpretation of each feature was explained in Section 2.5.

Table 4.1: Overview of the extracted features per satellite mission. Intensity and texture features were computed for each satellite mis-
sion. Polarimetric features were computed for RADARSAT-2. For Sentinel-1 some pseudo-polarimetric features could be computed. No
polarimetric features were computed for RCM, because only GRD data were available.

Features Sentinel-1 RADARSAT-2 RCM

Co-pol intensity VV HH, VV CH, CV

Cross-pol intensity VH HV, VH -

Intensity ratio co-pol - H H
V V

C H
CV

Intensity ratio cross-pol - HV
V H -

Intensity ratio cross-co-pol V H
V V

HV +V H
H H+V V -

Polarimetric phase difference co-pol - ΦH H−V V -

Polarimetric correlation coefficient co-pol - ρH H−V V -

Polarimetric decomposition parameter I Pseudo-Alpha Alpha -

Polarimetric decomposition parameter II Pseudo-Anisotropy Anisotropy -

Polarimetric decomposition parameter III Pseudo-Entropy Entropy -

Texture parameter I GLCM mean GLCM mean GLCM mean

Texture parameter II GLCM variance GLCM variance GLCM variance

Texture parameter III GLCM correlation GLCM correlation GLCM correlation

4.3.2. TEMPORAL AND SPATIAL ANALYSIS
Temporal and spatial analysis aim to better understand the behaviour of river ice breakup. The method to
create the temporal and spatial plots is explained in this section.

Temporal analysis enables to examine and model the behaviour of a parameter in a data set over time. In this
study, the temporal courses of the intensity, texture and polarimetric features were studied. The mean and
standard deviation of the features were plotted over time in the temporal analysis figures. In remote sensing,
dimensionless features like intensity are normally expressed in decibel (dB), which is computed by

z = 10∗ log10(y) (4.1)

in which y is the dimensionless backscatter and z the backscatter in log-scale. To represent the error bars
correctly, a differential analysis can be used, with

δz ≈ d z = d [10∗ log10(y)] = 10

ln(10)
∗ d y

y
≈ 4.343

δy

y
(4.2)

in which δz is known as the relative error, 4.2 δy is the standard deviation of the backscatter in a certain
segment and y represents the average value of the backscatter in linear-scale. To plot the range of the standard
deviation of the backscatter intensity, ±4.343 δy/y has to be added or subtracted from the average segment
intensity.
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The results, presented in Chapter 5, show two types of spatial plots, namely 1D and 2D figures. In the 1D
images, the behaviour of a feature over the stretch of the river was studied. In the 2D images, the spatial
patterns over the river width can also be analyzed.

In the 1D plots, the distance along the Athabasca River is plotted on the x-axis and a certain parameter is
presented on the y-axis. In these figures for every kilometer along the Athabasca River the median value of
the studied parameters for each kilometer section was plotted, see Figure 4.3. The first step in obtaining this
median value is to create a centerline of the river. This centerline can be created in QGIS with the HCMGIS
plugin, which creates centerlines for roads, rivers and similar linear structures. However, in this study, a
centerline of the Athabasca River with a vector point at each kilometer was provided by Alberta Environment
& Parks.

To find the mean or median value of each km-section, the nearest neighbour operator was used in SNAP,
which finds the closest km-point for each pixel. In this study, a stretch of 160 kilometers was studied, ranging
from km 285 to km 445.

Figure 4.3: Vector points for each kilometer along the Athabasca River. For the spatial analysis of SAR features, median values were
computed from km 285 to km 445. The centerline and km-points were provided by Alberta Environment & Parks.

4.4. SAR CHARACTERISTICS
SAR characteristics influence the returned radar signal. To answer the second sub-question of this research,
the influence of four SAR properties was analyzed, namely polarization channels, incidence angle, acquisi-
tion time and noise floor.

When a SAR image is imported in SNAP, the metadata can be explored. The metadata provides basic product
information such as acquisition date, product type and acquisition mode. After importing the sample areas
in SNAP using the ESRI shapefile import option, the metadata of that specific area can be downloaded. This
can be done by selecting the Export mask pixels operator. In Python the mean values of the incidence angle
and acquisition time were computed and plotted against the average co-pol backscatter of the sample areas
to analyze the influence of SAR characteristics.

4.5. RANDOM FOREST CLASSIFICATION
After the extraction of intensity, polarimetric and texture features, several Random Forest classifications were
performed. The Random Forest algorithm is based on decision tree classification (Breiman, 2001), and has
been applied successfully in ice classification (e.g. Boulze et al., 2020, Hoekstra et al., 2020). Before the actual
classification can be executed, several preparation steps have to be conducted. First of all, sample areas
should be selected (see Section 4.5.1) and divided into a training and validation data set (see Section 4.5.2).
Next, in Section 4.5.3 the method to optimize specific RF parameters is discussed. Finally, in Section 4.5.4 a
data-based approach is explained which identifies the most relevant features.
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4.5.1. SELECTION OF SAMPLE AREAS
Sample areas were selected from which the ice stage was known based on reference data. An ice stage was
assumed to be known when the acquisition time of reference data almost matched the SAR acquisition time
or if the ice stage could be confirmed by AEP.

Sample areas were selected for each satellite mission. Ten Sentinel-1 SAR images, eight RADARSAT-2 images
and fifteen RCM images were used for this selection. The sample areas were selected over the entire study
region in such a way that there was no overlap between the samples, see Figure 4.4.

Figure 4.4: Methodology to select sample areas in QGIS. Based on reference data, sample areas were selected manually. Polygons of
100 pixels were drawn over areas with a homogeneous backscatter. The presented river stretch shows a part of an ice jam imaged by
Sentinel-1 at 17 April 2019.

In QGIS the features were drawn by using the QAD Plugin. This plugin gives the possibility to manually draw
areas with a specific amount of pixels. For each satellite mission seventy sample areas were created for each
ice stage, all of which consisted of a hundred pixels. It should be noted that there were fewer images available
with open water and ice jams, so these sample areas could only be selected from a limited amount of SAR
images for each mission.

4.5.2. TRAINING AND VALIDATION SETS
To train and validate the Random Forest classifier, 70% of the sample areas were used for training and 30% for
validation, see Figure 4.5. The training data is used to fit the RF-model. To check how well the model is able
to predict on unseen data, the model is run against the test data. The predicted and expected results are used
to study the model performances.

Figure 4.5: Splitting the sample area data set in training and validation data. The splits were made on sample area level, so pixels in one
area were kept together. This train-test split approach was used for each satellite mission.



4.5. RANDOM FOREST CLASSIFICATION 43

An overview of all the acquisition dates of the sample areas and the division between training and validation
data is shown in Figure 4.6. Sheet ice sample pixels were acquired over the entire breakup season. There were
fewer SAR scenes with ice jams and open water, so these sample areas were selected from a limited number
of SAR images.

Figure 4.6: Overview of sample areas used in this study. Sample areas were divided into two groups: 70% training data, 30% validation
data. [A], [B] and [C] show the sample areas for Sentinel-1 (2019 and 2020), [D], [E] and [F] for RADARSAT-2 (2019), [G], [H] and [I] for
RCM (2020).

4.5.3. OPTIMIZATION OF HYPERPARAMETERS
Optimizing hyperparameters is a key step in making accurate predictions with Random Forest models. Hy-
perparameters are parameters of the model that are set before the start of the learning process. By adjusting
these parameters, the performance of the Random Forest model can be optimized. Four parameters were
analyzed in this research: n_estimators, max_depth, min_samples_split and min_samples_leaf.

The first parameter n_estimators specifies the number of trees in the Random Forest model. The default
number is ten, which means that ten different decision trees will be constructed. The second parameter
max_depth defines the maximum number of levels in each decision tree. The default value is None, which
indicates that each tree will expand until each leaf only has data from the same class. The min_samples_split
describes the number of samples required to split an internal leaf node. The default value is two, meaning
that an internal node must have at least two samples in order to split. The final hyperparameter that can be
tuned is the min_samples_leaf. This parameter specifies the minimum number of data points allowed in a
leaf node. The default value is one, which means that every leaf must have at least one sample that it classifies.
However, default values of hyperparameters do not always result in the optimal classifier.

The adjustment of the hyperparameters is performed on the training data. Once the parameters are opti-
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mized, the Random Forest model is tested on the validation data set. A good approach to find the optimized
hyperparameters is to plot validation curves. A validation curve can be plotted on a graph to analyse the in-
fluence of a single hyperparameter on the training score and the validation score. In this way, one can find out
whether the RF-model is overfitting or underfitting for some hyperparameter values. The validation curves
and appropriate hyperparameter values for this study are presented in Appendix D.

The sklearn package in Python includes the validation_curve function. This function was used to generate
parameters that are required to plot such a validation curve. The training set including features and labels
and the name and range of one of the four hyperparameters are required as input for the validation_curve
function. The output of the validation_curve function contains the training and test scores for varying hyper-
parameter values.

4.5.4. SELECTION OF FEATURES
As the number of features increases in a Random Forest model, the model becomes more complex. In prac-
tice, not every feature in a data set carries information useful for discriminating ice stages. Some features are
either redundant or irrelevant and hence can be removed. By only selecting the important features, several
benefits are gained. First of all, the model becomes more simple to interpret. Secondly, feature selection
is a powerful defence against overfitting, because less redundant data means a lower chance to make deci-
sions based on noise. Finally, the computational costs and time required to train the model are reduced. The
process of identifying only the most relevant features is called "feature selection".

A popular approach for feature selection is the Recursive Feature Elimination (RFE) technique (Guyon et al.,
2002). RFE is basically a backward selection of features. The first step of this technique is building a RF model
on the entire set of features and computing the importance of each feature. The least important features are
removed. Then the Random Forest model is re-built and importance scores are computed again (Kuhn and
Johnson, 2019).

The main issue of RFE is that it can be expensive to run. In order to reduce the computational cost, correlated
features can be removed beforehand. It is better to do this anyway, because highly correlated features provide
the same information. The correlation between each feature can be found by computing the correlation
matrix. Pandas dataframe.corr() can be used to find the pairwise correlation of all features. To visualize the
computed correlation coefficients, a heatmap can be created. For this study, from parameter pairs with a
correlation higher than 0.85 or lower than -0.85, the least representative feature was removed.

The next step is to run the Recursive Feature Elimination. The scikit-learn Python machine learning library
provides an implementation of RFE. RFE requires a specified number of features to keep, however it is often
not known in advance how many features are valid. Cross-validation can be used to find the optimal number
of features. The idea of cross-validation is to use the initial training data to generate multiple training-test
splits. Standard k-fold cross-validation can be used, in which the data is partitioned into k subsets, also
known as folds. By using this approach, the validation data is a truly unseen data set for testing the final
model (Cawley and Talbot, 2010).

When running the RFE algorithm in Python, several variables need to be set. First of all, X, that represents all
the training features, and target, that represents the target variable, are used as input for the RFE algorithm.
Secondly, the machine algorithm has to be selected, in this study, Random Forest was selected. Step is the
number of features to remove at each iteration, which was set to one. Also, the cross-validation approach
should be chosen, this was set to StratifiedKFold with k equals 10. Finally, a scoring metric can be selected. In
this study ‘accuracy’ was used.

When using RFE, it is interesting to know which features were selected and which were removed. By using the
RFE attribute feature_importance the added value of each feature becomes clear. This RFE attribute reports
the relative ranking of features in the same order.

4.6. ERROR ANALYSIS
This study examined three commonly used evaluation indices, namely the confusion matrix, overall accuracy
and Cohen’s Kappa coefficient. Other popular metrics such as F1-score and precision-recall ratio are not used,
since these are more relevant for unbalanced data sets.

A confusion matrix is a way to express how many of the RF predictions were correct, and when incorrect,
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where the classifier got confused. The diagonal values of the matrix are true positive counts, while off-
diagonal values are false positive and false negative counts, for each class against the other. The overall accu-
racy characterizes the overall efficiency of the RF classifiers and is determined by dividing the total number of
correctly identified pixels by the total number of validation pixels. The Cohen’s Kappa statistic is a metric that
compares an observed accuracy with an expected accuracy or random chance. Hence, this value indicates
how much better the performance of a classifier is, compared to guessing with the target distribution (Yang
et al., 2018).

Scikit-Learn’s confusion_matrix takes the true validation labels and the actual predictions and returns the
confusion matrix as an array. Seaborn heatmap was used to add labels and a color scale, which visualizes
data better than a table of numbers. The overall accuracy and Cohen’s Kappa metrics were computed with
the following two functions: sklearn.metrics.overall_accuracy and sklearn.metrics.cohen_kappa_score. The
validation features and labels are used as input for these functions.

To examine whether the ‘IntPolTex’ classifier makes significantly better predictions than the ‘Int’ classifier,
hypothesis testing is used. Cohen’s kappa statistics were computed based on the confusion matrices of each
classifier, by using the Python function statsmodels.stats.inter_rater. The output of this function, the kappa
statistic K̂ and kappa variance σ2 were used to construct a hypothesis test for significant difference between
‘Int’ and ‘IntPolTex’ classifiers. The test statistic ∆K̂ is given by

∆K̂ = | K̂ Int − K̂ IntPolTex |√
σ2

Int +σ2
IntPolTex

(4.3)

where K̂ is the kappa statistic and σ2 its corresponding variance (Bishop et al., 2007, Congalton et al., 1983) of
the ‘Int’ and ‘IntPolTex’ classifiers. Two classifiers may be considered significantly different when ∆K̂ > 1.96,
when a confidence level of 95% is used (Benson and DeGloria, 1985).

In this study, hypothesis testing was not performed to examine significant differences between Sentinel-1,
RADARSAT-2 and RCM. Different sample areas were used for each mission, which complicates the compari-
son between the three satellite missions.
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RESULTS

In this chapter, the main results are shown which are relevant to the research questions. First of all, a study
on the temporal and spatial variations of the studied breakup seasons is presented. This gives a more in-
depth understanding of the river ice development over the breakup season and its influence on the radar
backscatter. Second, to analyze the effect of different polarizations on river ice classification, the impact of
variables differing per SAR acquisition is quantified. Next, the classification potential of different features is
discussed per satellite mission. Finally, the results of the Random Forest classifications are presented and the
quality of each classification is discussed. Besides the accuracy results, classification maps are presented that
give a better understanding of the potentials and limitations of each classifier.

5.1. TEMPORAL AND SPATIAL ANALYSIS OF RIVER ICE BREAKUP
After following the preprocessing steps as were described in Section 4.2, spatial plots of the SAR images
were created to analyze the breakup patterns of the 2018-2019 and 2019-2020 breakup seasons. In this re-
search, Sentinel-1 and RADARSAT-2 SAR images were used to study the 2018-2019 breakup. For the 2019-2020
breakup, preprocessed Sentinel-1 and RCM images were used.

Figure 5.1: Accumulated Thawing Degree Days obtained from weather station 3062696, located 10km southeast of Fort McMurray. Mean
daily temperatures above -5°were observed one month later in breakup season 2019-2020 (mid-April) compared to 2018-2019 (mid-
March).

In general, the breakup of an ice cover is triggered by a sudden increase of runoff caused by a combination of
precipitation and increasing temperatures. Figure 5.1 shows the Accumulated Thawing Degree Days (ATDD)
of the breakup seasons 2018-2019 and 2019-2020, which helps to understand the breakup patterns of the two
different years. The ATDD can be interpreted as a time-temperature integral that represents the cumulative
warming over the spring season (Bilello, 1980).

The ATDD were calculated based on the mean daily temperature that was measured by weather station
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3062696, which is located at the airport of Fort McMurray, 10 km southeast of the city. A base of -5°C was
used, since the majority of river ice covers already exhibit 10% or more thinning before the temperature ex-
ceeds 0°C (Lotsari et al., 2019). The mean temperatures were summed over a period of three months, from 1
March to 1 May.

The observed ATDD of the breakup seasons 2018-2019 and 2019-2020 show similar patterns. However, there
is a time difference of one month between the two breakup seasons. In the 2018-2019 breakup season, a sig-
nificant rise in temperate is visible from mid-March on. A year later, during the breakup season of 2019-2020,
this increase in temperature started around mid-April. From the SAR images and reference data, this tempo-
ral difference is also visible. A decrease in SAR backscatter in parts of the Athabasca River can be observed in
mid-March in 2019 and mid-April in 2020.

Besides temperature data, a second source that might help to interpret the SAR backscatter are Snow Water
Equivalent (SWE) records. Since 2008 a climate station, located around 50 km southeast of Fort McMurray,
measures the depth of water contained within the snowpack of the Gordon Lake. The records provide infor-
mation on SWE accumulation and ablation. Figure 5.2 shows the daily amount of water that was melted in
the snow for the breakup period of 2018-2019 and 2019-2020. Even though there is no SWE measurement de-
vice on the Athabasca River, the snowpack on the Gordon Lake station is expected to behave almost similar,
since meteorological circumstances are comparable.

Figure 5.2: Measured accumulation and ablation of snow water equivalent at Gordon Lake snow pillow.

Figure 5.2 shows the measured accumulation and ablation of SWE at Gordon Lake snow pillow for the breakup
season 2018-2019 and 2019-2020. For the first year that was studied, the largest decrease of the snow layer
took place from mid- till end-March, comparable to the time period when the mean daily rapidly increased.
Around 8 April a small peak shows up, this can be linked to a snowfall event that took place on 4 April. For
breakup season 2019-2020 the largest part of the snow layer melted between mid-April and end-April, which
also coincides with the temperature increase presented by Figure 5.1.

A dry snow layer increases the SAR backscatter, due to both surface and volume scatter of the radar signal.
On the other hand, when the SWE decreases, the ice layer is covered by a wet layer. This will lead to lower
backscatter values, due to specular surface reflection and hampered volume scattering. Therefore, a high
SAR signal is expected before mid-March for the 2018-2019 season and before mid-April for the 2019-2020
breakup. Also, a sudden increase is expected to be visible in SAR images after the snowfall event of 4 April
2019.

5.1.1. BREAKUP SEASON 2018-2019
Figures 5.3 and 5.4 show the VV (Sentinel-1) and HH (RADARSAT-2) backscatter patterns over the Athabasca
River between 12 March 2019 and 22 April 2019. After the preprocessing of the SAR images, the median
backscatter per kilometer of the Athabasca River was plotted.

The images acquired at 12 March 2019 in Figures 5.3 and 5.4 show a high backscatter, which is in accordance
with the expectations based on the ATDD plotted in Figure 5.1 and the SWE plotted in Figure 5.2, where it
can be seen that thawing had not started before mid-March. Hence, the river ice is still in winter conditions,
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where the dry ice cover enhances the radar signal to penetrate the ice layer, resulting in a high backscatter
due to volume scattering. Also, the rough surface might lead to some diffuse scattering.

In the spatial plots obtained between mid-March and end-March 2019 in Figures 5.3 and 5.4, the backscatter
starts to decrease. The first stretch of the river where ice and snow start to melt is in the downstream stretch,
between 285 km - 330 km. This is in accordance with the reference data, as were described in Section 3.1.1.
At the end of March, a low backscatter is measured for the entire river stretch. Sentinel-2 images from this
period (26 and 31 March 2019) show that there is melt water on top op of the ice cover at several locations.
The Sentinel-2 image of 31 March also shows some small cracks.

Sentinel-1 and RADARSAT-2 images from 5 April 2019 show an increase in backscatter. An explanation is the
snowfall event of the previous day, which was also visible in Figure 5.2. A week later around 13 April, all snow
has melted. Already large parts of the river are free of snow and ice from 9 April on, which was also reported
in Section 3.1.1. The part upstream of Crooked Rapids (km 335) is open water from this date on. The river
stretch downstream of Fort McMurray (km 290) is open after April 14.

According to the observation flights of AEP, an ice jam was located between km 307 and km 322 at 14 April
2019. This ice jam remained at the same location, but slowly melted off at the head of the ice jam. At 19 April
2019 the ice jam was observed between km 307 and km 311 and was released later that day. This 15 km long
ice jam can be observed in the Sentinel-1 image of 17 April and the RADARSAT-2 images of 14 and 15 April. At
21 April 2019, another small ice jam was observed at the city of Fort McMurray, between km 293 km and km
296. However, this ice jam is difficult to see in the SAR images.

Figure 5.3: VV backscatter acquired by Sentinel-1 over the Athabasca River during breakup season 2018-2019. From mid-March on, ice
degradation starts at the downstream part of the stretch. The ice jam from 17 April is clearly visible in the SAR image, represented by a
high VV backscatter. To ease the comparison, each figure shows the backscatter values of all days (in grey), with a specific day highlighted
(in blue).
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Figure 5.4: HH backscatter acquired by RADARSAT-2 over the Athabasca River during breakup season 2018-2019. Only the downstream
part of the stretch is observed by RADARSAT-2. An ice jam was present on multiple SAR images, namely at 14, 15 and 21 April. The largest
part of the river was free of ice in the last SAR image obtained at 22 April. To ease the comparison, each figure shows the backscatter
values of all days (in grey), with a specific day highlighted (in blue).
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5.1.2. BREAKUP SEASON 2019-2020
Figures 5.5, 5.6 and 5.7 show the VV (Sentinel-1) and CH (RCM) backscatter over the Athabasca River between
18 March 2020 and 5 May 2020. Figure 5.1 indicates that the breakup season of 2019-2020 started one month
later than in the breakup season of the previous year, which was also indicated by the Accumulated Thawing
Degree Days in Figure 5.1. According to 3.1.2, thermal deterioration of the ice cover started from mid-April
2020 onwards. This is also visible in the SAR images. The backscatter of Sentinel-1 starts to decrease from 15
April 2020 onwards. For RCM, the first image that shows this drop in backscatter was acquired on April 18.
From this moment on, the SWE also clearly starts to drop (Figure 5.2).

From 23 April 2020 on, a large part of the Athabasca River is open again (upstream of 330 km), which was both
reported by AEP and is visible in the SAR images, for example in the RCM image of 24 April 2020 (afternoon)
and in the Sentinel-1 image of 23 April 2020. However, not the entire stretch is open yet. At April 24, AEP
reported a 21 km long ice jam located between km 308 and km 329. The next day, this ice jam was partly
released. Nevertheless, the head of the ice had grown in upstream direction, resulting in an ice jam between
km 325 and km 345. The ice jam was released at 26 April and formed a new ice jam downstream, at the city
of McMurray between 285 and 305 km. For four days, until 30 April 2020, this ice jam stayed at this location
at the city of Fort McMurray, which resulted in enormous floodings. The ice jam is clearly visible in the SAR
images of 27 April 2020 from both Sentinel-1 and RCM. The SAR backscatter for both missions reached values
around -9 dB. After 30 April 2020, the entire river stretch was open again.

Figure 5.5: VV backscatter acquired by Sentinel-1 over the Athabasca River during breakup season 2019-2020. The first decrease in
backscatter can be found in the upstream part of the river. The large ice jam that caused the Fort McMurray flooding is clearly visible
in the SAR image of 27 April. To ease the comparison, each figure shows the backscatter values of all days (in grey), with a specific day
highlighted (in blue).
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Figure 5.6: CH backscatter acquired by RCM over the Athabasca River during breakup season 2019-2020 (part 1). The upstream part of
the river stretch shows the first signs of ice degradation. At the beginning of April, snow and ice melt were present on most parts of the
river. To ease the comparison, each figure shows the backscatter values of all days (in grey), with a specific day highlighted (in blue).
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Figure 5.7: CH backscatter acquired by RCM over the Athabasca River during breakup season 2019-2020 (part 2). The second half of the
breakup season starts with further decay of the ice cover. The last image, acquired at 27 April 2020, shows the large ice jam that resulted
in severe flooding.
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5.2. EFFECT OF SAR CHARACTERISTICS ON BACKSCATTER
Before comparing the feature values of sample areas that were used to train and validate RF classifiers, it is
important to understand the effect of different SAR characteristics on the radar backscatter. In this study, four
variables were studied: polarization channels, acquisition time, incidence angle and noise floor.

5.2.1. POLARIZATION CHANNELS
For simplification, in this report the polarization channels were divided into two groups, which were labeled
as co-pol channels (Sentinel-1: VV, RADARSAT-2: HH and VV, RCM: CH and CV) and cross-pol channels
(Sentinel-1: VH, RADARSAT-2: HV and VH). Please note that CH and CV are not actual co-pol channels.

Figure 5.8: Backscattering values of co-polarization and cross-polarization channels for the different ice stages.

Figure 5.8 [A] shows a boxplot of the co-pol backscatter for all analyzed polarization channels. Open water
shows the lowest average backscatter for all co-pol channels (between -22 dB and -20 dB). As expected, the
smooth surface results in specular reflection away from the sensor, resulting in low backscatter values. Con-
versely, ice jams give the highest average backscatter (between -9 dB and -6 dB). The rough surface and, when
the surface is dry, the ability for penetration leads to diffuse surface scattering and volume scattering. Sheet
ice shows the largest range of received backscatter. The large variability of sheet ice (e.g. winter conditions,
wet snow on top of ice layer, melting conditions) leads to this wide spread and makes it difficult to distinguish
sheet ice from the two other ice stages, based on co-pol intensity alone.

Figure 5.8 [B] shows the cross-pol backscatter. Please note that RCM does not have cross-pol channels, so only
Sentinel-1 and RADARSAT-2 were analyzed. Similar patterns as in Figure 5.8 can be observed. However, cross-
pol channels give a relatively lower backscatter for sheet ice. For this study, mainly sheet ice under melting
conditions was observed. Even a thin layer of water on the ice cover, dramatically reduces depolarization,
and thus the cross-pol backscatter. This can be explained by the smooth surface, resulting in specular surface
scattering. Moreover, the wet surface leads to minimal penetration of the radar signal, resulting in very limited
volume scattering.

From Figure 5.8 [A] and [B] it can be concluded that both co-pol and cross-pol channels from different satel-
lite missions are comparable. Likewise polarizations from the same satellite mission (i.e. HH and VV -
RADARSAT-2, HV and VH - RADARSAT-2, CH and CV RCM) have a correlation coefficient close to 1 (more
about this in Section 5.3), and thus not provide added value when solely looking at backscatter.

5.2.2. ACQUISITION TIME
Figure 5.9 show the influence of the overpass time on the co-pol backscatter of Sentinel-1 (VV), RADARSAT-2
(HH) and RCM (CH). For all three satellite missions, an increase of 1 to 2 dB is visible when comparing the
sheet ice and ice jam afternoon with morning overpasses. In the hours before the acquisition of the afternoon
images, for most days there have been hours of solar radiation and temperatures above 0°, resulting in melt
water and hence a decrease in backscatter. During the night, the temperatures start to lower and parts of
the melt water might refreeze, resulting in a higher backscatter for the morning overpasses. This effect is
not visible for open water, since sample areas were only labeled as open water as the area was completely
open. Hence, the open water class will not be influenced by the acquisition time, but by other factors, like the
influence of wind speed and wind direction.
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Figure 5.9: Influence of overpass time on SAR backscatter. [A],[B] and [C] show the ratio between sample areas that were acquired in the
morning and the afternoon. [D], [E] and [F] show the average backscatter for the morning and afternoon overpasses per ice stage. Sheet
ice and ice jams have a lower average backscatter in the afternoon overpasses.

5.2.3. INCIDENCE ANGLE
Another influencing SAR characteristic, that differs per SAR image and even within SAR acquisitions, is the
incidence angle. Even though the calibrated gamma nought product was used, which minimizes the effect of
the incidence angle, the influence of the incidence angle is clearly visible. Again, we see that sheet ice and ice
jams are mainly influenced by the incidence angle, for open water this effect is less clear.

For smooth surfaces, such as sheet ice, the backscatter decreases with increasing incidence angle, as is in-
dicated by Figure 2.9. This is clearly visible in Figures 5.10 [D], [E] and [F]. Sentinel-1 acquisitions of sheet
ice were only obtained in a small range, between 37° and 44°. The influence of the backscatter is more re-
liable for RADARSAT-2, which acquired sheet ice SAR images for incidence angles ranging from 19° to 49°.
RCM incidence angles also have a large spread and range from 17° to 47°. The decrease in backscatter for
RADARSAT-2 is estimated on -1.7 ± 0.3 dB per 10° increase of incidence angle. For RCM a slightly smaller
decrease of backscatter was found, namely -0.8 ± 0.4 dB per 10° increase in incidence angle.

For rough surfaces as ice jams, this decrease in backscatter is less pronounced. Rough surfaces cause diffuse
scattering, which is to a lesser extent dependent on the look angle of a SAR sensor. Also for open water, a
clear relation between backscatter and incidence angle is more difficult to identify. In a study on ocean wind,
Geldsetzer et al. (2015) concluded that the backscatter of open water is not only correlated to incidence angle,
but also to wind speed and wind direction. The latter two factors are not studied in this research.

Figure 5.11 shows the backscatter intensities of all pixels in the sample areas as a function of incidence angle.
Only RADARSAT-2 and RCM data are presented, since Sentinel-1 acquisitions were obtained in a small range
of incidence angles. In the Figures 5.11 [A] and [B] the predicted backscatter for sheet ice, ice jam and open
water are defined by linear regression models. These lines are plotted in Figure 5.11 as solid lines. The 80%
prediction interval is marked by dashed lines. The width of the prediction interval is due to speckle and
diversity within an ice stage, such as roughness and dielectric constant. The prediction intervals of open
water in Figures 5.11 [A] and [B] (in blue) do most likely not reflect the actual effect of incidence angle on
water. A large negative slope is expected for open water pixels, as was illustrated in Figure 2.9. The open
water pixels do not cover all wind situations nor all incidence angles, resulting in possible incorrect regression
models.



56 5. RESULTS

Figure 5.10: Influence of incidence angle on SAR backscatter. [A], [B] and [C] identify the range of incidence angles per ice stage for
which SAR images were acquired. Sentinel-1 has a smaller range than RADARSAT-2 and RCM. Figures [D] - [L] show the effect on the
SAR backscatter when the influence angle increases.

Figure 5.11: Influence of incidence angle on SAR backscatter per ice stage. Figure [A] shows the influence of incidence angle for
RADARSAT-2 and Figure [B] for RCM. Sentinel-1 was not included, because sample areas over only a small range of incidence angles
were studied. The solid lines represent linear regression models, the dashed lines the corresponding 80% prediction intervals.
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5.2.4. NOISE FLOOR
Noise-Equivalent Sigma Zero (NESZ) is a measure of the sensitivity of a SAR system to low radar backscatter.
A smaller NESZ is desired, since this enables a sensor to detect lower backscatter values. NESZ is given by
the value of the backscatter coefficient corresponding to a Signal-to-Noise Ratio (SNR) of unity (Younis et al.,
2009).

The cross-pol open water and sheet ice under melting condition values are typically very low and close to
the noise floor. Often, these pixels are affected with noise. When a sensor has a lower noise floor, the mea-
sured difference in backscatter value between open water and ice can become larger, which might improve
classification accuracies.

In Figure 5.8 [B] the cross-pol backscattered intensities are presented for the three ice stages of interest. Water
has a very low backscatter, especially under larger incidence angles and specific wind speeds and directions
(Geldsetzer et al., 2015). Figure 5.8 [B] gives an interesting view on the noise floor, because the backscatter of
water is so low that it is close to the noise floor. Sentinel-1 did not measure values below -30 dB. RADARSAT-2
on the other hand, was able to detect smaller backscatter values of ± -33 dB. Please note that the noise floor
depends on the imaging mode that is used and also varies within one SAR scene as a function of the incidence
angle. Typically a poorer NESZ is found in images with a higher spatial resolution.

In literature, the minimum NESZ of Sentinel-1 IW was found to have a minimum of -22 dB (Potin, 2013).
RADARSAT-2 quad-pol standard mode data has lower noise of -36 dB, the wide swath RADARSAT-2 ScanSAR
have higher noise of -30 dB (Hwang et al., 2014). The NESZ of RCM is quite similar to Sentinel-1, and is
calculated on -25 dB for 16 meter resolution compact-pol images and -24 dB for 30 meter compact-pol images
(Thompson, 2015).

5.3. FEATURE ANALYSIS
In this work, nine features were extracted from Sentinel-1, fifteen from RADARSAT-2 data and six from RCM
images. Figures 5.12, 5.13 and 5.14 present the values of these features per ice stage. The boxplots show the
distribution of the feature values for the studied sample areas per satellite mission.

Figure 5.12: Feature analysis Sentinel-1. Nine features were investigated in this study: three intensity features, three polarimetric features
and three texture features (based on VV).
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Figure 5.13: Feature analysis RADARSAT-2. Fifteen features were investigated in this study: eight intensity features, five polarimetric
features and three texture features (based on HH).
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Figure 5.14: Feature analysis RCM. Six features were investigated in this study: three intensity features and three texture features (based
on CH). Polarimetric features could not be computed, since there was no SLC data available.

It immediately can be seen that some features offer more utility for differentiating between ice stages than
others. From the intensity features, the co-pol features seem best able to distinguish between open water,
sheet ice and ice jams. Cross-pol backscatter intensities lay closer together for the three ice stages. In gen-
eral, both for co- and cross-pol channels, ice jams have a higher backscatter than sheet ice. This could be
explained by the rough surface and anisotropic nature, resulting in high scattering levels. The rough surface
and anisotropic nature also cause radar signals to depolarize, explaining the high cross-pol values.

Pseudo-polarimetric and polarimetric features were extracted for Sentinel-1 and RADARSAT-2 respectively.
For RCM there was no SLC data available, so no polarimetric information was available. Among the H-A-α de-
composition parameters, Pseudo-Anisotropy and Pseudo-Alpha (for Sentinel-1) and Alpha (for RADARSAT-2)
seem to be most suited to distinguish between the three ice classes. Alpha indicates the scattering type (sur-
face, double-bounce and volume scattering). For sheet ice and ice jams, we see mainly surface scattering
(values close to 0°). For open water there is a large spread in alpha variables (between 25° and 55°), while
dominant surface scattering was expected for water pixels. These higher alpha angles, might be caused by
noise.

Besides decomposition parameters, also the HH-VV correlation coefficient and HH-VV phase differences
were computed. Open water has a low correlation between the HH and VV channels. It was found that
the correlation coefficient was decreasing with increasing incidence angle. This could be due to the very
low backscatter that the SAR antenna receives from smooth surfaces under large incidence angles, as was
presented by Figure 2.9. The phase differences between the HH and VV channels are close to zero, with ex-
ception of some open water pixels were even values of 180° were reached. These high phase differences were
reached at the RADARSAT-2 acquisition of 22 April 2019, for which the incidence angle was very large (around
50°). Although the open water pixels had a weak return signal (-23 dB on average), some of the energy that
was reflected from the water surface resulted in a phase difference between HH and VV.

From the texture features GLCM mean seems to be best able to distinguish ice classes. The open water pixels
are consistently black, resulting in the low GLCM mean values. The texture of sheet ice differs throughout
the breakup season. Sheet ice in the early phase of the breakup season has a uniform high backscatter and
a low variability in backscatter, which results in a high GLCM mean value. Later in the season, when it starts
to melt, lower GLCM mean values are found. However, the backscatter pattern is less uniform than for open
water, with a larger variability in backscatter over the melting area. Hence slightly higher GLCM mean values
are found for sheet ice under melting conditions than for open water are found.

Now that all features have been presented in Figures 5.12, 5.13 and 5.14, only the best features will be se-
lected for the RF classifications. Feature selection aims to reduce the number of features that describe the
different classes. The benefit of this is a better performance of the classifier, since highly correlated and noise-
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describing features are removed and calculation time is reduced. Figure 5.15 presents a correlation matrix per
satellite mission, which enables the identification of possible dependencies between the analyzed features.
From parameter pairs with a correlation higher than ±0.85, the least representative should be removed.

Figure 5.15: Feature correlation matrices of Sentinel-1, RADARSAT-2 and RCM. Many of the studied features are correlated over 80%. For
highly correlated features only the feature with the highest descriptive value was kept.
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Figure 5.15 shows the correlation coefficients between all used features. Plot [A] in Figure 5.15 presents
the correlation matrix of Sentinel-1 features. The pseudo-polarimetric features are highly correlated. The
same holds for the texture features (GLCM mean, GLCM variance, GLCM correlation). Also for RADARSAT-2
in plot [B], the texture features are highly correlated. However, the polarimetric decomposition parameter
Anisotropy has a weak correlation with the other two decomposition parameters. A very high correlation be-
tween double co-pol channels (RADARSAT-2: HH and VV, RCM: CH and CV) and cross-pol (RADARSAT-2: HV
and VH) is found, as previously explained based on Figure 5.8.

Figure 5.16 shows the importance of each feature in a RF classification and the classification accuracy based
on the number of features used. The figures on the left, [A], [C] and [E] present the feature importance for the
three satellite missions based on the Recursive Feature Elimination with Cross-Validation approach.

Some features that showed a high distinctive value between ice stages have relatively little importance. This
is explained by the high correlation between some of the features, as was presented in Figure 5.15. When
two features provide the same information, the feature importance of one will decrease. Several intensity
and polarimetric features are not included in the graphs, since they only added noise to the RF classifier. For
RADARSAT-2, the intensity ratios, phase information and correlation coefficient were not included. For RCM,
the CH/CV intensity ratio did not have any additional value, so was excluded as well.

Figure 5.16: Recursive Feature Elimination with Cross-Validation (RFECV) to find optimal features for Random Forest classification of
Sentinel-1, RADARSAT-2 and RCM. GLCM mean is the most important feature for Sentinel-1 and RADARSAT-2. For RCM the intensity
features are most important when classifying sheet ice, ice jams and open water.
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Figure 5.16, [B], [D] and [F] identify the classification accuracies based on the number of features used. The
first feature being the most important feature, the second feature the second most important one, etc. For
all satellite missions, the accuracy does not increase significantly after three or four added features. Because
several of the features are highly correlated, it is not a surprise that most of them do not improve the classifi-
cation accuracy.

Table 5.1: Selected features for each classification. ‘Int’ indicating that only intensity features could be selected, ‘IntPolTex’ means
intensity, polarimetric and/or texture features were used.

S1-Int S1-IntPolTex R2-Int R2-IntPolTex RCM-Int RCM-IntPolTex
Intensity features VV, VH VH HH, VH VH CH CH
Polarimetric features - Pseudo-Anis - Alpha - -
Texture features - GLCM mean - GLCM mean - GLCM mean, GLCM var.

Based on the correlation matrices presented in Figure 5.15 and the feature elimination plots in Figure 5.16
only a limited number of features were selected to base the RF classifications on. Three classes of features
were analyzes in this study, i.e. intensity, polarimetric and texture features. Most river ice classifications that
are currently used only use the first class, i.e. intensity features. The added value of including polarimetric
and/or texture features will be researched as well. Hence, for each satellite mission, two RF classifiers were
built: an intensity features only RF classifications (‘Int’) and an intensity-polarimetric-texture RF classifica-
tion (‘IntPolTex’). Table 5.1 identifies the used features for all six classifiers.

5.4. ADDED VALUE OF POLARIMETRIC AND TEXTURE FEATURES
Based on the selected features that are presented in Table 5.1 six RF classifications were performed, namely
S1-Int, S1-IntPolTex, R2-Int, R2-IntPolTex, RCM-Int and RCM-IntPolTex. The first two classification methods
(S1-Int and S1-IntPolTex) were tested on sample areas from 12 Sentinel-1 images. R2-Int and R2-IntPolTex
were tested on sample areas of eleven RADARSAT-2 images. The last two classifiers RCM-Int and RCM-
IntPolTex were tested on sample areas of thirty-one different RCM scenes.

Table 5.2: Statistical metrics of RF classifications. ‘Int’ indicating that only intensity features could be selected, ‘IntPolTex’ means inten-
sity, polarimetric and/or texture features were used.

S1-Int S1-IntPolTex R2-Int R2-IntPolTex RCM-Int RCM-IntPolTex
Overall Accuracy 0.823 0.856 0.876 0.912 0.840 0.910
Cohen’s Kappa 0.735 0.784 0.814 0.867 0.760 0.865
Variance of Cohen’s Kappa 5.399e-05 4.601e-05 4.016e-05 3.016e-05 5.046e-05 3.063e-05

Per satellite mission 60 sample areas (each consisting of 100 pixels) were used for validation. The RF methods
performed very well overall. Each satellite mission had an average accuracy over 82% based on intensity
features only and over 85% when also polarimetric and texture features were included. RADARSAT-2 and
RCM had the highest agreement with reference data, resulting in an average accuracy of 91%. Table 5.2 details
the classification accuracy of each class and satellite mission. Based on the Cohen’s Kappa statistics the ∆K̂
can be computed. The results are presented in Table 5.3.

Table 5.3: Hypothesis testing for significant difference between ‘Int’ and ‘IntPolTex’ classifiers. The significant difference between the
classification results were carried out at a 95% confidence level.

S1-Int vs. S1-IntPolTex R2-Int vs. R2-IntPolTex RCM-Int vs. RCM-IntPolTex
Kappa statistic∆K̂ 4.925 6.320 11.716

The Kappa statistics presented in Table 5.3 indicate that, at the 95% confidence level, the ‘IntPolTex’ classifiers
are significantly better than the ‘Int’ classifiers for all three satellite missions. Hypothesis testing was not
performed to compare Sentinel-1, RADARSAT-2 and RCM classification results. For each satellite mission,
different sample areas were selected, which complicates comparison between the missions.
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Figure 5.17: Normalized confusion matrices of RF classification for Sentinel-1, RADARSAT-2 and RCM. [A], [C] and [E] show the confusion
matrices for RF classifications based on intensity features only. [B], [D] and [F] show the matrices for classifications based on intensity,
polarimetric and texture features.

In Figure 5.17 the confusion matrices of all classification methods are presented. Both for ‘Int’ and ‘IntPolTex’
the highest accuracies are reached for the ice jams and open water classes and the lowest for sheet ice. In
the Sentinel-1 classifiers, sheet ice was sometimes misclassified as ice jams (for both classifiers: 16%) and
sometimes as open water (S1-Int: 17%, S1-IntPolTex: 9%). Due to the large spread in feature values, sheet ice
is difficult to correctly classify. In the beginning of the breakup season, volume scattering results in a high
signal return. When the breakup season evolves and temperatures increase, the sheet ice starts to melt. This
leads to a decreasing signal, which is (almost) similar to water.

The overall accuracy, when including polarimeric and texture features, increases with 3.3% for Sentinel-1,
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3.6% for RADARSAT-2 and 7.0% for RCM. The kappa statistics indicate that all ‘IntPolTex’ perform signifi-
cantly better than the ‘Int’ classifiers. The increased accuracy of Sentinel-1 can be assigned to an improved
distinction between sheet ice and open water. Less sheet ice pixels were labeled as open water (8% less) and
less open water pixels were labeled as sheet ice (5%). This improvement was accomplished mainly because
GLCM mean was included in the S1-IntPolTex classifier. The boxplot of the GLCM mean feature in Figure 5.12
shows the extremely low values for open water. Because open water is a monotonic dark area in SAR images,
it gives very low GLCM mean values. Melting sheet ice shows a less uniform backscattering pattern in a larger
window box and also includes some brighter pixels. Because GLCM mean uses a relatively large window of 11
x 11, the GLCM features are rather homogeneous. Even though the SAR images are not speckle filtered before
computing the GLCM features (see preprocessing scheme C in Figure 4.2), speckle noise is less pronounced.
Accuracy improvements of the RADARSAT-2 and RCM classifications were mainly achieved because more ice
jam and sheet ice pixels were classified correctly. Most pixels that were misclassified as ice jams instead of
sheet ice, had small incidence angles.

More in-depth details about the relation between SAR characteristics and misclassified pixels can be found in
Figures 5.18 and 5.19. These figures were created based on the S1-IntPolTex, R2-IntPolTex and RCM-IntPolTex
classification results. Figure 5.18 gives an insight on the dates at which there was confusion between ice
stages. Figure 5.17 shows that Sentinel-1 sheet ice pixels were misclassified as ice jams and as open water. For
RADARSAT-2 and RCM, sheet ice pixels were occasionally misclassified as ice jams and vice versa. Only the
ice stages with high confusion are presented in Figures 5.18 and 5.19.

Figure 5.18 [A] and [B] show that sheet ice was misclassified as open water at 24 March 2019, 28 March 2019
and 23 April 2020. The reference data show that parts of the ice layer were covered by melt water. Figure 5.18
[C] show that almost 60% of the sheet ice pixels were misclassified as water. An explanation can be given by
the recent snowfall event which took place at 4 April 2019, resulting in a snow layer with a rough surface on
top of the ice.

The misclassification between sheet ice and ice jams presented in Figure 5.18 [E], [F], [G] and [H] is best
explained by 5.19. This figure shows that for RADARSAT-2 and RCM most pixels that were misclassified as ice
jams instead of sheet ice, have small incidence angles. For example Figure 5.19 [E] shows that almost 50%
of the RADARSAT-2 sheet ice pixels were misclassified as ice jam, when the incidence angle was smaller than
20°. This can be explained by Figure 2.9, which shows that smooth surfaces like sheet ice, the SAR sensor
measures a high backscatter under small incidence angles.
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Figure 5.18: Percentage of misclassified pixels per date. [A] and [B] show the confusion between sheet ice and open water for Sentinel-1.
[C] and [D] show at which dates there was confusion between sheet ice and ice jam for Sentinel-1, [E] and [F] for RADARSAT-2 and [G]
and [H] for RCM.
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Figure 5.19: Percentage of misclassified pixels per incidence angle. [A] and [B] show the confusion between sheet ice and open water for
Sentinel-1. [C] and [D] show at which incidence angles there was confusion between sheet ice and ice jam for Sentinel-1, [E] and [F] for
RADARSAT-2 and [G] and [H] for RCM.
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5.5. CLASSIFICATION MAPS
In Appendix E classification maps of the entire studied river stretch are presented. In Figures E.1, E.2 and E.3 it
is visible that there are small differences between the ‘Int’ and ‘IntPolTex’ classification results. Unfortunately,
there are no reference data available for every date there was a SAR acquisition. For some dates however, there
are reference photos at hand, together with the interpretation of the ice stages performed by AEP (see Tables
A.1 and A.2 in Appendix A). Figures 5.20, 5.21 and 5.22 present ‘Int’ and ‘IntPolTex’ classification results and
compare the results with reference photos acquired by AEP.

In the classification maps that are shown in Figures 5.20, 5.21 and 5.22, the ‘IntPolTex’ classifiers show a
smoother result than the ‘Int’ classifiers. This can be explained by the additional texture features in the ‘Int-
PolTex’ classifiers, because the texture features also take the values of neighbouring pixels into account. The
effect on the computed texture features differs per SAR image, since the spatial resolution has a large effect
on the texture. All Sentinel-1 images used in this study have a nominal spatial resolution of 5 x 20 meters (see
Table 3.1). The spatial resolution of RADARSAT-2 scenes differ from image to image. Most of the images have
a spatial resolution of around 20 x 20 meters (see Table 3.2). For RCM, two different spatial resolutions were
used, 16 x 16 meters and 30 x 30 meters (see Table 3.3).

Figure 5.20 [A], obtained at 5 April 2019, shows a downstream stretch of the Athabasca River with an inter-
mitted ice cover. Both classifiers, S1-Int and S1-IntPolTex, classify some of the pixels as ice jam. The S1-Int
classifier captures some of the open water leads that are present in this part of the river at 5 April 2019. The
‘IntPolTex’ classifier on the other hand, misses most of these open water leads and classifies these areas as
sheet ice. Maps in Figure 5.20 [B], dated at 22 April 2020, give a closer look into misclassified open water pix-
els. In reality, in these locations the ice has started to melt. However, this is not recognized by the classifiers.
It should be noted that this is a limitation of radar earth observation. It is visible that the ‘IntPolTex’ does a
slightly better job than the ‘Int’ classifier. This difference was also shown in the confusion matrices of Figure
5.17. The third images were acquired at 27 April 2020, see Figure 5.20 [C]. The head of the ice jam is clearly
visible in the AEP helicopter photo. Both classifiers are well able to detect the ice jam and classify most pixels
correctly. However, the ‘IntPolTex’ classifier shows an artifact. At the transition of open water to ice jam, a
small edge of sheet ice shows up. This is an artifact from the texture feature, calculated using a window of 11
x 11. The ‘Int’ classifier labeled some of the pixels as sheet ice in the open water lead, where the observation
photos show open water. The ‘IntPolTex’ classifier is able to detect this correctly.

Figure 5.21 [A] shows a downstream stretch of the Athabasca River, where the river is covered with sheet ice.
This part of the river is just downstream the Athabasca River Bridge, located near downtown Fort McMur-
ray. In both classifiers, R2-Int and R2-IntPolTex, some pixels are misclassified as open water. The ‘IntPolTex’
classifier labeled pixels as open water close to the bridge. In the ‘Int’ classifier some pixels in the sheet ice
part are misclassified. Figure 5.21 [B] shows an intermitted ice cover at 15 April 2019. Both classifiers show
comparable results to the AEP reference photo. Again, it is visible that the classification of ‘IntPolTex’ is more
smooth. The final image presented in Figure 5.21 shows ruble ice. In the observation photo, an ice jam and an
ice run are visible. The SAR acquisition was obtained the morning after the observation photo. It is possible
that the ice run was not present at the time of the SAR acquisition. Both classifiers show that a part of the river
was free of ice on the morning of 22 April 2019, except for some ice remnants stranded on shoals and along
shores.

For the classification maps of RCM in Figures 5.22 [A] and [B], obtained at 21 and 25 April 2020, the differences
between the ‘Int’ and ‘IntPolTex’ classifiers are small. In these cases, the ‘IntPolTex’ classifiers show slightly
more correctly classified pixels. Figure 5.22 [C] shows a toe of the ice jam. Both classifiers can capture the
head of the ice jam accurately. However, similar to the classification result of S1-IntPolTex in Figure 5.20 [C],
there is an artifact of the texture features. An edge of sheet ice shows up, at the transition of open water to ice
jam.
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Figure 5.20: Classification comparison between S1-Int (based on: VV, VH features) and S1-IntPolTex (based on: VH, pseudo-anisotropy
and GLCM mean features) for three selected areas. Image [A] and [B] show sheet ice under melting conditions. Image [C] shows that
both classifiers are able to detect the ice jam of end-April 2020.
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Figure 5.21: Classification comparison between R2-Int (based on: HH, VH features) and R2-IntPolTex (based on: VH, alpha, GLCM mean
features) for three selected areas. The first two comparisons [A] and [B] show that both classifiers have trouble correctly classifying sheet
ice under winter conditions. Image [C] shows an ice run, which was not captured by the classification maps
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Figure 5.22: Classification comparison between RCM-Int (based on: CH feature) and RCM-IntPolTex (based on: CH, GLCM mean and
GLCM variance feature) for three selected areas. The first image [A] shows a stretch of the Athabasca River where the river is covered
with sheet ice. Images [B] and [C] show an ice jam. The rubble ice was captured by all classifiers. However, the RCM-IntPolTex classifier
shows an artifact at 27 April 2020.



6
DISCUSSION

The discussion consists of two parts. Section 6.1 discusses this study in a wider context. The added value
of SAR polarimetry for river ice classification during breakup is discussed. Section 6.2 examines some of the
decisions and assumptions that were made during this research.

6.1. RADAR POLARIMETRY
The main purpose of this study was to examine the possibility of using intensity, polarimetric and texture fea-
tures to improve river ice classification. The results presented in the previous chapter showed that classifiers
that included intensity, polarimetric and texture features (i.e. the ‘IntPolTex’ classifiers) gave significantly
better classification results than classifiers that solely used intensity features (i.e. the ‘Int’ classifiers). How-
ever, the greatest added value in the ‘IntPolTex’ classifiers came from texture features, not from polarimetric
features (see the importance of each feature in Figure 5.16). Texture features can be computed based on
non-polarimetric data. This raises the question of whether polarimetric SAR data are required to capture the
different ice stages during breakup or whether non-polarimetric SAR data also satisfy.

This was not the only reason this question arose. The fully polarized RADARSAT-2 data do not show bet-
ter results than the dual-pol Sentinel-1 and non-polarimetric compact-pol RCM. Data from RADARSAT-2
is fully polarimetric and consists of four polarimetric channels (HH, HV, VH and VV) and phase informa-
tion. Sentinel-1 is a phase-preserving dual-pol SAR system. For RCM only GRD data were available, so non-
polarimetric compact-pol data were used. Even though in this study no direct comparison between classifica-
tion results of Sentinel-1, RADARSAT-2 and RCM was performed, it is clear that high accuracies were obtained
for all satellite missions (i.e. 85.6% (Kappa = 0.78) for S1-IntPolTex, 91.2% (Kappa = 0.87) for R2-IntPolTex and
91.0% (Kappa = 0.87) for RCM-IntPolTex).

This study did not compare whether ‘IntPol’ classifiers perform better than ‘Int’ classifiers. Based on the
boxplots presented in Figures 5.12, 5.13 and 5.14 it is expected that the polarimetric features will not greatly
improve classification accuracies. This means that when classification would be performed with GRD data,
results are expected to be comparable to current ‘Int’ results. It is recommended to validate this in further
research.

However, even though polarimetry is not expected to improve classification accuracy, polarimetry does add
additional information. When more polarimetric channels are available, more information about the ice
stages can be retrieved from the (de)polarized signals. Moreover, decomposition parameters allow separation
of scattering mechanisms in surface and volume scattering, which gives more information about the river ice
processes. There are great potentials for more advanced river ice classifications, in which radar polarimetry
can play a major role.

6.2. REFLECTION OF RESULTS
This research shows a classification method that results in an accurate discrimination between sheet ice, ice
jams and open water. However, the used research method is based on several assumptions that strongly
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influence the certainty of the classification results per location. In this section, critical assumptions and
other factors that constrain direct applicability of the results are discussed and comparisons are made with
previous findings in literature. Firstly, the use of a Random Forest model is discussed and compared with the
more commonly used threshold method in 6.2.1. Secondly, the quality of the selected features is discussed in
6.2.2. Finally, the method that was used to obtain training and validation data is critically reviewed in 6.2.3.

6.2.1. COMPARING THRESHOLDING WITH MACHINE LEARNING CLASSIFIERS
Several studies use supervised classification methods to monitor ice decay from SAR images. Most of these
studies use threshold-based methods, for example Mermoz et al. (2009) who studied river ice under winter
conditions and Geldsetzer et al. (2010) and van der Sanden and Geldsetzer (2015) who studied lake ice. Fixed
backscatters are used to distinguish ice and water pixels. In this study a different approach was used, several
machine learning classifiers were tested (see Section 2.5) and eventually a Random Forest classification was
carried out.

Both threshold-based and machine learning classifiers have their advantages and disadvantages. A machine
learning model utilizes statistical rules rather than a deterministic approach, while a threshold classifier could
be considered as having "fixed" intelligence. Even though a machine learning system still uses a layer of
underlying rules, the machine has the ability to learn new rules on its own and discard ones that are not
useful. Moreover, more features can be added very easily to a machine learning classifier, which was found to
be highly beneficial for classification accuracies (see Table 5.2 for comparison ‘Int’ vs ‘IntPolTex’). A Random
Forest model is able to calculate the importance of each feature, which can be used to better understand the
underlying processes of radar and river ice interaction.

On the other hand, the RF approach used in this study is less interpretable than a basic threshold method.
However, in the author’s opinion, this disadvantage of a black box approach does not outweigh the aforemen-
tioned advantages. Besides these benefits, RF is able to handle non-linear data and is resistant to outliers.

6.2.2. ADDITION OF POLARIMETRIC AND TEXTURE FEATURES
Many studies on the monitoring of river ice only used co-pol intensities as input for classification (e.g. Floyd
et al., 2014, Gauthier et al., 2010, Sobiech and Dierking, 2013). This study aimed to get more out of the SAR
data than co-pol backscatter alone and studied the added value of multiple polarimetric channels, phase
information, decomposition parameters and texture features.

The RF-recursive feature elimination in Figure 5.16 showed the importance of texture feature GLCM mean.
Already in 2006, Gauthier et al. (2006) found that texture features performed better than intensity features as
inputs of a fuzzy-k-means classification. Similar to this study, it was found that the texture-based classifica-
tion was more efficient in discriminating areas with smooth surfaces to moderately rough surfaces, such as
open water and sheet ice under melting conditions.

In this study, three different feature classes (intensity, polarimetric and texture) were used to describe the
three ice stages. Table 5.2 shows that the additional polarimetric and texture features increased classification
accuracies up to 7%. Even though the classification already improved significantly by adding polarimetric and
texture features, the classification performance may increase even further by refining the features. Several
points of discussion are highlighted below.

Firstly, the distribution of the sample areas directly affects the feature values. Since only pixels in homoge-
neous areas were used for training and validation data, some patterns may not be captured. This means that
the selected features might not be representative in complex regions of the river. More detailed ground-truth
data may resolve this issue.

Secondly, the selected features may not be the most important feature for each SAR image. Especially texture,
which heavily relies on window size, is dependent on spatial resolution. The Sentinel-1 and RADARSAT-2
images that were used in this study have a consistent spatial resolution (around 20 m). On the other hand,
RCM images were acquired under different spatial resolutions (16 m and 30 m). However, neither of these
spatial resolution modes had enough images available to develop a proper training and validation data set
on its own. Therefore, the 16 m and 30 m RCM data sets were combined, resulting in selected texture features
that do not lead to optimal discrimination between the different ice stages. When more RCM SAR data are
available (for example breakup season 2020-2021), separate classifiers could be trained and validated for each
beam mode.
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Moreover, the results show that the acquisition time and incidence angle influence the feature values. How-
ever, the RF classifiers developed in this study did not account for these effects. The performance of the
classifiers may improve when these influencing SAR characteristics are added as variables. However, in this
thesis a lack of data made these improvements impossible. For example, no ice jams were captured during
RCM afternoon overpasses. Also, not all ice stages were imaged under varying incidence angles.

Finally, only ground range detected RCM data products were available. Therefore no compact-polarimetric
information was available, leading to a limited amount of features that could be computed. Single look com-
plex data may significantly improve the RCM classification, as simulated RCM phase information has proven
useful in previous studies dealing with sea ice (Dabboor and Geldsetzer, 2014) and lake ice (van der Sanden
et al., 2014).

6.2.3. UNCERTAINTIES IN SAMPLE AREA SELECTION
Many studies on river ice classification used unsupervised classification approaches, such as the fuzzy k-
means classification method (e.g. Chu and Lindenschmidt, 2016, Gauthier et al., 2006, Sobiech and Dierking,
2013). However, unsupervised classification has some large drawbacks compared to supervised approaches,
since one has little control over the selected classes and often the spectral classes do not correspond to fea-
tures on the ground (Campbell and Wynne, 2011).

In this study, a supervised classification approach was used, which required prior training. All training and
validation sample areas were drawn and labeled manually based on the author’s interpretation of the refer-
ence data. Supervised classification can be much more accurate than unsupervised classification, but de-
pends heavily on the quality of the training data. Three sources of uncertainties that may lead to errors or
deficiency in the sample areas are mentioned below.

First of all, misinterpretation of the reference data can lead to incorrectly labeled sample areas. The observa-
tion reports from AEP labeled the river ice stages per kilometer. However, differences in ice stages also occur
on smaller scales. Also, time differences between the acquisition of the SAR images and Sentinel-2 imagery or
AEP observation flights can also reduce training data quality. Even though AEP conducted daily observation
flights during the breakup seasons, time differences between SAR imagery and AEP flights of up to 8.5 hours
can occur.

Secondly, the number of labeled classes may have impacted the results. During sample selection, areas were
labeled into three classes: sheet ice, ice jam and open water. However, scattering behaviour of river ice under
winter conditions and sheet ice under melting conditions differ significantly. Even though, in this study it was
aimed to not select areas with ice under winter conditions for the sample selection, this did not also succeed.
Some of the selected sheet ice sample areas show a very high backscatter, as is found for river ice under winter
conditions (for example after the snowfall event of 4 April 2019). In future research, the current sheet ice class
should be split up.

Finally, in order to efficiently select the sample areas, only pixels in homogeneous areas were selected, for
which the author was confident about the ice stage. As a result, areas with ambiguities, such as ice-water
boundaries, were avoided. Hence, these complex regions were underrepresented in the training data. If
ground-truth data would have been available at these regions, RF classification could be improved.

A preferred approach is to collect field data on the same day as SAR images are acquired. Several other stud-
ies (e.g. Mermoz et al., 2009, van der Sanden et al., 2009, Weber et al., 2003) improved their classification
by adding field observations. In these studies, ground-truth data were collected from observation flights
scheduled to be simultaneous with SAR image acquisitions. During critical stages of a dynamic ice breakup,
time-lapse pictures with a high temporal resolution (e.g. one image per minute) are required to capture all
the changes.
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CONCLUSIONS

This study assessed the classification potentials and limitations of Sentinel-1, RADARSAT-2 and RCM for river
ice classification during breakup. The key findings obtained during this study are presented in Section 7.1.
First, the sub-questions are discussed, followed by the main research question. During this thesis research,
hypotheses were developed for the estimated feature values per ice stage (Figure 2.16). Most of these hy-
potheses could not be rejected. However, there are also some proposed improvements, see Section 7.2. Fi-
nally, three recommendations for future research are listed in Section 8.

7.1. KEY FINDINGS
What is the effect of the characteristics of the different SAR acquisitions on river ice classification?
The contrast between ice and water depends on the satellite configuration used. Hence, a simple threshold
approach that would work for all satellite missions is not possible. In this thesis, the effect of radar polariza-
tion, incidence angle and acquisition time was studied.

When looking at polarization channels a distinction between co-pol and cross-pol channels was made in this
study. Co-pol channels HH, VV, CH and CV (the latter two are not actual co-pol channels) and cross-pol chan-
nels HV and VH were considered. During breakup, the depolarization rates are very small for most ice stages,
resulting in low cross-pol values with a low signal-to-noise ratio. Therefore, when solely using cross-pol in-
tensities, classification possibilities are very limited. Co-pol intensities show a better separation between the
ice classes. Among co-polarization channels, circular polarization (CH, CV) performed better than linear
polarization (HH, VV). A clear reason has not been identified and more research on this is required.

Secondly, the incidence angle influences the backscatter measured by a SAR sensor. SAR images acquired
under small incidence angles result in a high returned radar signal for all ice stages. During breakup, the
backscatter of both sheet ice and open water mainly consists of specular surface reflection. This specular
reflection results in high backscatter under small incidence angle, making classification difficult (see Figure
5.11). Therefore, it would be optimal to only use SAR images with large incidence angles, e.g. over 40 °.
However, this would drastically reduce the amount of SAR images available for classification. Based on the
misclassification plots of RADARSAT-2 and RCM presented in Figure 5.19, it is recommended to avoid SAR
images with incidence angles smaller than 30°. Unfortunately, in this study the SAR images acquired with
incidence angles < 30° could not be ignored, due to a limited amount of data.

The effect of the difference in acquisition time, i.e. morning vs. afternoon overpasses, is less pronounced
than the effect of polarization channels or incidence angle on the backscatter. Nevertheless, for sheet ice
pixels there is a small difference in backscatter between the morning and afternoon acquisitions. Due to the
melt development after a day of solar radiation and higher temperatures, the backscatter shows lower values
in the afternoon overpasses. Therefore, SAR images obtained during morning overpasses are better able to
distinguish between open water and sheet ice and result in higher accuracy.

The noise floor of each satellite mission was studied. The noise floor varies between imaging modes. Similar
to what was found in literature, quad-pol RADARSAT-2 has a significantly lower noise floor than dual-pol
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Sentinel-1 and compact-pol RCM. A low noise floor is beneficial for the discrimination of ice types with a low
backscatter, such as open water and sheet ice under melting conditions.

The mentioned characteristics certainly induce limitations when it comes to river ice classification using.
During classifier development, these limitations should be taken into account. It would be desirable to only
use ’optimal data’. When the classifier is in use, the limitation of the classifier must be taken into account
when interpreting the results.

Which features are most suited to base the river ice classification on during breakup season? Why do some
features perform better than others?
Co-pol (intensity) and GLCM mean (texture) features showed the best separability between sheet ice, ice jams
and open water. GLCM mean was the most important feature for Sentinel-1 and RADARSAT-2 and might
also become the most important feature for RCM, if spatial resolution differences are accounted for. The
main advantage of GLCM mean is the accurate discrimination of ice cover types associated with low texture,
such as water, border ice and sheet ice under melting conditions. Another great advantage of GLCM mean
is the reduced sensitivity to speckle. Even though speckle was greatly reduced in intensity SAR images due
to extensive preprocessing, still pixels were misclassified in the ‘Int’ classifiers due to grey level variations
between adjacent resolution cells.

The third class of features that were studied are polarimetric features. Even though these features did not
show the best separability between the ice stages, they are of great added value. Polarimetric features provide
information on the scattering mechanisms and might help indicate the start and development of the breakup
season.

The strengths and weaknesses of each feature were studied. No individual feature was able to accurately
discriminate between the ice stages during breakup. The features should be combined to get an optimal
classification.

How does river ice classification improve when polarimetric and texture features are included in a Random
Forest model compared to a basic backscatter intensity classification approach?
RF classification accuracies improved significantly with the inclusion of polarimetric and texture features.
Table 5.2 shows that ‘IntPolTex’ classifiers for Sentinel-1, RADARSAT-2 and RCM have an increased overall ac-
curacy of 3.3%, 3.6% and 7.0% respectively, compared to ‘Int’ classifiers. Even higher accuracies are expected
for RCM, when the RF classification could be performed on SLC data.

For Sentinel-1 the majority of the confusion between classes was due to similarities in backscatter signatures
between open water and sheet ice under melting conditions. For RADARSAT-2 and RCM, sheet ice was mis-
classified as ice jams as a result of volume scattering. Moreover, many pixels acquired under small incidence
angles could not be classified correctly. These confusions were still present in the ‘IntPolTex’ classifications,
but to a much lesser extent.

A combination of different features shows greater potentials for river ice classification than a classifier based
on intensity features alone. However, even when ‘IntPolTex’ features are used, a maximum accuracy of around
90% is reached.

What are the potentials and limitations of Sentinel-1, RADARSAT-2 and RADARSAT Constellation Mission on
river ice type classification during breakup season?
By including intensity, polarimetric and texture features in a RF classifier, high overall classification accura-
cies were obtained. The main potentials and limitations for the three satellites are discussed separately.

The further development of a Sentinel-1 classifier is confined. Ice jams can easily be detected, but due to the
limited feature possibilities of the dual-pol satellite, a further improvement in classification between sheet
ice and open water is very hard.

In RADARSAT-2 the feature possibilities are much more extensive. The quad-pol data offers plenty of polari-
metric features that can be studied further. However, not all SAR images are useful, due to incidence angles
under 30°. This significantly reduces the amount of data available.
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The amount of RCM data was also a big limitation. Both the quality and quantity of RCM data proved to be
a limitation. First of all, the recent launch of the satellite mission limited the amount of data, which meant
only one breakup season was imaged. Secondly, the absence of single look complex data meant only a small
number of features could be computed. Finally, only moderate and low resolution data were available. These
are all issues that could be overcome in later studies. RCM is not fully explored in this study, but shows great
potential in river ice classification.

In general, SAR data showed great potential for the classification of ice jams. Sometimes sheet ice at the
beginning of the breakup season was mislabeled as an ice jam. Upon further studying the scattering mecha-
nisms, this problem might be solved. When the breakup season evolves and temperatures increase, sheet ice
and open water look very similar in SAR images, especially when incidence angles are small. This will remain
a substantial limitation.

7.2. REVISED HYPOTHESIS
In Section 2.5.3 hypotheses were given about the expected feature values per ice stage (see Figure 2.16). The
majority of the hypothesized feature values for the ice jam and open water stages coincides with the measured
pixel values of the sample areas. However, often sheet ice pixels showed a different result than was hypoth-
esised. During the research, it was found that there is a large variability in sheet ice pixels. Sheet ice pixels
range from mid-winter, where the sheet ice pixels are almost comparable to ice jams due to high backscatter,
to sheet ice under melting conditions, where the pixels are difficult to distinguish from open water. The hy-
pothesis matrix presented in Figure 2.16 could be improved by subdividing sheet ice in different classes, such
as sheet ice in winter conditions, sheet ice covered by snow and sheet ice under melting conditions.

Even though the backscatter of a sheet ice pixel can be very high (-7 dB, before breakup) or very low (-20 dB,
under melting conditions) for co-pol channels, this study showed that there are features that could help to
classify the pixels correctly. Polarimetric decomposition shows that the ratio surface to volume scattering
is higher for ice jams than for sheet ice. GLCM texture features showed larger values for sheet covered by a
wet layer than for open water pixels. The inclusion of these features is recommended to improve river ice
classification during breakup.





8
RECOMMENDATIONS

Now that the potentials and limitations of SAR data for river ice classification are understood, recommen-
dations for further development are discussed. In this study, all classifications were performed using single
SAR images. However, when temporal changes between these images are taken into account, a better classi-
fication might be possible. This is discussed in Section 8.1. In Section 8.2 recommendations are given on the
development of a year-round classifier, that could identify ice jams during freeze-up and breakup season. Fi-
nally, an outlook on the creation of a breakup forecasting system is given in Section 8.3, that is able to predict
the course of a breakup.

8.1. USING TEMPORAL PATTERNS AND EXPERT KNOWLEDGE FOR TRACKING
Confusion between open water and sheet ice under melting conditions is a large source of uncertainty for
the ice classification, because both classes have comparable feature values. Temporal patterns could help
improve the classification accuracies.

One could imagine that a region with pixels that are labeled as sheet ice, cannot be all changed into open
water in a few days. The ice cover deterioration normally starts with melt and cracks in the ice cover. In the
presented temporal and spatial plots it was shown that the breakup process takes some time. When pixels
are classified as open water, there is a probability that a layer of melted snow or ice is covering the ice layer,
resulting in a low backscattered signal.

Time series modeling could overcome this confusion. This is also recommended by van der Sanden et al.
(2020). They propose to monitor the backscatter intensity of the ice cover for sample areas to evaluate the
progress of the breakup. For further research, it is recommended to further study the temporal breakup pat-
terns and use this expert knowledge for river ice classification improvements.

8.2. TOWARDS YEAR-ROUND ICE CLASSIFICATION
Currently, expert knowledge is required to indicate the start of the breakup season. To determine the onset
of ice breakup from a time series, other methods (e.g. visual image inspection, change detection or thresh-
olding) are needed. From the moment that snow starts to melt, the breakup classifier developed in this study
can be used to monitor the river ice development. It would be ideal to have a year-round classifier that can
monitor ice development permanently and detect ice jams during all stages of the river ice formation and
deterioration.

Other studies like Jasek et al. (2013) and Das et al. (2015) used SAR data to monitor ice cover formation during
freeze-up. Rivers like the Peace River, also located in Alberta, are prone to ice jams in both freeze-up and
breakup season. For these types of rivers, it would be especially beneficial for monitoring purposes to have
access to a year-round river ice classifier.

An in-depth understanding of the behaviour of intensity, texture and polarimetric feature during freeze-up,
winter and breakup season should make it possible to develop such a year-round automatic classification
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approach. The ratio between surface and volume scattering might provide a concrete starting point to deal
with the transition from freeze-up to winter conditions and breakup season.

8.3. FORECASTING ICE JAMS DURING RIVER ICE BREAKUP
New and exciting opportunities exist to advance our current stage of river ice monitoring to river ice forecast-
ing, which can help to improve ice jam risk management. Since we are better capable of classifying the river
ice during breakup, also predictions about the future could be made to help better anticipate river ice jams.

Several levels of information should be integrated in order to make accurate predictions. First of all, hydro-
meteorological patterns that are associated with dynamic breakup should be gathered. Second, the river mor-
phology should be studied, to understand the channel’s predisposition to ice jams. Lastly, this study could be
used to monitor the maturity of the ice cover. When the meteorological predictions and ice cover maturity
data are combined with geospatial data, a warning could be issued when an ice jam event is predicted in a
risk area.

Recently, two studies were published that also discuss the need of a river ice forecasting system. First of
all, Lindenschmidt et al. (2019) discuss the necessary steps to develop an ice jam forecasting system for the
Lower Oder River, a large river located in Central-Europe. In the Lower Oder River, ice jams may occur during
freeze-up and breakup phases. Lindenschmidt et al. (2019) propose to develop an empirical and geospatial
model to estimate the predisposition of river reaches to certain ice types. Moreover, they propose to develop a
deterministic model which includes remote sensing observations. Secondly, a system named DAVE is under
development, which should improve ice jam risk management across Canada (Gauthier et al., 2020). Gauthier
et al. (2020) integrate three levels of information that were also mentioned in this section: hydrometeorolog-
ical patterns, the current maturity of an ice cover and the predisposition of a river to ice jams.



A
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A.1. OBSERVATION FLIGHTS AEP
Table A.1: Ice classification per date Athabasca River 2019, by Alberta Environment and Parks. During breakup season, AEP conducts
helicopter flights almost daily. From the georeferenced photos that are created during the flights, different ice classes are identified.

Date Ice Classification (AEP Observation Flight)

04-06-2019

290 km - 352 km: Intact ice cover
352 km - 360 km: Intermittent ice cover
360 km - 367 km: Intact ice cover
367 km - 368 km: Open water
368 km - 392 km: Intact ice cover
392 km - 393 km: Open water
393 km - 395 km: Intact ice cover
395 km - 396 km: Open water
396 km - 425 km: Intact ice cover
425 km - 427 km: Intermittent ice cover
427 km - 445 km: Intact ice cover

04-08-2019

290 km - 341 km: Intact ice cover
341 km - 346 km: Intermittent ice cover
346 km - 350 km: Ice jam
350 km - 375 km: Open water
375 km - 404 km: Intermittent ice cover
404 km - 415 km: Intact ice cover
415 km - 423 km: Open water
423 km - 431 km: Intermittent ice cover
431 km - 441 km: Ice run
441 km - 445 km: Open water

04-09-2019

285 km - 290 km: Intermittent ice cover
290 km - 330 km: Intact ice cover
330 km - 346 km: Ice jam
346 km - 445 km: Open water

04-10-2019

285 km - 292 km: Intermittent ice cover
292 km - 330 km: Intact ice cover
330 km - 347 km: Ice jam
347 km - 361 km: Open water
361 km - 380 km: Ice run
380 km - 445 km: Open water
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Table A.1 continued from previous page

04-11-2019

285 km - 292 km: Intermittent ice cover
292 km - 330 km: Intact ice cover
330 km - 349 km: Ice jam
349 km - 445 km: Open water

04-12-2019

285 km - 290 km: Intermitent ice cover
290 km - 297 km: Intact ice cover
297 km - 302 km: Intermittent ice cover
302 km - 307 km: Intact ice cover
307 km - 342 km: Ice run
342 km - 445 km: Open water

04-14-2019

285 km - 290 km: Open water
290 km - 296 km: Intact ice cover
296 km - 304 km: Intermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 322 km: Ice jam
322 km - 345 km: Open water

04-15-2019

285 km - 290 km: Open water
290 km - 296 km: Intact ice cover
296 km - 304 km: Intermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 320 km: Ice jam
320 km - 330 km: Open water

04-16-2019

285 km - 290 km: Open water
290 km - 296 km: Intact ice cover
296 km - 304 km: Inttermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 319 km: Ice jam
319 km - 330 km: Open water

04-17-2019

285 km - 290 km: Open water
290 km - 296 km: Intact ice cover
296 km - 304 km: Intermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 317 km: Ice jam
317 km - 330 km: Open water

04-19-2019

285 km - 290 km: Open water
290 km - 292 km: Intact ice cover
292 km - 304 km: Intermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 311 km: Ice jam
311 km - 445 km: Open water

04-20-2019

285 km - 290 km: Open water
290 km - 304 km: Intermittent ice cover
304 km - 307 km: Intact ice cover
307 km - 445 km: Open water

04-21-2019

285 km - 292 km: Open water
292 km - 293 km: Intermittent ice cover
293 km - 296 km: Ice jam
296 km - 445 km: Open water

04-22-2019 285 km - 445 km: Open water
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Table A.2: Ice classification per date Athabasca River 2020, by Alberta Environment and Parks. During breakup season, AEP conducts
helicopter flights almost daily. From the georeferenced photos that are created during the flights, different ice classes are identified.

Date Ice Classification (AEP Observation Flight)

04-21-2020
285 km - 422 km: Intact ice cover
422 km - 428 km: Intermittent ice cover
428 km - 445 km: Intact ice cover

04-23-2020

285 km - 352 km: Intact ice cover
352 km - 355 km: Intermittent ice cover
355 km - 422 km: Intact ice cover
422 km - 428 km: Intermittent ice cover
428 km - 445 km: Intact ice cover

04-24-2020 (n1)
285 km - 327 km: Intact ice cover
327 km - 380 km: Ice run
380 km - 442 km: Open water

04-24-2020 (n2)
285 km - 308 km: Intact ice cover
308 km - 329 km: Ice jam
329 km - 442 km: Open water

04-25-2020

285 km - 290 km: Intermittent ice cover
290 km - 325 km: Intact ice cover
325 km - 345 km: Ice jam
345 km - 384 km: Open water

04-26-2020
285 km - 305 km: Ice jam
305 km - 316 km: Ice run
316 km - 322 km: Open water

04-27-2020
285 km - 305 km: Ice jam
305 km - 310 km: Open water

04-28-2020
285 km - 303 km: Ice jam
303 km - 445 km: Open water

04-29-2020 (n1)
285 km - 296 km: Ice jam
296 km - 305 km: Open water

04-29-2020 (n2)
285 km - 294 km: Ice jam
294 km - 297 km: Open water

04-30-2029
285 km - 290.5 km: Ice jam
290.5 km - 445 km: Open water

05-01-2020 285 km - 445 km: Open water
05-02-2020 285 km - 445 km: Open water
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A.2. OPTICAL IMAGERY SENTINEL-2

Table A.3: Sentinel-2 data products that were used for reference in this study (breakup seasons 2018-2019).

ID Local date Local time Comments
S2-AR19-1 1-Mar-2019 12:53:11 Not used (clouds)
S2-AR19-2 3-Mar-2019 12:42:59 Used
S2-AR19-3 5-Mar-2019 12:52:02 Not used (clouds)
S2-AR19-4 6-Mar-2019 12:52:39 Used
S2-AR19-5 8-Mar-2019 12:52:01 Not used (clouds)
S2-AR19-6 10-Mar-2019 12:42:02 Not used (clouds)
S2-AR19-7 11-Mar-2019 12:52:01 Not used (clouds)
S2-AR19-8 13-Mar-2019 12:41:39 Used
S2-AR19-9 16-Mar-2019 12:51:29 Used
S2-AR19-10 18-Mar-2019 12:41:01 Not used (clouds)
S2-AR19-11 21-Mar-2019 12:50:51 Used
S2-AR19-12 23-Mar-2019 12:40:39 Not used (clouds)
S2-AR19-13 26-Mar-2019 12:50:19 Not used (clouds)
S2-AR19-14 28-Mar-2019 12:40:31 Not used (clouds)
S2-AR19-15 30-Mar-2019 12:52:02 Not used (clouds)
S2-AR19-16 2-Apr-2019 12:39:29 Not used (clouds)
S2-AR19-17 5-Apr-2019 12:49:19 Not used (clouds)
S2-AR19-18 7-Apr-2019 12:39:21 Not used (clouds)
S2-AR19-19 9-Apr-2019 12:49:21 Used
S2-AR19-20 10-Apr-2019 12:49:01 Not used (clouds)
S2-AR19-21 12-Apr-2019 12:39:29 Used
S2-AR19-22 14-Apr-2019 12:48:02 Not used (clouds)
S2-AR19-23 15-Apr-2019 12:49:19 Used
S2-AR19-24 17-Apr-2019 12:39:21 Not used (clouds)
S2-AR19-25 19-Apr-2019 12:48:49 Not used (clouds)
S2-AR19-26 20-Apr-2019 12:49:21 Not used (clouds)
S2-AR19-27 22-Apr-2019 12:39:29 Not used (clouds)
S2-AR19-28 24-Apr-2019 12:49:21 Not used (clouds)
S2-AR19-29 25-Apr-2019 12:49:29 Not used (clouds)
S2-AR19-30 27-Apr-2019 12:39:21 Used
S2-AR19-31 29-Apr-2019 12:47:48 Not used (clouds)
S2-AR19-32 30-Apr-2019 12:49:21 Not used (clouds)
S2-AR19-33 2-May-2019 12:39:29 Not used (clouds)
S2-AR19-34 4-May-2019 12:39:21 Not used (clouds)
S2-AR19-35 5-May-2019 12:49:29 Not used (clouds)
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Table A.4: Sentinel-2 data products that were used for reference in this study (breakup seasons 2019-2020).

ID Local date Local time Comments
S2-AR20-1 2-Mar-2020 12:42:51 Not used (clouds)
S2-AR20-2 5-Mar-2020 12:54:41 Not used (clouds)
S2-AR20-3 7-Mar-2020 12:45:19 Not used (clouds)
S2-AR20-4 10-Mar-2020 12:51:09 Not used (clouds)
S2-AR20-5 12-Mar-2020 12:41:41 Not used (clouds)
S2-AR20-6 15-Mar-2020 12:52:01 Not used (clouds)
S2-AR20-7 17-Mar-2020 12:40:09 Not used (clouds)
S2-AR20-8 20-Mar-2020 12:49:59 Used
S2-AR20-9 22-Mar-2020 12:40:31 Used
S2-AR20-10 25-Mar-2020 12:40:11 Not used (clouds)
S2-AR20-11 27-Mar-2020 12:39:29 Not used (clouds)
S2-AR20-12 29-Mar-2020 12:49:29 Not used (clouds)
S2-AR20-13 1-Apr-2020 12:39:21 Not used (clouds)
S2-AR20-14 4-Apr-2020 12:49:11 Used
S2-AR20-15 6-Apr-2020 12:39:19 Not used (clouds)
S2-AR20-16 9-Apr-2020 12:49:19 Not used (clouds)
S2-AR20-17 11-Apr-2020 12:39:21 Not used (clouds)
S2-AR20-18 14-Apr-2020 12:49:21 Used
S2-AR20-19 16-Apr-2020 12:39:29 Used
S2-AR20-20 19-Apr-2020 12:49:09 Not used (clouds)
S2-AR20-21 21-Apr-2020 12:39:21 Not used (clouds)
S2-AR20-22 24-Apr-2020 12:49:21 Not used (clouds)
S2-AR20-23 26-Apr-2020 12:39:19 Not used (clouds)
S2-AR20-24 29-Apr-2020 12:49:19 Used
S2-AR20-25 1-May-2020 12:39:21 Not used (clouds)
S2-AR20-26 4-May-2020 12:49:21 Used
S2-AR20-27 5-May-2020 12:39:19 Used





B
PREPROCESSING OF SAR IMAGES IN SNAP

This appendix consists of three sections that discuss the SNAP configurations that were used in this study. In
Section B.1 the selection of the speckle filter is justified. Next, the used settings to obtain the decomposition
parameters are discussed in Section B.2. Finally, in Section B.3 the SNAP configurations to calculate the GLCM
texture features are presented.

B.1. SPECKLE FILTERING
This appendix consists of an pre-study which was done to find the appropriate preprocessing steps of the
SAR images. A variation of preprocessing steps was conducted in SNAP to come to the used preprocessing
scheme as was presented in Figure 4.2. Some steps are always required in a preprocessing scheme: reading
the file, calibration, terrain correction and writing to an output folder. Other steps are desired, like applying
an orbit file, masking to an area of interest and converting the linear dimensionless backscatter to dB-scaled
values. However, steps as multilooking an speckle filtering are not always implemented and are dependent
on the desired research goal.

Before applying the preprocessing scheme to the Athabasca River, an experiment was conducted with the
different schemes on an area with tropical forest located in Guyana. This area is very well suited for prepro-
cessing tests, as the pixel fluctuations are assumed to be due to speckle. The Equivalent Number of Looks
(ENL) was computed for a few polygons that covered a dense and even forest. In literature, the ENL is used to
assess the amount of speckle in SAR images, it is generally computed as:

E N L = µ2

σ2 (B.1)

µ and σ respectively represent the mean and standard deviation of a homogeneous area. The larger value
of the ENL, the better performance of speckle suppression. However, a trade-off is made, as speckle filtering
also reduces the spatial resolution. A value of 10 for the ENL is desired, as this results in a balances trade-off
between noise and resolution.

Speckle filtering is not an exact science, but is image and target dependent. An ideal speckle filter will do
several things, according to Lee et al. (1994):

• Reduce speckle;

• Preserve edge sharpness;

• Preserve line and point target contrast;

• Retain mean values in homogeneous regions;

• Retain texture information.
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SNAP offers a range of Speckle filters. The filters were compared based on the above mentioned requirements
and on the acquired ENL after filtering. In Figure B.1 a part of the Athabasca River at 12 March 2019 is shown.
In this part of the river a cracks in the ice cover are visible. After several experiments, the Gamma Map filter
and Refined Lee filter (with window size 3 x 3) were two options that reached an ENL around 10 after only one
time of speckle filtering.

After a visual inspection over the Athabasca River it can be concluded that differences between the filters are
small. However, the Refined Lee filter makes the river look slightly less homogeneous than the Gamma Map
filter does. Even though the differences are limited, for classification purposes the Gamma Map filter shows
more promising results.

Figure B.1: Detailed comparison of two Sentinel 1 speckle filters (Gamma Map and Refined Lee). The left image [A] shows the S1 SAR
image before speckle filtering, images [B] and [C] present to different Speckle filters, the Gamma Map and Refined Lee filter respectively.
The Gamma Map filter shows more homogeneous patches than the Refined Lee filter and is therefore preferred.

Figure B.2 shows the used configurations for speckle filtering in SNAP. In the figure the speckle filter for quad-
pol (RADARSAT-2) data is presented. SNAP also has a dual-pol and a compact-pol speckle filter, that were
used for Sentinel-1 and RCM respectively.

Figure B.2: Selected configurations in SNAP to speckle filter SAR images.
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B.2. EIGENVALUE DECOMPOSITION FEATURES
In SNAP under the polarimetric menu multiple polarimetric decomposition methods can be selected. In this
study the popular H-A-α decomposition was used, which provide information about the scattering mecha-
nisms from a target. The H-A-α decomposition method can be computed for dual-, quad- and compact-pol.
As input the coherency matrix T is required and a desired window size. After some test, a window size of 7x7
was found to be optimal. The used SNAP configurations can be found in Figure B.3.

Figure B.3: Selected configurations in SNAP to compute decomposition parameters H , A and α.
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B.3. TEXTURE FEATURES
Under the image analysis menu in SNAP, the option to analyse GLCM texture can be found. Several param-
eters can be adjusted when computing the GLCM texture features: (1) quantizer, (2) quantization levels, (3)
displacement, (4) window size and (5) angle, see Figure B.4.

Two options are available for the quantizer, the probabilistic and the equal distance quantizer. The equal
distance quantizer expresses the GLCM in total number of occurrences (see example in Figure 2.17 [D]). In
this study, the probabilistic quantizer was preferred, which expresses the GLCM as probabilities (see example
in Figure 2.17 [E]). Quantization levels are the number of possible values that the final image will have. In the
example in Figure 2.17 22 values were used. In this study more values will used, namely 216 different values. A
larger number was used to prevent information from getting lost. Some experiments were conducted to find
the optimal displacement value and window size. The best results were obtained with a displacement value
of 2 and a window size of 11x11. The GLCM was computed in all directions, so instead of only computing the
GLCM east matrix as was done in Figure 2.17, four angles (0°, 45°, 90° and 135°) were computed in this study.

Figure B.4: Selected configurations in SNAP to compute GLCM features.



C
COMPARISON OF MACHINE LEARNING

TECHNIQUES

For the S1-IntPolTex, R2-IntPolTex and RCM-IntPolTex validation data sets six supervised machine learning
algorithms were tested. Among these classifiers are:

• Random Forest - RF

• K-Nearest Neighbours - K-NN

• Support Vector Machines - SVM

• Naive Bayes - NB

• Linear Discriminant Analysis - LDA

• Logistic Regression - LR

The results can be found in Tables C.1, C.2 and C.3. Highest accuracies were obtained with the Random Forest
classier, which was also the used classifier in this study.

Table C.1: Statistical metrics of different supervised machine learning classifications based on Sentinel-1 data (S1-IntPolTex).

RF K-NN SCM NB LDA LR
Overall Accuracy 0.856 0.843 0.856 0.850 0.804 0.840
Cohen’s Kappa 0.784 0.765 0.799 0.775 0.706 0.759

Table C.2: Statistical metrics of different supervised machine learning classifications based on RADARSAT-2 data (R2-IntPolTex).

RF K-NN SCM NB LDA LR
Overall Accuracy 0.912 0.903 0.909 0.902 0.887 0.867
Cohen’s Kappa 0.867 0.855 0.863 0.853 0.831 0.801

Table C.3: Statistical metrics of different supervised machine learning classifications based on RCM data (RCM-IntPolTex).

RF K-NN SCM NB LDA LR
Overall Accuracy 0.910 0.891 0.894 0.899 0.871 0.896
Cohen’s Kappa 0.865 0.836 0.841 0.848 0.806 0.844
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D
RANDOM FOREST OPTIMIZATION

The Random Forest model that was built in Python can be optimized using several skikit-learn’s packages.
In order to optimize the RF models to obtain the most accurate predictions, hyperparameters should be ad-
justed. Section 4.5.3 provided more information on the used hyperparameters in this study.

For each satellite mission the performance of multiple hyperparameter values was evaluated in different val-
idation curves.

Number of estimators
The validation curves for n_estimators were created with values ranging from 1 to 100. Graphs [A] in Figures
D.1, D.2 and D.3 show that the best value for the number of estimators appeared to be 46 for Sentinel-1, 4 for
RADARSAT-2 and 16 for RCM. It is important to note that the models showed very high accuracies, regardless
of the number of estimators used.

Max depth
Graphs [B] in Figures D.1, D.2 and D.3 show that the maximum depth for the models varied between 5 and
15. When looking at the training score, it seems better to choose a higher value for max_depth. However, this
is not recommended, since it might lead to overfitting of the training data.

Minimum sample split
Graphs [C] in Figures D.1, D.2 and D.3 show the selected values for the minimum samples split. It makes
sense to select a low value for min_samples_split, since higher values constrain the model, because more
samples have to be considered at each note. When higher values are selected, the RF model is suffering from
underfitting, since the model cannot learn enough from the data.

Minimum sample leaf
Graphs [D] in Figures D.1, D.2 and D.3 show that the desired value for min_samples_leaf equaled 1 for all
models. When this value increases, the decision trees may to be capable to make enough split to capture
sufficient variation in the training data.
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Figure D.1: Hyperparameter optimization of Random Forest classifier for Sentinel-1. The red circles in each of the validation curves show
the optimal value for the number of estimators, the maximum depth, the minimum samples split and minimum samples leaf.

Figure D.2: Hyperparameter optimization of Random Forest classifier for RADARSAT-2. The red circles in each of the validation curves
show the optimal value for the number of estimators, the maximum depth, the minimum samples split and minimum samples leaf.
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Figure D.3: Hyperparameter optimization of Random Forest classifier for RCM. The red circles in each of the validation curves show the
optimal value for the number of estimators, the maximum depth, the minimum samples split and minimum samples leaf.





E
ADDITIONAL CLASSIFICATION MAPS

Besides studying the classification results of the individual sample areas that were presented in Chapter 5,
the classification maps of the entire river section provide useful insights into the strengths and weaknesses of
the developed classifiers. However, it should be noted that the data was not compared to ground truth data.
In Figures E.1, E.2 and E.3 the median pixel value for each kilometer was selected to show the classification
results of the ‘Int’ and ‘IntPolTex’ Random Forest classifiers.

These figures give a slightly different picture compared to the accuracy values that are presented in Table 5.2,
because early in the season a large number of pixels are misclassified as ice jams instead of sheet ice. In the
case of the sample areas classification, sample locations were mostly selected in areas in which the thermal
deterioration had started. In Figures E.1, E.2 and E.3 the entire river section present on a SAR image is shown,
so also parts of the river that were still in winter conditions.

Based on a Sentinel-1 image acquired at 10 June 2020 areas with rapids are extracted. The analyzed stretch
of the Athabasca River knows many rapids, resulting in an increased backscatter when the stretch is free of
ice. These areas are often misclassified as sheet ice or ice jams instead of water, due to the rough surface. The
grey boxes in Figures E.1, E.2 and E.3 indicate the locations of the rapids.
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Figure E.1: Classification based on S1-Int and S1-IntPolTex data. The exact ice stages of the entire river are not completely known.
However, based on general knowledge on the breakup process, it can be seen that large parts of the river are misclassified as ice jams
early in the season.
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Figure E.2: Classification based on R2-Int and R2-IntPolTex data. Often R2-Int incorrectly classifies pixels as ice jams. To a lesser extent,
this is also a problem for R2-IntPolTex.
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Figure E.3: Classification based on RCM-Int and RCM-IntPolTex data. RCM-IntPolTex is better able to detect sheet ice under melting
conditions, as can be seen on 16 April 2020 (afternoon).
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