
 
 

Delft University of Technology

Document Version
Final published version

Licence
CC BY

Citation (APA)
Versluis, N. D., Pellegrini, P., Quaglietta, E., Goverde, R. M. P., & Rodriguez, J. (2025). Conflict detection and resolution
for distance-to-go railway signalling. Transportmetrica A: Transport Science.
https://doi.org/10.1080/23249935.2025.2592225

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
In case the licence states “Dutch Copyright Act (Article 25fa)”, this publication was made available Green Open
Access via the TU Delft Institutional Repository pursuant to Dutch Copyright Act (Article 25fa, the Taverne
amendment). This provision does not affect copyright ownership.
Unless copyright is transferred by contract or statute, it remains with the copyright holder.
Sharing and reuse
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without
the consent of the author(s) and/or copyright holder(s), unless the work is under an open content license such as
Creative Commons.
Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.

https://doi.org/10.1080/23249935.2025.2592225


Transportmetrica A: Transport Science

ISSN: 2324-9935 (Print) 2324-9943 (Online) Journal homepage: www.tandfonline.com/journals/ttra21

Conflict detection and resolution for distance-to-
go railway signalling

Nina D. Versluis, Paola Pellegrini, Egidio Quaglietta, Rob M.P. Goverde &
Joaquin Rodriguez

To cite this article: Nina D. Versluis, Paola Pellegrini, Egidio Quaglietta, Rob M.P. Goverde &
Joaquin Rodriguez (08 Dec 2025): Conflict detection and resolution for distance-to-go railway
signalling, Transportmetrica A: Transport Science, DOI: 10.1080/23249935.2025.2592225

To link to this article:  https://doi.org/10.1080/23249935.2025.2592225

© 2025 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group.

Published online: 08 Dec 2025.

Submit your article to this journal 

Article views: 545

View related articles 

View Crossmark data

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=ttra21

https://www.tandfonline.com/journals/ttra21?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/23249935.2025.2592225
https://doi.org/10.1080/23249935.2025.2592225
https://www.tandfonline.com/action/authorSubmission?journalCode=ttra21&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=ttra21&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/23249935.2025.2592225?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/23249935.2025.2592225?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/23249935.2025.2592225&domain=pdf&date_stamp=08%20Dec%202025
http://crossmark.crossref.org/dialog/?doi=10.1080/23249935.2025.2592225&domain=pdf&date_stamp=08%20Dec%202025
https://www.tandfonline.com/action/journalInformation?journalCode=ttra21


TRANSPORTMETRICA A: TRANSPORT SCIENCE
https://doi.org/10.1080/23249935.2025.2592225

Conflict detection and resolution for distance-to-go railway
signalling

Nina D. Versluis a, Paola Pellegrini b, Egidio Quaglietta a, Rob M.P. Goverde a

and Joaquin Rodriguez b

aDepartment of Transport and Planning, Delft University of Technology, Delft, The Netherlands ;
bCOSYS-ESTAS, Université Gustave Eiffel, Villeneuve d’Ascq, France

ABSTRACT
Conflict detection and resolution models typically consider train
separation distances based on a number of blocks correspond-
ing to conventional fixed-block signalling systems. However, mod-
ern distance-to-go railway signalling systems, such as the Euro-
pean Train Control System (ETCS), use braking curve supervision,
resulting in train- and speed-dependent train separation distances.
This paper proposes a modelling approach that incorporates train-
and speed-dependent brake indication points and the resulting
blocking times, enhancing conflict detection and resolution mod-
els for distance-to-go signalling. By integrating these enhancements
into the state-of-the-art RECIFE-MILP model, a mixed integer lin-
ear programming formulation explicitly representing fixed-block
distance-to-go signalling is obtained. The enhanced model is eval-
uated considering the state-of-practice fixed-block distance-to-go
signalling system ETCS Level 2, and is compared with the origi-
nal model for conventional fixed-block signalling in two real-world
case studies. Results show that the shorter train separation under
distance-to-go signalling leads to different rescheduling decisions,
including a significant number of reroutings and some reorder-
ings. With that, reductions in total train delay are achieved for 98%
and 55% of the respective case study instances. While the mean
reductions are below 1%, reductions of up to 7% are observed.
These findings illustrate the operational relevance of incorporat-
ing distance-to-go principles into conflict detection and resolution
modelling.
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1. Introduction

Worldwide, railways are experiencing a continuously increasing travel demand. The exist-
ing railway networks have limited capacity and fewer and fewer extension possibilities due
to the costly and land-consuming infrastructure. Especially at capacity bottlenecks such as
in and around stations, extensions are often not available. To fulfil future railway demand
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in a different way, advanced signalling systems such as distance-to-go (DTG) systems
are developed as capacity-increasing alternatives to conventional fixed-block multi-aspect
signalling with automatic train protection systems.

In conventional fixed-block systems, the track is partitioned into blocks of fixed lengths
which can be occupied by at most one train at a time. The block entries are protected by
trackside multi-aspect signals which indicate whether an approaching train can proceed,
needs to start braking or is required to stop. The automatic train protection system super-
vises that the trains follow the signal aspects and intervenes when a train does not start
braking after a brake indication. Hence, train separation distances are determined based
on a number of blocks of fixed length.

Fixed-block DTG systems feature radio-based cab signalling and continuous braking
curve supervision from the train front position to the block (or section) entry correspond-
ing to the train’s end of movement authority (MA), i.e. the permission to move to a specific
location under supervision. With this, brake indications no longer need to be provided at
the entry of a block. Moreover, train separation distances become speed-dependent due
to the approach distance to the first occupied block being based on the train’s absolute
braking distance.

For effective railway operations, real-time traffic management is crucial. In case of small
delays originating from variations in rolling stock, dwell times and driver behaviour, traf-
fic management can apply rescheduling measures such as retiming, reordering and local
rerouting to resolve track conflicts while minimising the delay propagation in the network.
To support human dispatchers in takingmathematically optimised rescheduling decisions,
conflict detection and resolution (CDR) models describing variants of the real-time railway
traffic management or rescheduling problem are developed (Cacchiani et al. 2014; Pelle-
grini, Marlière, and Rodriguez 2014). In short, the problem can be formally described as
follows: given a railway network and timetable together with delayed events, find a new
timetable by rescheduling trains such that all track conflicts are resolved and total delay (or
other relevant objective) is minimised.

The existing CDRmodels mostly refer to conventional fixed-block signalling systems. As
a result, they are typically microscopic models that inherently rely on the discretisation of
the track into fixed blocks. Moreover, they generally neglect changes in the speed profile
to fit the adjusted timetable (Reynolds andMaher 2022). Hence, thesemodels cannot accu-
rately capture the speed-dependent separation distances typical for DTG signalling due to
the implementation of braking curve supervision (Versluis et al. 2024).

In this paper, we address the research gap regarding CDR for DTG signalling by develop-
ing a CDR model for DTG and applying it to assess the operational relevance of modelling
CDR for DTG. To obtain amodel that represents and identifies optimised rescheduling deci-
sions for DTG railway operations, we propose enhancements for existing CDR models. The
enhancements include the introduction of speed profile options and train blocking times
considering train- and speed-dependent braking distances. These two enhancements are
significant as they are crucial in enabling the modelling of train- and speed-dependent
brake indication points in CDRmodels. As a proof of concept, we incorporate the enhance-
ments into the state-of-the-art CDR model of RECIFE-MILP (Pellegrini et al. 2015), together
with a distinction between switches and the rest of the track. The resulting model is
assessed through a comparative analysis with the original one for conventional fixed-block
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signalling in two case studies, specifically in terms of total train delay and rescheduling
decisions.

With this, the main contributions of the paper are:

• A modelling approach for enhancing conflict detection and resolution models to apply
to distance-to-go signalling, introducing train- and speed-dependent train separation
and brake indication points.

• A mixed-integer linear programming model for conflict detection and resolution under
distance-to-go signalling, obtained by integrating distance-to-go principles into the
state-of-the-art RECIFE-MILP model.

• A comparative analysis illustrating the operational relevance of incorporating distance-
to-go principles into conflict detection and resolutionmodelling, as different reschedul-
ing decisions achieving reductions in total train delay are proposed.

The paper is organised as follows. In Section 2, the state-of-the-art related to the mod-
elling of CDR forDTG signalling is provided. Section 3describes the enhancement approach
forCDRmodels todescribeDTGsignalling. Themathematical formulationof the fixed-block
CDR model RECIFE-MILP enhanced for DTG signalling is presented in Section 4. Section 5
presents the results of the comparative analysis. Finally, Section 6 concludes the paper.

2. State-of-the-art in conflict detection and resolution for distance-to-go
signalling

In this section, we provide an overview of the state-of-the-art relevant for the topic of mod-
elling CDR under DTG signalling. Section 2.1 focuses on DTG signalling as the de-facto
standard in the development of next-generation signalling systems. Section 2.2 provides
an overview on modelling approaches for CDR existing in the literature.

2.1. Distance-to-go signalling systems

In thedevelopment of next-generation signalling systems,DTG is thede-facto standard. For
themainline railways, DTG signalling is included within the European Train Control System
(ETCS) and theChinese Train Control System (CTCS). Formetro lines, Communication-Based
Train Control (CBTC) applies DTG signalling principles. Examples of deployed DTG systems
are the fixed-block ETCS Level 2 with Trackside Train Detection (TTD) and the similar CTCS
Level 3. The latter is designed for the Chinese high-speed (up to 300 km/h) railway lines
(Xu et al. 2017). In this paper, we focus on ETCS Level 2 with TTD, hereafter referred to as
ETCS L2, which is implemented on freight and passenger railways throughout the world
(European Rail Supply Industry Association 2022).

To enable cab signalling, ETCS L2 features radio communication between a radio block
centre on the trackside and the trains as follows. The radio block centre receives train posi-
tion information from a train. This information supports the request for a route extension to
the interlocking system. Based on safety logic and input from TTD, the interlocking system
sets and locks anew route for the train. As anext step, the radioblock centreupdates theMA
before sending it to the train. With the received MA, the train recomputes and supervises a
dynamic speed profile including continuous braking curves.
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Figure 1. Schematic layout of theminimumseparation between two trains in a speed-distance diagram
under ETCS L2with (block) section boundaries, radio block centre (RBC) and radio communication (GSM-
R). The separation is related to the brake indication point (IP) and the end of authority (EoA) depending
on the braking curve.

Corresponding to the braking curves, the brake indication point for a train can lie any-
where along the track. Theendof authority, however, is consistently set at the endof ablock
or TTD section (TDS). The TDSs correspond to the parts of the track in which the presence
of a train is automatically detected. Whether the end of authority corresponds to a block or
TDS depends on the implemented ETCS L2 variant. It can also depend on whether it is on
the open line, in a station or around switches. A schematic representation of the ETCS L2
system is provided in Figure 1. In the figure, two trains at the speed-dependent minimum
separation distance are included.

Within ETCS and CTCS, more advanced application levels are being developed, but not
yet deployed. In particular, ETCS Level 2 with onboard train integrity monitoring (TIM), pre-
viously known as ETCS Level 3. This allows the end of authority to be located at the end
of the last free virtual (non-physical) block, e.g. in ETCS Level 2 Virtual Block, or even at a
safety margin behind the rear position of a moving train, e.g. in ETCS Level 2 Moving Block
(European Railway Agency 2016).

2.2. Conflict detection and resolutionmodelling

Based on the DTG signalling principles as described in Section 2.1, three interesting aspects
for CDRmodels are the infrastructure representation, the assumption related to speed and
themodelling of train separations (Versluis et al. 2024). In the context of CDR, the infrastruc-
ture is typically modelled at the microscopic level (Cacchiani et al. 2014), which allows the
use of the well-known blocking time theory (see, e.g, Hansen and Pachl 2014) in the mod-
elling of train separation. The alternatives of mesoscopic and macroscopic approaches are
more often considered in case of disruptions rather thandisturbances (Cacchiani et al. 2014;
Zhan et al. 2022).

In this section, we provide an overview of the existing models and methods, to further
specify the gap in the modelling of conflict detection and resolution for distance-to-go
railway operations. Section 2.2.1 focusses on the main types of model formulations in the
literature. In Section 2.2.2, solution methods are discussed in the light of practical applica-
bility. Table 1 provides a summary of the reviewed literature aimed at comparing the work
presented in this paper with the key existing works. We specifically consider the following
features: whether the infrastructure is modelled in terms of blocks or TDSs, how speed is
modelled, whether and how speed is considered in the train separation distance, which
rescheduling decisions are considered, which solution method is applied, what model
objective is considered, and to what kind of scenario is it applied.
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Table 1. Comparison of this work with related works on key features in conflict detection and resolution modelling.

Work
Infra

modelling Speedmodelling
Speed in
sep. dist.

Rescheduling
decisions Solutionmethod Model objective Application scenario

D’Ariano, Pranzo, and Hansen (2007) Blocks Iterative No RT,RO B&B Max secondary 20-km area
Lamorgese and Mannino (2015) Blocks Fixed Fixed RT,RO,RR Macro/micro

decomposition
Mean station 100-km lines delay cost

Luan et al. (2018) Blocks Multiple profiles Yes RT,RO,RR Two-level Total mean 50-km corridor station delay
Mazzarello and Ottiviani (2007) Blocks Iterative No RT,RO,RR Two-level Max secondary 44-km area
Pellegrini et al. (2015) TDSs Fixed No RT,RO,RR Heuristic Total final delay Various control areas
Reynolds and Maher (2022) TDSs Two profiles No RT,RO,RR B& P Custom utility Ext. station area
Törnquist and Persson (2007) Blocks Fixed No RT,RO Solver Total delay 400-km network
Xu et al. (2017) Blocks Multiple levels Yes RT,RO Two-step Total secondary delay high-speed corridor like

network
This work TDSs Two profiles Yes RT,RO,RR Two-step solver Total delay, amx speed

penalty
17-km junction, 68-km corridor

sep. dist.: train separation distance, TDSs: trackside train detection section, B&B: branch-and-bound, B&P: branch-and-price, RT: retiming, RO: reordering, RR: rerouting, Max: maximum.
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For a more extensive review of the existing literature on CDR models in the context of
DTG signalling, we refer to Versluis et al. (2024).

2.2.1. Models
Three main model classes can be defined: alternative graph, disjunctive (or big-M) mixed
integer linear programming (MILP) and time-indexed MILP models.

The main benefit of formulating the CDR problem as an alternative graph is the relation
with general scheduling problems for which proven solution algorithms exist (D’Ariano,
Pacciarelli, and Pranzo 2007; Marcis and Pacciarelli 2007; Mazzarello and Ottiviani 2007).
Alternative graph models typically rely on a microscopic representation of the infrastruc-
ture, assuming an infrastructure discretisation corresponding to the fixed-block signalling
system. However, the specific formulation also limits the flexibility of the resulting mod-
els. For example, as an objective function only the minimisation of the maximum sec-
ondary delay canbe considered. Also, the initial formulation does consider train occupation
times in the separation modelling, rather than the full blocking times. This is however
shown to be surmountable by explicitly adding the approach time component (Corman
et al. 2009). Other downsides are the serious difficulties in the inclusion of rerouting and
speed beyond the fixed-speed assumption. Some efforts have been made concerning
both (D’Ariano et al. 2008; Mazzarello and Ottiviani 2007). The fixed-speed CDR model
can be used in an iterative scheme with a speed profile generation model to find a valid
speed profile for a computed rescheduling solution (D’Ariano, Pranzo, and Hansen 2007;
Mazzarello and Ottiviani 2007). The model of D’Ariano, Pacciarelli, and Pranzo (2007)
is considered in the application to moving-block signalling by Janssens (2022). Unsur-
prisingly, model restrictions in terms of objective, rerouting, speed, and train sep-
aration resonate throughout this early-stage moving-block research (Versluis et al.
2024).

In disjunctive MILP CDR models, by which we mean MILP models with disjunctive con-
straints representing ‘or’ conditions, railway operations are described by decision variables
andmixed integer linear constraints, complemented with a linear objective function (Luan
et al. 2018; Pellegrini et al. 2015; Törnquist and Persson 2007; Xu et al. 2017). Though lin-
earity of a model is generally desirable, there is also a downside to it. To obtain linear
constraints, the approach relies on the big-M linearisation method (Bazaraa, Jarvis, and
Sherali 2008). Thedrawbackof thatmethod is that it is aweak linearisation,whichmakes the
resultingmodel hard to solve to optimality (Reynolds et al. 2020). The formulation is flexible
in terms ofmodel objectives and rescheduling, including rerouting. It is also fairly flexible in
terms of infrastructure, speed, and separationmodelling, though some remarks are needed
here (Versluis et al. 2024). First, some formof discretisation is required for the infrastructure.
Second, fixed-speed assumptions based on one speed profile are most common. How-
ever, Luan et al. (2018) and Xu et al. (2017) considered speed levels in their applications to
fixed-block and distance-to-go signalling, respectively. Immediately, train separation times
become speed-dependent through the consideration of full blocking times. The latter is
typical in disjunctive MILP models, though Törnquist and Persson (2007) instead assume
fixed train separation times.

Known for their strong linearisation and good approximation for scheduling problems
(VandenAkker, Hurkens, and Savelsbergh2000), time-indexedMILPmodels are considered
as an alternative to disjunctive MILP formulations for the CDR problem (Bettinelli, Santini,
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and Vigo 2017; Lusby et al. 2013; Reynolds et al. 2020). The models feature resources that
correspond to pairs of a time unit and a track part. Possible train routes can be visualised
as sink-source paths in a time-space graph corresponding to the problem instance. This
makes the time-indexed approach generally well-suited for the consideration of rerouting
(Bettinelli, Santini, and Vigo 2017; Lusby et al. 2013; Reynolds et al. 2020). These resources,
however, seriously limit the model’s application possibilities. The necessary discretisation
of time and space restricts the flexibility in the modelling of running and separation times,
and capacity, respectively. It is also the cause of the main drawback of the approach, i.e.
themodel size (Reynolds et al. 2020; Van den Akker, Hurkens, and Savelsbergh 2000). Lusby
et al. (2013) andReynolds andMaher (2022)model speedbeyond fixed-speed assumptions.
They consider alternative speed profiles corresponding either to running at a constant
speed or to accelerate/decelerate around a stop.

From this overview, we conclude that DTG signalling is underrepresented within the
variety of CDR models, especially in the context of mainline railways. Besides the model
formulation, important limitations of existing models are the dependencies on the infras-
tructure discretisation and the incorporation of speed in train separation modelling. In this
paper, we contribute to the challenge of making CDRmodels more applicable for DTG sig-
nalling by addressing both infrastructure and speed modelling. Our goal is to model train
separation based on full blocking times taking into account absolute braking distances,
with a focus on the mainline railways, in order to assess the operational relevance of DTG
signalling in CDR.

2.2.2. Solutionmethods and practical applications
Given the above overview of the main type of models, the next step is to look at the
solution methods considered in literature. The solution approach is of great importance
for the practical applicability of CDR models due to the real-time nature of the modelled
problem. Hence, the focus here is on approaches that have an impact on computation
times.

Traditionally, solving MILP models involves branch-and-bound algorithms, which are
also implemented in commercial solvers such as CPLEX. Branch-and-bound is an exact
method but can be enhanced by heuristic techniques to speed up the solution pro-
cess. Examples applied to CDR are the truncated branch-and-bound algorithm proposed
by D’Ariano, Pacciarelli, and Pranzo (2007) or the tailored branch-and-price algorithm of
Reynolds et al. (2020). Also, iterative (meta)heuristics are considered in literature to obtain
rescheduling solutions within effective computation times (Zhang et al. 2024).

As alternative solution approaches to tackle the challenge of finding good solutions
quickly, exact decomposition methods are considered, e.g. by Lamorgese and Man-
nino (2015) and Leutwiler and Corman (2022). Lamorgese and Mannino (2015) introduce
an exact macro-/microscopic decomposition of the CDR problem, inspired by the Ben-
der’s decomposition approach. The resulting iterative process of solving the problem at
a macroscopic level and searching for feasible train routes through stations, has been
applied in pilot tests in practice. Leutwiler and Corman (2022) apply a logic-based Ben-
ders decomposition, in which the subproblem is the feasibility counterpart of the master
optimisation problem. Applied on a case study from the Swiss Federal Railways (SBB), the
presented approach is up to 40 times faster than the centralised approach combined with
a commercial solver.
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Several other decomposition methods are considered in literature, which can, e.g.
be found in the review papers of Leutwiler and Corman (2023) and Marcelli and Pelle-
grini (2021). Here, we mention two works that are based on the earlier mentioned MILP
formulations of Törnquist and Persson (2007) and Pellegrini et al. (2015), respectively.
Lippes (2024) and Yi et al. (2023) both propose an iterative approach based on a geo-
graphical decomposition of the network and a coordination algorithm to combine the local
rescheduling solutions into an overall feasible solution. Per iteration, Lippes (2024) obtains
a (moving-block) rescheduling solution for one subarea, while Yi et al. (2023) obtains (fixed-
block) rescheduling solutions for all subareas separately. Both non-exact methods lead to
significant computation time reduction compared to the centralised counterpart in most
scenarios.

On a different note, model predictive control (MPC) is proposed as alternative mod-
elling approach for the CDR problem by, e.g. Caimi et al. (2012) and Pochet, Baro, and
Sandou (2016). Caimi et al. (2012) propose an MPC approach for rescheduling within com-
plex central station areas, incorporating the retiming and rerouting of trains as well as
partial speed profile coordination. With an SBB case study, it was demonstrated that this
approach is viable for practical applications. Pochet, Baro, and Sandou (2016) apply an
MPC-based approach in the context of suburban railway lines withmixed CBTC traffic, con-
sidering retiming and reordering measures. The approach is incorporated in a microscopic
simulation tool of the French train operator SNCF.

In general, actual real-life implementation of CDR in traffic management systems are
rare. Lamorgese et al. (2018) mention a few, of which here we report the ones with sup-
porting documentation. Well-represented here is Bombardier Transportation (acquired by
Alstom in 2021), with an optimisation-based support system (temporary) embedded in the
traffic management system of some terminal stations of theMilano Undergound (Mannino
and Mascis 2009), on various main lines in Italy (Mannino 2011) and Latvia. In the Milano
system, an exact branch-and-bound was used as solution algorithm. In the later two, the
stricter business rules required a heuristic approach, with which computational speed was
gained with minimal loss in the ‘optimal’ performance. As already shortly referred to, the
exact decomposition method of Lamorgese and Mannino (2015) has been applied on a
Norway railway line with the involvement of the local infrastructure manager and train
operating companies.

Overall it is clear that for practical applications, the straightforward MILP solving meth-
ods are unlikely to be sufficient. We note that practical application is not a focus point in
this paper, butwe acknowledge the importanceof it and the related real-timeperformance.
Specifically, when evaluating the model’s performance and in following steps.

3. Distance-to-go signalling in conflict detection and resolutionmodels

In this section,wepresent our approach for enhancingmicroscopic fixed-blockCDRmodels
to describe DTG signalling. The proposed enhancements focus on capturing the charac-
teristics of train separation under DTG signalling. As observed, the dependence of train
separation on speed and infrastructure discretisation touches upon gaps in the CDR lit-
erature. For an accurate modelling of the continuous relation between speed and train
separation under braking curve supervision, we need to relax the (fixed-block) discretisa-
tionof the infrastructure and the fixed-speed assumptions. This allows for the incorporation
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Figure 2. Infrastructure divided into switch areas, station tracks and open line stretches.

of (train- and) speed-dependent brake indication points. Along that line,we address the fol-
lowing three aspects: (1) switch and track areas, (2) speed profile options, and (3) blocking
times for DTG signalling.

3.1. Switch and track areas

Thediscretisationof the track canbedifferent around switches andon the (rest of the) track.
To accommodate the resulting differences in DTG blocking times, we divide the infras-
tructure into switch areas and tracks, as commonly considered in the field. A switch area
contains a collection of sections, e.g. TDSs or (virtual) blocks, such that it has more than
two entry and/or exit points. Depending on the track layout, i.e. the relative closeness of
switches, a switch area can contain one or more switches. In practice, two switch areas
should liemore than themaximumpassable train length apart. This allows all trains to come
to a standstill between the switcheswithout blocking traffic over either of them. Two switch
areas are connectedbyoneormore tracks.Wedistinguish two types of tracks: station tracks
and open line stretches. If a track lies at a station, it is a station track. If not, the track is an
open line stretch. Parallel tracks connecting two switch areas are consideredas separate sta-
tion tracks and/or open line stretches. Figure 2 illustrates the division of the infrastructure
into switch areas, station tracks and open line stretches.

We propose a discretisation of the track beyond the fixed-block structure. The discretisa-
tion can correspond to physical blocks, TDSs or virtual blocks. We introduce the concept of
locations to indicate the discretisation points corresponding to section entry points. In the
rest of the paper, when suitable, locations in switch areas are distinguished from locations
on the tracks, by referring to them as switch locations and track locations, respectively. This
distinction enables the modelling of possibly different blocking times in switch areas and
on the track. For example, by reserving switch locations within a switch area together and
track locations independently from one another.

3.2. Speed profile options

Consistentwith the speed dependency of train separation under DTG signalling, the notion
of speed modelling is extended to two speed profile options. That is, the option to run
according to the maximum speed profile and the option to run according to a scheduled
speed profile. In general, maximum speed profiles are characterised by maximum accelera-
tion, a target cruising speed equal to themaximum speed andmaximumdeceleration, and
scheduled speed profiles by a lower target cruising speed and, possibly, coasting phases.
Figure 3 shows examples of amaximum and a scheduled speed profile between two stops,
considering an intermediate track speed restriction.
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Figure 3. Maximum and scheduled speed profile between two stops with a speed restriction.

We propose to consider speed profiles only on the track, i.e. on open lines and station
tracks. Within switch areas, speed is typically restricted and track occupation times should
be kept to a minimum. Hence, we assume unique train running times in switch areas, inde-
pendently of the speedprofile assignedbefore or after.We consider the speedprofile to not
change on a track, but different profiles can be used on different tracks by a train. Hence,
trains can only transition between speed profiles in switch areas, where the speed is limited
and assumed to be the same. This may significantly reduce the size of themodel compared
to allowing changes at every location separately. For every track, the first location is selected
as speed assignment location. Only at these locations, speed profiles are assigned (one for
each train along each route).

The introduction of speed profile options affects the train running and clearing times.
The minimum running and clearing times corresponding to the maximum speed profile
are taken as reference. For cases in which trains are operating according to the scheduled
speed profile, the longer running and clearing times with respect to the minimum times
can be predetermined and included as input parameters.

Typically, scheduled speed profiles are assigned. Trains should only run according to the
maximum speed profile if the situation requires it. For example, maximum speed profiles
can be followed if the train is delayed or when it can reduce the impact of a delayed train.
To encourage the assignment of scheduled speed profiles, theminimisation of the number
of maximum speed profile assignments can be included in the model objective.

We note that despite the introduction of a second speed profile option, the enhanced
model will still be a fixed-speed model. Also in case of considering more than two speed
profile options, this notion will remain to a certain extent. In this work, we have opted for
two speed profile options as a compromise between the computational efficiency, which is
negatively affected bymore speed profiles options through the increasingmodel size, and
realism, which is positively affected by more speed profiles that increases the model accu-
racy. This trade-off is based on the matter that CDR models are not actually representing
railway operations itself, as opposed to, for example, simulation models.

3.3. Blocking times for distance-to-go signalling

With their direct relation tominimum train separation, blocking times are the core ofmicro-
scopic CDR models. In the blocking time components, DTG principles are incorporated to
describe the minimum train separation based on speed-dependent braking distances.

Theminimum separation between a pair of trains at a specific location can be expressed
in terms of their blocking time components. Related to the leading train, we need to take
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into account the train’s clearing and release time of the section starting at the location.
Concerning the following train, we need to consider its setup, reaction and approach time
related to that location. Due to locations referring to fixed discrete points, we should also
include the leading train’s running time from one location to the next.

The train- and speed-dependency of the separation distance is clearly presented in the
approach time, i.e. the time it takes to cross the approach distance. The DTG approach dis-
tance is defined as the braking distance supplemented with a safety margin. The inclusion
of a safety margin accounts for the uncertainties in train position and speed due to, for
example, measurements errors. To be able to describe this in the model, we introduce the
concept of reference (brake) location. For track locations, reference locations are set to lie
minimally the approach distance before the location’s position on the track. For switch
locations, reference locations are obtained similarly, but always considering the previous
location in the switch area along a specific route.

In the following, we formalise the DTG approach distance based on its definition in
terms of braking distance and safety margin. For a given combination of train, location and
(approaching) speed, the DTG approach distance can be determined as follows Brünger
and Dahlhaus (2014):

approach distance = speed2

2 (braking rate + resistance deceleration)
+ safety margin, (1)

with the approach distance and safety margin in metres, the speed in metres per second,
and the braking rate and resistance deceleration in metres per square second2. For a cor-
rectly defined approach distance, we assume the braking rate to be constant. That is, for
a certain train and speed, we assume one braking rate that best approximates the train’s
braking curve up to the given speed. The deceleration due to the resistance of the train on
the track depends on the train, the speed of the train at the location and the track gradi-
ent at the location, and can be, e.g. expressed according to a quadratic equation of speed
(Davis 1926).

We note that our definition of braking distance differs from the ones that are based on
the ETCS braking curve computations of the European RailwayAgency (2020). Themain dif-
ference is that we consider the distance traversed by the train from themoment the brakes
start to work, i.e. the braking point, while the European Railway Agency (2020) considers
the distance traversed by the train from the moment a brake indication, i.e. at the indica-
tion point, is issued by the system. The (travelling) time between the indication and braking
points can be described as the human and system reaction times, which is modelled in the
blocking time component ‘reaction time’.

Given a location, train and speed, the approach distance formula provides the braking
point before the location. As illustrated in Figure 4, this pointmay not coincide with amod-
elled discrete track location: the last track location before the braking point is defined to be
the reference (brake) location. Hence, the reference location lies some lag distance earlier
along the track than the braking point. Note that the lag distance is strictly shorter than the
length of the track between the reference location and its succeeding location, i.e. the entry
point of the next section along the train’s route. This length is also referred to as the ‘ref-
erence section length’. Moreover, reference locations and the corresponding lag distances
depend on the speed profile assigned.
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Figure 4. Modelling concept including braking points, reference (brake) locations and (reservation) lag
distances for train t approaching location l. (a) For maximum and scheduled speed profiles and (b) Train
blocking time components related to minimum train separation for scheduled speed profile.

In addition to the definition of the reference brake location, we enable the modelling of
continuous braking curve supervision. Indeed, the blockingof a locationby an approaching
train starts at themoment the train passes the braking point, minus the setup and reaction
time, rather than the associated reference brake location. This implies that only if a train’s
MA reaches beyond a certain location, it can pass the braking point associated with that
location. For the approximation of the passing times at braking points, we introduce the
concept of reservation lag. For a specific speed profile, the reservation lag indicates the time
interval by which the reservation can be postponed, with respect to the passing time of
the corresponding reference location. Hence, it is the time it takes the train to traverse the
above defined lag distance, which is approximated by the following formula:

reservation lag = lag distance
reference section length

running time over reference section,

with the reservation lag and running time in seconds and the lag distance and section
length in metres. Note that the values of all terms but the reference section length depend
on the speed profile.
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Themodelling concept for fixed-blockDTG signalling is illustrated in Figure 4. Figure 4(a)
indicates the speed-dependent reference (brake) locations and associated lag distances for
train t approaching location l according to itsmaximumor scheduledprofile, respectively. It
shows that themaximum-speed reference location lies before the scheduled-speed reference
location since the higher the speed, the longer the braking distance. It also shows that the
lagdistances, or the reservation lags, for themaximumand scheduled speedprofiles arenot
equal as they depend on the braking point in relation to the discretisation grid. In Figure
4(b), the reference location and lag distance for the scheduled speed profile are related to
the approach distance and the reference section length. Also, the blocking time compo-
nents are related to the train separation. We note that the trains in the figure are separated
by theminimum separation distance underworst-case conditions, i.e. the largest value that
the minimum separation can take.

We note that this enhancement does not modify the blocking time theory but only
allows to provide a more accurate computation of train blocking times to capture the
signalling feature of braking curve supervision.

4. Enhancement of RECIFE-MILP to distance-to-go signalling

In this section, we apply the proposed enhancements to the state-of-the-art fixed-block
RECIFE-MILP model (Pellegrini et al. 2015), obtaining a MILP formulation of a CDR model
for DTG signalling. First, we shortly describe the RECIFE-MILP model from the literature
(Section 4.1). Second, we provide the mathematical formulation resulting from enhancing
RECIFE-MILP (Section 4.2).

4.1. The RECIFE-MILPmodel

RECIFE-MILP is a CDR model for conventional fixed-block signalling developed by Pelle-
grini, Marlière, and Rodriguez (2014) and Pellegrini et al. (2015). The model features a
microscopic representation of the infrastructure, in terms of TDSs grouped into blocks. A
train route is considered as a sequence of TDSs from its entry to its exit of the considered
infrastructure.

Due to the implementation of the route-locking sectional-release principle, the blocking
time of a TDS for a train includes the setup and reaction time (together: the formation time),
the time to run with the train’s head from the entry of the reference block a fixed number
of blocks in advance to the entry of the TDS (the approach time), the time to run with the
train’s head from the entry to the exit of the TDS (the running time), the time to run with
the train’s length over the TDS exit (the clearing time), and the release time (Hansen and
Pachl 2014).

RECIFE-MILP is a fixed-speed model assuming minimum train running and clearing
times, and dismissing speed dynamics in case of unplanned declarations or stops. Station
dwell times and delays are included in themodel as extended occupation times. The objec-
tive of RECIFE-MILP is to minimise the weighted cumulative total delay, i.e. the delays of all
trains upon entering the infrastructure, upon arriving at scheduled stops and upon exiting
the considered infrastructure (or upon reaching its final destination). To this end, themodel
allows for retiming, reordering and rerouting of trains.
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RECIFE-MILP has been applied to various case studies and has been proven to perform
well in real-time applications (Pellegrini et al. 2015). Also, the model has been evaluated
in open- and closed-loop frameworks with a simulation environment (Pellegrini, Marlière,
and Rodriguez 2016; Quaglietta et al. 2016), enabling a realistic assessment of the implica-
tions of the rescheduling decisions optimised under the fixed-speed assumption. For the
mathematical formulation of RECIFE-MILP and further details, we refer to Pellegrini, Mar-
lière, and Rodriguez (2014), Pellegrini et al. (2015) and Pellegrini, Pesenti, and Rodriguez
(2019).

4.2. MILP formulation for distance-to-go conflict detection and resolution

Here, we present the newmathematical model of RECIFE-MILP for DTG signalling. The sets,
parameters and variables, as well as the objective function and the constraints of the MILP
formulation for DTG CDR are included. Note that not all details of the RECIFE-MILP model
are given here. For that, we refer the reader to Pellegrini, Marlière, and Rodriguez (2014),
Pellegrini et al. (2015) and Pellegrini, Pesenti, and Rodriguez (2019).

4.2.1. Sets, parameters and variables
In this section, we describe the sets, parameters and variables of the model, as listed in
Table A1. In both Table A1 and the following descriptions, newly introduced and updated
modelling elements are indicated in bold.

The sets represent collections of elements that are used for themodel notation. The four
main sets are the set of trains T, the set of routes R, the set of locations L and the set of
stations S. Subsets Rt ⊂ R and St ⊂ S are defined to represent routes and stations relevant
to train t ∈ T .

For the set of locations, multiple subsets are defined. First, the subsets indicating the
relevant locations per train Lt ⊂ L, t ∈ T and per route Lr ⊂ L, r ∈ R. Next, the sets of occu-
pied locations OLt,r,l ⊂ Lr , containing the locations along route r ∈ Rt for which it holds that
if train t ∈ T starts occupying it, the train has not yet cleared location l ∈ Lr . Lt,s ⊂ Lt is the
set of locations that can be used by train t ∈ T to stop at station s ∈ St . L̂t,t′ ,l ⊂ Lt ∩ Lt′ is
the set of locations that trains t, t′ ∈ T need to traverse in the same order, i.e. if train t pre-
cedes t′ on l ∈ L, then tprecedes t′ on l′ ∈ L̂t,t′ ,l . Finally, the set of speedassignment locations
P ⊂ L containing the track locations towhich a speedprofile is assigned for thewhole track.
Subset Pr ⊂ P contains the speed assignment locations along route r ∈ R.

The parameters are provided as input to the model. First, parameters related to the
infrastructure. πr,l and σr,l are defined to represent the preceding and succeeding location
of location l ∈ Lr along route r ∈ R, respectively. ρr,l ∈ Pr indicates the speed assignment
location associated with location l ∈ Lr along route r ∈ R. As mentioned in Section 3.2,
it is the first location of the track to which l belongs. Additionally, sl indicates whether
location l ∈ L is a switch location (sl = 1), or a track location (sl = 0). Also, dummy loca-
tion l∞ ∈ L represents the dummy destination of all trains, added at the end of each
route.

Next, we define the parameters related to the timetable. The initial entry time and
the scheduled destination arrival time of train t ∈ T are given by initt and schedt , respec-
tively. The minimum dwell time of train t ∈ T at station s ∈ St is given by dwt,s. The
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arrival and departure time of train t ∈ T at station s ∈ St are given by at,s and dt,s,
respectively.

Then, we define the parameters related to the blocking times. The formation time, which
includes the setup and reaction time, and the release time of location l ∈ Lr along route
r ∈ R are given by forr,l and relr,l , respectively. The running time of train t ∈ T from location
l ∈ Lt to its succeeding location σr,l ∈ Lr along route r ∈ Rt is described by two parameters.
rtt,r,l gives theminimumrunning timecorresponding to runningaccording to themaximum
speed profile.�rtt,r,l gives the additional running time in case the train follows a scheduled
speed profile. Similarly, the clearing time of train t ∈ T of location l ∈ Lr along route r ∈
Rt is given by the minimum clearing time clt,r,l and the possible additional clearing time
�ctt,r,l .

A secondgroupof parameters is related to the approach time: the reference (brake) loca-
tions and the reservation lags. They are defined in linewith their introduction in Section 3.3.
Locations refst,r,l, ref

m
t,r,l ∈ Lr represent the reference brake locations for location l ∈ Lr

along route r ∈ Rt for train t ∈ T approaching according to the scheduled or maximum
speed profile, respectively. Reservation lag parameters lagst,r,l and lagmt,r,l are defined to
indicate the time bywhich the reservation of location l ∈ Lr along route r ∈ Rt for train t ∈ T
can be postponed after passing the corresponding reference brake location. We refer back
to Figure 4 for the illustration of the reference brake location and reservation lags.

Finally, we defineM to be a large constant and theweightsw andwt , t ∈ T , for the objec-
tive function. w is a penalty weight for the assignment of maximum speed profiles and wt

is a priority weight for train t and its delay.
The model variables are either binary decision variables or continuous timing variables.

The binary decision variables capture the scheduling and speed profile decisions. The pass-
ing order of two trains t, t′ ∈ T at common location l ∈ Lt ∩ Lt′ is determined by variable
yt,t′ ,l . The order variables are only defined for one representative location per L̂t,t′ ,l set. Recall
that within L̂t,t′ ,l , train orders do not change. The route assignment of train t ∈ T is captured
by variable xt,r , indicating for route r ∈ Rt whether or not the route is used by train t. The
assignment of speed profiles is described by two different sets of variables. vst,r,l indicates
whether or not train t ∈ T runs according to the scheduled speed profile over speed assign-
ment location l ∈ Pr along route r ∈ Rt , while vmt,r,l indicates whether or not train t ∈ T runs
according to themaximumspeedprofile over speed assignment location l ∈ Pr along route
r ∈ Rt .

The timing variables include the decision variables that indicate the physical occupation
starting time: ot,r,l with t ∈ T , r ∈ Rt and l ∈ Lr . Additionally, we have timing variables that
depend on the occupation starting time and the binary decision variables. These auxiliary
variables represent the extendedphysical occupation times due to dwell time, delay and/or
scheduling decisions (o+

t,r,l with t ∈ T , r ∈ Rt and l ∈ Lr), the blocking starting and ending
times (bst,l and bet,l with t ∈ T and l ∈ Lt), the final delays (zt with t ∈ T), and the delays at
scheduled stops (zt,s with t ∈ T and s ∈ St).

4.2.2. Objective function
In line with the general objective of rescheduling in case of disturbances (Cacchiani
et al. 2014), the main objective of the model is to minimise total train delay. As secondary
objective, we want to enforce the assignment of scheduled speed profiles where possible.
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This results in the following objective function:

minimise
∑
t∈T

⎛
⎜⎜⎝wt

⎛
⎝zt +

∑
s∈St

zt,s

⎞
⎠ + w

∑
r∈Rt :
l∈Pr

vmt,r,l

⎞
⎟⎟⎠ . (2)

The first term includes theweighted cumulative delay, i.e. the weighted sum of train delays
upon arriving at scheduled stops (zt,s with t ∈ T and s ∈ St) or upon exiting the infrastruc-
ture, either by leaving the area or by reaching its terminus (zt with t ∈ T). The weights
wt , t ∈ T can, for example, be interpreted as priority factors.

The second term counts the number of maximum speed profiles assigned. With maxi-
mum speed profiles only assigned when it reduces total delay by more than w seconds, it
can be ensured that typically more energy-efficient scheduled speed profiles are assigned
by default. To alignwith the secondary nature of this objective, weightw should be atmost
1. From here on, this second term is also referred to as speed penalty.

4.2.3. Constraints
The constraints describing the DTG version of RECIFE-MILP are given by Equations (3)
to (18). Compared to the original MILP, Constraints (6), (13), (14) and (15) are new, Con-
straints (7), (10), (12) and (16) are changed, and Constraints (3), (4), (5), (8), (9), (11), (17)
and (18) are the same. The presented constraints are explained in the following. For the
changed constraints,we adda short descriptionof how theydiffer from theoriginal version.

ot,r,l ≥ initt xt,r ∀t ∈ T , r ∈ Rt , l ∈ Lr , (3)

ot,r,l ≤ Mxt,r ∀t ∈ T , r ∈ Rt , l ∈ Lr , (4)∑
r∈Rt

xt,r = 1 ∀t ∈ T , (5)

vmt,r,l + vst,r,l = xt,r ∀t ∈ T , r ∈ Rt , l ∈ Pr , (6)

ot,r,σr,l = ot,r,l + o+
t,r,l + rtt,r,l xt,r + �rtt,r,lv

s
t,r,ρr,l ∀t ∈ T , r ∈ Rt , l ∈ Lr , (7)

o+
t,r,l ≥

∑
s∈St :

l∈St,s∩Lr
dwt,s xt,r ∀t ∈ T , r ∈ Rt , l ∈

⋃
s∈St

Lt,s, (8)

ot,r,σr,l ≥
∑
s∈St :

l∈Lt,s∩Lr
dt,s xt,r ∀t ∈ T , r ∈ Rt , l ∈

⋃
s∈St

Lt,s, (9)

zt,s ≥
∑
r∈Rt

∑
l∈Lr∩Lt,s

(
ot,r,l + rtr,t,lxt,r + �rtt,r,lv

s
t,r,ρr,l

)
− at,s ∀t ∈ T , s ∈ St , (10)

zt ≥
∑
r∈Rt

ot,r,l∞ − schedt ∀t ∈ T , (11)

bst,l ≤
∑
r∈Rt :
l∈Lr

(
ot,r,ref st,r,l +

(
lagst,r,l − forr,l

)
xt,r

)
∀t ∈ T , l ∈ Lt : sl = 0 ∨ �r ∈ Rt : sπr,l = 1,

(12)
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bst,l ≤
∑
r∈Rt :
l∈Lr

(
ot,r,refmt,r,l +

(
lagmt,r,l − forr,l

)
xt,r + Mvst,r,ρr,ref st,r,l

)

∀t ∈ T , l ∈ Lt : sl = 0 ∨ �r ∈ Rt : sπr,l = 1, (13)

bst,l ≤
∑
r∈Rt :
l∈Lr

(ot,r,ref st,r,πr,l
+

(
lagst,r,πr,l

− forr,πr,l

)
xt,r

∀t ∈ T , l ∈ Lt : sl = 1 ∧ ∃r ∈ Rt : sπr,l = 1, (14)

bst,l ≤
∑
r∈Rt :
l∈Lr

(
ot,r,refmt,r,πr,l

+
(
lagmt,r,πr,l

− forr,πr,l

)
xt,r + Mvst,r,ρr,ref st,r,πr,l

)

∀t ∈ T , l ∈ Lt : sl = 1 ∧ ∃r ∈ Rt : sπr,l = 1, (15)

bet,l =
∑
r∈Rt :
l∈Lr

⎛
⎜⎜⎝ot,r,σr,l +

(
ctt,r,l + relr,l

)
xt,r + �ctt,r,lv

s
t,r,ρr,l +

∑
l′∈Lr :

l′∈OLt,r,l

o+
t,r,l′

⎞
⎟⎟⎠

∀t ∈ T , l ∈ Lt , (16)

bet,l − M (1 − yt,t′ ,̂l) ≤ bst′ ,l ∀t, t′ ∈ T , index t < index t′, l, l̂ ∈ Lt ∩ Lt′ : l ∈ L̂t,t′ ,̂l , (17)

bet′ ,l − Myt,t′ ,̂l ≤ bst,l ∀t, t′ ∈ T , index t < index t′, l, l̂ ∈ Lt ∩ Lt′ : l ∈ L̂t,t′ ,̂l. (18)

Constraints (3) force train t to start operating no earlier than its initial entry time initt on its
assigned route, while Constraints (4) set the occupation starting time of all locations along
the train’s unassigned routes to zero. Constraints (5) ensure that a single route is assigned
to each train.

Constraints (6) ensure that either a maximum or a scheduled speed profile is assigned
to speed assignment locations along the route of a train. No speed profile is assigned to
locations along routes that are not assigned to the train (vmt,r,l = vst,r,l = 0).

Constraints (7) describe the difference in occupation starting times between succeed-
ing locations in terms of extended occupation time and running time. By Constraints (8),
the extended occupation time o+

t,r,l includes the dwell time at scheduled stops. Addition-
ally, it includes the difference in running time in case the assigned speed profile cannot be
followed due to a delayed train in front. The running time of a train from a location to the
succeeding one depends on the assigned speed profile. If train t runs over location l along
route r according to the maximum speed profile, i.e. vmt,r,ρr,l = 1 and hence vst,r,ρr,l = 0, then
only theminimum running time rtt,r,l is considered. If train t runs over location l along route
r according to the scheduled speed profile, i.e. vst,r,ρr,l = 1, then the additional running time
�rtt,r,l is also included. This additional running time term is the DTG addition to the original
constraints.

Constraints (8) ensure that the station dwell times are included in the extended occu-
pation time, while Constraints (9) ensure that train t does not leave its stopping location
l ∈ Lt,s before its scheduled departure time from station s.
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Constraints (10) and (11) quantify non-negative delay at each station where train t has
a scheduled stop (zt,s) and at its exit from the infrastructure and/or when reaching its final
destination (zt). Note that t is assumed to stopat theendof theTDSwhere the stopoccurs. In
Constraints (10), the occupation starting timeof train t on the stopping location along route
r at station s is comparedwith its scheduled arrival time at station s (at,s). ForDTG, the speed-
dependency of the running time over the stopping TDS is included. In Constraints (11), the
occupation starting time of train t on the dummydestination location is comparedwith the
scheduled exit time (schedt).

Constraints (12) to (15) set the blocking starting times. Constraints (12) and (13) describe
the speed-dependent blocking starting times of track locations, i.e. location l such that sl =
0, and of locations that can be the first of a switch area for a specific train, i.e. location l such
that �r ∈ Rt : sπr,l = 1.

Constraints (12) ensure that the blocking of track location l by train t starts at the latest
the formation time before the train passes the braking point corresponding to the sched-
uled speed profile, that is the moment the train starts occupying the scheduled-speed
reference location ref st,r,l along the assigned route, postponed with the scheduled-speed
reservation lag lagst,r,l . Indeed, the blocking of a track location starts earlier when a train is
approaching according to themaximum speed profile than to the scheduled speed profile
because of the longer braking curve (see Figure 4(b)).

This constraint differs from the fixed-block version in twomainways. First, it has become
an inequality rather than an equality constraint due to the introduction of a speed profile
alternative. Second, the right term is redefined to correspond to the braking point which
can lie anywhere on the track rather than the entry of the train- and speed-independent
reference block in the fixed-block model.

Constraints (13) ensure that in case the approaching train is running according to the
maximum speed profile, the blocking starts earlier. Namely, at themoment the train passes
the maximum-speed braking point (ot,r,refmt,r,l + lagmt,r,l) along the assigned route, minus the
formation time. However, the blocking starting time in case of a train approaching accord-
ing to the scheduled speed profile must not be restricted. For that purpose, a big-M term
is added. The value ofM should include the running time from the maximum-speed brak-
ing point to the scheduled-speed brake starting point and the possible longer stay at the
locations in between.

Constraints (14) and (15) deal with the locations in switch areas that are not the first
switch location for a specific train, i.e. with l : sl = 1 while ∃r ∈ Rt : sπr,l = 1. The blocking of
such a switch location starts as soon as the preceding location would start being blocked
(if not also the exit of a switch section). Hence, Constraints (14) and (15) are the same as
Constraints (12) and (13), except that they refer to (the braking point of) the preceding
location.

Constraints (16) set the blocking ending times. The blocking of a location lasts until the
train has fully passed the succeeding location along its route, plus the release time. The
clearing time is included in the blocking time. In case of a maximum speed profile, only the
minimum clearing time is considered, while in case of a scheduled speed profile, an addi-
tional clearing time component is included. This speed-dependent term in the clearing time
is the DTG alteration to the original constraint. Additionally, if the train is long enough to
keep occupying a locationwhen its head is at the following locations (included in setOLt,r,l),
also the extended occupation times of the train for these locations has to be accounted for.
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Finally, disjunctive Constraints (17) and (18) ensure that the location blocking times of
two trains donot overlap, depending on train orderings. The passing order of a pair of trains
is defined per set of locations that the two trains need to pass in the same order.

5. Results

In this section, we present the results of the assessment of the fixed-block DTG CDRmodel
obtained by enhancing RECIFE-MILP. The assessment is carried out through model exper-
iments in two distinct case studies, which are introduced in Section 5.1. To evaluate the
applicability to DTG and the operational performance of the model, we conduct a com-
parative analysis between the enhanced model and the original model for conventional
fixed-block signalling. Themodel solutions are compared in termsof the objective function,
the underlying rescheduling decisions and the effects of the model enhancements, specif-
ically the shorter train separation due to the introduction of train- and speed-dependent
blocking times and brake indication points. The results of the comparative analysis under
the setup presented in Section 5.2 are discussed in Section 5.3. To further illustrate the
model for fixed-block DTG operations, we zoom in on a specific case study instance in
Section 5.4.

We run the experiments on an Intel(R) Xeon(R) CPU Gold 6226R CPU @ 2.90GHz, 16
cores, 256 GB RAM. The implementation uses IBM ILOG CPLEX Concert Technology for
C++, version 20.1. The optimisationmodels are run to find the rescheduling decisions that
give the minimum objective value. The computation time limit is set to 3600 seconds to
seek optimality; we obtain a maximum optimality gap of 0.68%. With this, the time limit
does not correspond to a real-time application, but it allows for a thorough assessment
of the enhanced model: we aim to understand whether the model enhancements indeed
result in a better description of ETCS L2 operations and, if so, whether they lead to differ-
ent rescheduling decisions to be optimal. Given the foreseen real-time implementation, a
discussion of the real-time applicability of the model is added in Section 5.5.

5.1. Case studies

Themodel experiments are performed in two case studies representing traffic control areas
in France: the Gonesse junction and the Rosny-StEtienne corridor. The Gonesse area is a 17-
kilometre long complex junction with densemixed traffic. Figure 5(a) provides a schematic
representation of theGonesse junction. The junction includes 89 TDSswith lengths ranging
from 35 to 2424 metres, with a mean of 560 metres. The TDSs are grouped into 79 blocks
and 37 routes. It has no platforms. The timetable of a weekday includes 336 trains, of which
116 high-speed, 129 conventional, and 91 freight trains, with 5 to 13 route alternatives per
train.

The Rosny-StEtienne area is a 68-kilometre long corridor of the Paris-Le Havre line with
mixed traffic. Figure 5(b) provides a schematic representation of the Rosny-StEtienne cor-
ridor. The corridor includes 239 TDSs with lengths ranging from 100 to 2217 metres, with a
mean of 740metres. The TDSs are divided over 152 blocks and 169 routes. It has 10 stations
with a total of 39 platform tracks. Its daily timetable features 215 trains, of which 2 high-
speed, 122 conventional, 56 freight and 35 empty (includingwork and test) trains, with 1 to
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Figure 5. Schematic track layouts of the traffic control areas consider in the case studies. (a) Gonesse
junction with a train route used in Section 5.4 and (b) Rosny-StEtienne corridor.

24 route alternatives each. We note that the Rosny-StEtienne corridor is not a high-speed
line, so high-speed trains use the maximum speed of conventional trains.

The two areas are equipped with conventional fixed-block signalling systems featuring
more than three aspects. We note that the Gonesse junction features signals with different
numbers of aspects, and that the blocks in the Rosny-StEtienne corridor are shorter than in
the Gonesse area.

For both traffic control areas, 100 delay scenarios are generated based on a one-day
timetable, where entry delays between 5 and 15 minutes are imposed on 20% of the
trains. Both the selection of the affected trains and the magnitude of their entry delays are
determined randomly, usinguniformprobability distributions. This introduces stochasticity
into the scenario generation process and ensures an unbiased variety of delay scenar-
ios, consistent with the approaches of Lusby et al. (2013) and Pellegrini, Marlière, and
Rodriguez (2014). These delay scenarios are considered in a one-hour period, i.e. the peak
hour from 18:00 to 19:00. For the selection of trains entering and/or starting in the traf-
fic control area within the hour, retiming, reordering and rerouting options are taken into
consideration.

The case studies are applied in the twoversions of the RECIFE-MILPmodel: in aDTG/ETCS
L2 variant of the enhanced model as well as in the original model for conventional fixed-
block signalling. As (only) conventional fixed-block signalling is implemented in the con-
sidered areas, we project the DTG principles of ETCS L2 on the case studies. While the same
MILP formulation is applied to the two case studies for each of the model versions, the
differing characteristics, such as track layout and traffic pattern, lead to distinct models in
termsof, e.g. size andoutcome. For the twomodel versions, Table 2 presents insights on the
model size, including the number of binary variables, continuous variables and constraints
for both the junction and the corridor area. Based on the presented numbers, two points
are worth noting.

First, the ETCS L2model is larger than the original. The addition of speed profile options
into the model leads to a significant increase in binary variables and a slight increase in
constraints. The number of continuous variables stay the same as the number of timing
variables are independent of speed modelling.

Second, the two case studies differ substantially in terms of the number of the three
model components. Compared to the corridor case study, the junction case study features
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Table 2. Number (#) of binary and continuous variables, and constraints
in ETCS L2 and original, i.e. conventional fixed-block, model versions.

ETCS L2 Original

Junction
# binary variables 6186 3784
# continuous variables 28844 28844
# constraints 81407 78476
Corridor
# binary variables 4649 665
# continuous variables 68902 68902
# constraints 113214 109887

more binary variables, but significantly less continuous variables and also slightly less con-
straints. The latter two are in line with the 89 versus 239 TDSs. The binary variables are the
route, order and speed variables. Route variables are balanced out with more routes, but
less trains. With the difference in number of binary variables being the most substantial in
the original model, it is not so much related to the speed variables, but rather to the order
variables. In areas similar to the considered corridor area, the number of order variables can
be seriously reduceddue to the definition of L̂t,t′,l , i.e. the set of locationswhichmaybeused
by trains t, t′ ∈ T such that if t precedes t′ on l, then t precedes t′ on l′.

5.2. Model parameter setup

For model initialisation, we rely on input data available for the original fixed-block version
of RECIFE-MILP. We make the following assumptions related to the three enhancements.

First, the assumptions concerning the track. For ETCS L2, we consider a discretisation
of the track based on TDSs, refraining from the conventional fixed blocks. In line with
that, reservation and release of the track is modelled at TDS level, and locations refer to
the entries of the TDSs. The entry point of a TDS containing a switch, is a switch location.
Otherwise, it is a track location.

Switch locations lie in the same switch area if they are not separated by a track location.
Hence, a switch area consists of a collection of consecutive switch locations, and two switch
areas are separated by at least one block/TDS, which can be assumed to be longer than a
(passenger) train length with typical lengths of well over 200 metres.

Second, the assumptions related to the speed profile options. The maximum speed of
a train at a location is the minimum between the maximum track speed at the location
and the maximum train speed. The scheduled speed equals the maximum speed in switch
areas, and is assumed to be 80% of the maximum speed on the track. Correspondingly,
the additional running and clearing times of the scheduled speed profile with respect to
the maximum one are 0% in switch areas and at most 25% on the track. We note that this
assumption leads to a discontinuity in train speed profiles at the borders of switch areas,
which we consider a consequence of the model being a fixed-speed model.

All weight factors in the objective function are set to be 1.Withwt = 1 for all trains t ∈ T ,
no trains are prioritised over other trains. With w = 1, it is counted how often a maximum
speed profile is assigned. A positive weight ensures that a maximum speed profile is only
assigned if it results in some delay recovery. If the weight is higher, the assignment of max-
imum speed profiles is actively penalised. Then, minimum running times will be less often
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considered. A higher weight would give the ETCS L2 model a disadvantage compared to
the conventional fixed-block model and hence, result in an unfair assessment.

Third, the assumptions related to the DTG blocking times. The formation and release
times of a location equal the ones of the block they belong to in the conventional fixed-
block model. These values are mostly based on the presence of trackside train detection,
which is still the case in ETCS L2. For the computation of the brake locations (Equation (1)),
we assume the train braking rates to be constant and the deceleration due to resistance to
be negligible. The safety margin is 50 metres (PERFORMINGRAIL 2022). We note that these
assumptions aremade for ease of computation. In practice, they can easily be changedwith
more accurate values.

Recall that in the original fixed-block model, we use the minimum running and clearing
times computed consideringmaximum speed profiles. By doing so, we are being conserva-
tive. If a bias ondelay assessment is introduced, it will be in favour of the original fixed-block
model rather than of the enhanced DTGmodel that we aim to verify.

5.3. Comparative analysis

We present the results of the comparative analysis in two steps. First, we focus on the com-
parison of the ETCS L2 with the conventional fixed-block results in terms of the model
objective components. Second, we discuss the underlying rescheduling solutions in more
detail. In both steps, we consider the optimisation of the ETCS L2 and the original model
for conventional fixed-block signalling as well as their cross-evaluations ‘ETCS L2 in origi-
nal’ and ‘original in ETCS L2’. By evaluating optimised solutions from one model version,
e.g. the original model, in the other model version, e.g. the enhanced model, we analyse
how the rescheduling decisions obtained in the context of one signalling system, e.g. con-
ventional fixed block, affect the train delays when implemented under different signalling
constraints, e.g. ETCS L2.

The optimisation results of the ETCS L2 and original model in terms of the model objec-
tive components are given in the first and last column of Table 3, respectively. These are
the mean total delay and the mean delay recovery over all scenarios. Note that speed
penalties are only included in the objective of the ETCS L2 model. The mean total delays
obtained by the ETCS L2 optimisation are 7015 and 5530 seconds for the junction and cor-
ridor, respectively. The corresponding delay recovery percentages are 10.89% and 55.33%.
With theoriginal optimisation,mean total delays of 7325 and5576 seconds are obtained for
the respective case studies, with corresponding delay recovery percentage of 8.57% and
50.73%. Comparing the results, we see that the ETCS L2model significantly improves upon
the original model regarding delay. The respective improvements for the two case stud-
ies are 4.23% and 0.82% in terms of total delay and 27.07% and 5.13% in terms of delay
recovery.

Table 3 also reports the results of the cross-evaluations of the model solutions. First, the
evaluation of the ETCS L2 solution in the original model: the scheduling decisions made
in the ETCS L2 solutions are applied considering conventional fixed-block signalling. This
evaluation is an additional check on the distinctness of the optimised rescheduling deci-
sions of the models. If the ETCS L2 rescheduling decisions lead to the same objective value
as the rescheduling decisions in the original model, then the ETCS L2 solution is an alter-
native optimal conventional fixed-block solution. Similarly, the evaluation of the original
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Table 3. Mean total delay, delay recovery and number of maximum speed profile
assignments (speed penalty) of optimisation and cross-evaluation of ETCS L2 and
original, i.e. conventional fixed-block, model.

ETCS L2 Original in ETCS L2 ETCS L2 in original Original

Junction
Total delay (s) 7015 7062 7599 7325
Delay recovery (%) 10.89 10.39 6.96 8.5
Speed penalty (–) 46 58 – –
Corridor
Total delay (s) 5530 5520 5590 5576
Delay recovery (%) 53.33 53.58 53.13 50.73
Speed penalty (–) 10 29 – –

rescheduling decisions in the ETCS L2 model can indicate that the original solution is an
alternativeoptimal solution for the ETCSL2model. In the caseof either of the two situations,
we dismiss the solution differences in the further analysis of the scenario.

From the evaluation of the ETCS L2 solution in the original model, it is clear that the
ETCS L2 and original solutions contain different rescheduling decisions. With mean total
delays of 7599 and5590 s for thedifferent case studies, the ETCS L2 solutionperforms 8.33%
worse in the junction and 1.08% worse in the corridor when applied in fixed block. These
differences originate from the different minimum train separation distances. Compared to
theoriginal optimisation, the ETCS L2 in original total delays are 3.74%worse in the junction
but only 0.25% worse in the corridor. This underlines the occurrence of different optimal
rescheduling solutions due to these distinct minimum train separations.

The evaluation of the original solution in the ETCS L2 model provides insight into the
extent towhich the improvement of ETCS L2 over conventional fixed-block originates from
the ETCS L2 blocking times or from the possibly different rescheduling decisions in the
respective solutions. The mean total delays of the cross-evaluation of conventional fixed-
block in ETCS L2 are 7062 s for the junction case study and 5520 s for the corridor case
study. With this, evaluating the original solution in the ETCS L2model already improves the
total delaywith 3.59%and1.00% for the junction and corridor case studies, respectively. So,
most of the ETCS L2 over conventional fixed-block improvement originates from the ETCS
L2 blocking times. Notwithstanding the slight improvement of the ETCS L2 solution over
the original solution that is due to the different rescheduling decisions (ETCS L2 over orig-
inal in ETCS L2): from 3.59% to 3.74% for the junction and 1.00% to 1.72% for the corridor.
We also note the difference in speed penalty between ETCS L2 and original in ETCS L2. In
the ETCS L2 solutions, trains run less often according tomaximumspeedprofiles. Therefore,
these solutions will also be beneficial in terms of energy consumption.

To better understand the role of the rescheduling solutions, we take a closer look at the
case study instances. Specifically, we are interested in the instances for which the ETCS L2
model finds reschedulingdecisions that are different from those in the (conventional) fixed-
block solution and that outperform the latter in terms of objective value. As these instances
benefit from the ETCS L2 optimisation, they are referred to as ‘improved instances’. The
percentage of improved instances per case study is reported in Table 4, together with the
number of different ordering and routingdecisions of ETCS L2 relative to conventional fixed
block. In the junction case study, 98% of the instances are improved by ETCS L2 relative to
conventional fixed block. For the corridor case study, this is the case for 55%.
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Table 4. Case study results for ETCS L2 relative to conventional fixed block.

Case study % improved instances #� ordering decisions #� routing decisions

Junction 98 max 4 max 13
mean 0.31 mean 7.40

Corridor 55 max 2 max 11
mean 0.11 mean 2.87

Considering all 100 instances for the junction case study, the number of different order-
ing and routing decisions ranges from 0 to 4 with a mean of 0.31, and from 0 to 13 with a
mean of 7.40, respectively. Over the 100 instances in the corridor case study, the number
of different ordering and routing decisions range from 0 to 2 with a mean of 0.11 and from
0 to 11 with a mean of 2.87, respectively. So, the mean numbers of different routing deci-
sions are a factor of 24 and26higher than themeannumbers of different orderingdecisions
in the junction and corridor case studies, respectively. On its own, one different rerouting
typically offers a minimum improvement. However, some routes seem to be preferable for
some trains. Moreover, different routes are becoming attractive due to the short blocking
times in general.

Overall, the results of the ETCS L2model are not strikingwhen comparing the reschedul-
ing solutions (in the ETCS L2 model) with mean relative reductions in objective values of
0.85% and 0.17%. However, for specific instances, themodel can have a remarkable impact:
up to 7.09% reduction in objective value. For all instances, the ETCS L2 optimisation pro-
poses solutions that are at least as good as the conventional fixed-block solution when
evaluated in the ETCS L2 model.

From the results,we conclude that (themodellingof)DTGhasmore impact onCDR in the
junction than in the corridor. The percentage of instances improved by ETCS L2 and the rel-
ative reduction in objective value is higher. An important factor in this is the traffic density,
which is about a factor 1.5 higher in the junction than in the corridor: 336 versus 215 trains
on a daily basis and 29 versus 19 trains in the considered hour. Moreover, the difference
in track layout affects the attractiveness of alternative routes. The number of alternative
routes is higher in the corridor, while the number of different routing decisions is higher in
the junction. The corridor features double-track lines for traffic running in two directions,
encouraging the separation of the two flows. The junction features overlapping lines in
various directions, making flow separation practically impossible.

5.4. Detailed analysis of an improved instance

In this section, we further illustrate the model for DTG operations by zooming in on a spe-
cific case study instance. We aim to analyse in detail the ‘what and why’, e.g. related to the
DTGmodelling principles, of the differences in the rescheduling solutions provided by the
model for the different signalling systems, i.e. ETCS L2 and the conventional fixed-block
system. We consider a peak hour in the junction area in which four of the 28 trains enter
the area with a delay. We note that initially 29 trains were scheduled within the peak hour,
but two trains were delayed such that their entry time moved outside the one-hour win-
dow and one train from the hour before was delayed such that its entry time fell within the
considered hour.
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Table 5. Mean total delay, delay recovery and number of maximum speed profile assignments (speed
penalty) of ETCS L2 and conventional fixed-block (original) solutions evaluated in ETCS L2 and original
model.

Solution In ETCS L2 In original

Total delay Delay recovery Speed penalty Total delay Delay recovery

ETCS L2 5186 s −4.40% 30 6441 s +22.64%
Original 5582 s −5.52% 53 5934 s +0.20%

Table 6. Orders of reordered trains in ETCS L2 and original, i.e. conven-
tional fixed-block, model solutions.

ETCS L2 B≺ A A≺ C D≺ A D≺ C E≺ F E≺ H
Original B≺ A C≺ A D≺ A D≺ C F≺ E H≺ E

If reordering and rerouting are applied in combination with retiming, the mean total
delays are 5186 s for ETCS L2 and 5934 s for conventional fixed-block signalling, as shown
in Table 5. Additionally, Table 5 gives the total delay of the cross-evaluations, i.e. the ETCS
L2 solution evaluated in conventional fixed block (6441 s) and the fixed-block solution eval-
uated in ETCS L2 (5582 s). This instance is the one with the highest impact of the ETCS L2
optimisation, showing a 7.09% reduction in objective values in ETCS L2 over conventional
fixed block when both evaluated in ETCS L2. For completeness, Table 5 also reports the
mean delay recovery and the number of times that the model assigns a maximum speed
profile to a train. Note that the delay recovery is negative for the conventional fixed-block
and ETCS L2 solutions evaluated in ETCS L2. This indicates that the total exit delay exceeds
the total entry delay. As Table 5 shows, this different distribution of the delay does not go
at the expense of the overall total delay.

In the following, we focus on a subset of nine trains (A to I) that share a part of their
route in the timetable and/or in the rescheduling solutions with train E, which is crucial for
the difference between the fixed-block and the ETCS L2 solutions. Trains A to H are labelled
alphabetically according to their original scheduled order, while Train I is scheduled to run
on a parallel track. Figure 6 illustrates the blocking times of the trains along the route of
train E, which is indicated in Figure 5(a).

Within this subset, trains A andC suffer entry delays of 826 and 466 s, respectively. Figure
6(a,b) illustrate the optimised ETCS L2 and fixed-block solutions by a schematic representa-
tion of their blocking times in termsof the TDSs along train E’s route. Table 6 details the train
ordering decisions for ETCS L2 and fixed block, listing only the train pairs that are reordered.

The ETCS L2 solution includes three reordering decisions and one rerouting decision
with respect to the timetable: B goes before A, D goes before A and C, and D is partially
rerouted. The reorderings of A and C with B and D directly follow from them being delayed
upon entry, letting B and D run according to schedule. The rerouting of D, which in the
timetable only shares the entry and exit blocks with E, frees up some space on the fully
packed parallel track. Table 7 presents the entry and exit delays of the trains. Note that only
the trains with a positive total delay are included.

The original solution for conventional fixed-block includes the same rescheduling deci-
sions as the ETCS L2 solution. Additionally, A and C are mutually reordered and E is
reordered with F and H. Further delaying E allows F and H to run without delays. Actually,
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Figure 6. Schematic blocking time diagrams of rescheduling solutions along train E’s route in terms
of TDSs, aligned in time. Physical occupation times and additional delays are indicated by dark colours
and yellow, respectively. (a) Schematic blocking time diagram of ETCS L2 solution. (b) Schematic block-
ing time diagram of conventional fixed-block solution and (c) Schematic blocking time diagram of
conventional fixed-block in ETCS L2 evaluation.

Table 7. Entry andexit delays of trainswithpositive total delay in the listed solutionevaluations (original
is conventional fixed-block). The imposed entry delay is indicated in the heading.

Delays (s)
Train A Train C Train E Train I

Total(+826) (+466) (+0) (+0)

Entry Exit Entry Exit Entry Exit Entry Exit

ETCS L2 826 813 524 537 0 0 48 59 2807
Original 996 988 466 493 177 314 5 0 3439
Original in ETCS L2 965 924 466 453 174 197 0 0 3179

the two trains are running ahead of schedule to minimise the delay of train E. The reorder-
ing of E and F allows for the rerouting of I away from the same parallel track Dwas rerouted
from.

Figure 6(c) shows the schematic blocking timediagramof the cross-evaluation:we apply
the ordering and routing decisions of the conventional fixed-block solution considering
ETCS L2 signalling. Table 7 provides an overview of the entry and exit delays of the trains
under ‘Fixed block in ETCS L2’. we take a step back to the overall delays presented in Table 5
for the overall picture. Comparing the total delay obtained by evaluating the conventional
fixed-block solution in ETCS L2 with the total delay obtained by the ETCS L2 solution (in
ETCS L2), indicates an additional delay of 396 s due to the different rescheduling decisions.
Comparing the total delay of the fixed-block in ETCS L2 evaluation and of the conventional
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fixed-block solution (in fixed-block), indicates a saving of 352 s delay due to the ETCS L2
blocking times. We note that solutions are more sensitive to the signalling system (the
model) than to the rescheduling decisions.

For this case study instance, we conclude that due to the significant difference in
blocking times under ETCS L2 and conventional fixed block signalling, the conventional
fixed-block solution contains additional rescheduling decisions that lead to a worse perfor-
mance in ETCS L2. From an operational perspective it is therefore relevant to incorporate
DTG principles into CDRmodel for a more accurate assessment of the performance of CDR
under DTG.

5.5. Real-time applicability

In this section, we discuss the computational performance of the RECIFE-MILP model
ehanced fro ETCS L2. Given the real-time nature of the CDRproblem,we specifically include
the real-time applicability in this discussion. Also, we compare the computational perfor-
mance of the ETCS L2 with the original RECIFE-MILP model for conventional fixed-block
signalling.

With a computation time limit of 3600 s, 92% of the junction scenarios and 99% of
the corridor scenarios are solved to optimality. The remaining scenarios are solved sub-
optimally, with mean optimality gaps of 0.28% and 0.43% for the junction and corridor
case study, respectively. In line with these numbers, the time to reach optimality is often
far from 3600 s, overall averaging 475 s for the junction case study and 233 s for the cor-
ridor case study. The variation in the utilised computation time is illustrated by Figure 7,
which plots the percentage of scenarios solved to optimality over the computation time.
Indeed, the curve’s decreasingly increasing nature highlights the relative high likelihood of
short utilised computation times.

In Figure 7, the practical computation times of 180 and 300 s are highlighted. For the
respective case studies, 13% and 56% of the scenarios are optimally solved within 180 s,
and 54% and 68% within 300 s. This shows that the model can perform in real-time.

Themodel’s real-time performance is further discussed based on the additional compu-
tational results given in Table 8, which include the absolute and relative optimality gaps
after 180 and 300 s. For the absolute and relative optimality gap, the real-time solution is
compared with the real-time lower bound and the lower bound after 3600 s(so in most
cases of the optimal solution), respectively. As suggested by the differences between the
relative and the absolute optimality gap, it is primarily the lower bound that is improved in
the further optimisation process. The relative optimality gaps indeed support the real-time
applicability of the model, with all mean values below 0.5%, despite occasional maximum
relative optimality gaps over 20%.

Next to the computational results for the ETCS L2 model, Table 8 reports some results
for the original RECIFE-MILP model. The original model outperforms the ETCS L2 model in
nearly all listedaspects, as canbeexpected fromthedifferentmodeldimensions reported in
Table 2. Only the mean optimality gap of the sub-optimal solutions at 3600 s are in favour
of the ETCS L2 model. As this only includes one optimality gap on the side of the origi-
nal model, we cannot take the number as a representative. A notable result of the original
model is the clean score for the corridor case study; already optimally solving all scenarios
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Figure 7. Percentage of scenarios with a proven optimal solution over computation time. The dashed
vertical lines correspond to practical computation times of 180 and 300 s.

Table 8. Computational performance results for the ETCS L2 and original RECIFE-MILP model.

ETCS L2model Original model

Junction Corridor Junction Corridor

Mean computation time 475 s 233 s 334 s 25 s
Mean optimality gap of sub-opt solutions 0.28% 0.43% 2.62% 0.00%
% scenarios with proven optimal solution
- in 180 s 13% 56% 57% 100%
- in 300 s 54% 68% 73% 100%
- in 3600 s 92% 99% 92% 100%
Absolute optimality gap
- at 180 s(mean) 1.38% 1.45% – 0%
- at 180 s(max) 8.07% 21.76% – 0%
- at 300 s(mean) 0.53% 0.88% – 0%
- in 300 s(max) 4.24% 20.95% – 0%
Relative optimality gap
- at 180 s(mean) 0.41% 0.01% – 0%
- at 180 s(max) 2.57% 15.89% – 0%
- at 300 s(mean) 0.23% 0.01% – 0%
- in 300 s(max) 2.57% 0.43% – 0%

within 180 s. To a smaller extent, it also holds for the ETCS L2 model that the corridor area
is faster to solve than junction.

Despite being outperformed by the original model, the ETCS L2 model demonstrates
robust real-time performance by solving a significant portion of the scenarios to optimal-
ity within practical time limits and maintaining minimal optimality gaps for sub-optimally
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solved scenarios. Thus, the ETCS L2model showspromise for real-time applications, provid-
ing a good balance between computational efficiency and solution quality. We note that
the real-time applicability can be improved with a more effective model formulation and
solution algorithm.

6. Conclusions

In this paper,we assessed theoperational relevanceofmodelling conflict detection and res-
olution (CDR) for distance-to-go (DTG) railway signalling. CDRmodels originally developed
for conventional fixed-block signalling can be adapted to DTG signalling by incorporating
train- and speed-dependentbrake indicationpoints andblocking times to capture thebrak-
ing curve supervision inDTGsignalling. By integrating theDTGmodellingapproach into the
state-of-the-art RECIFE-MILPmodel, we obtain a CDRmodel for operations under the Euro-
pean Train Control System Level 2 with Trackside Train Detection (ETCS L2). Application to
two real-world case studies, a complex junctionwith densemixed traffic and a corridorwith
regular mixed traffic, shows longer computation times to obtain (near-)optimal solutions
under delay scenarios compared to conventional fixed-bock signalling, while maintaining
acceptable real-time performance of the enhanced model.

The underlying signalling system causes the CDR model to obtain different reschedul-
ing decisions and total train delay. The ETCS L2 model outperformed the original model
with respect to the minimised total train delay. While the overall reduction in delay under
ETCS L2 compared to the conventional fixed-block signalling is limited, several case study
instances showed significant reductions of up to 7%. Most of the reductions are directly
attributable to the shorter, train- and speed-dependent train separation enabled by ETCS
L2 signalling, while additional reductions arise from different rescheduling decisions, indi-
rectly benefiting from the DTG principles. Furthermore, the inclusion of a penalty for using
maximum speed profiles in the enhancedmodel objective results in trains running less fre-
quently with the maximum speed profile. This provides a secondary benefit in terms of
energy consumption.

Future research is needed to investigate the possibility of using themodel for other DTG
signalling systems such as the ETCS Level 2 with onboard train position and train integrity
monitoring systems of ETCS Level 2 Virtual Block and ETCS Level 2 Moving Block. Themod-
elling of ETCS Level 2 Virtual Block requires a track discretisation finer than trackside train
detection sections, and such finer discretisation can alsobeused to approximate ETCS Level
2 Moving Block. Other topics to be investigated are the incorporation of additional and/or
more advanced speed profile options, as well as the performance of themodel in real-time
and within a framework including a simulation environment enabling simulation-based
validation. Future work should also assess the model’s robustness against stochastic fac-
tors beyond entry delay that can occur in real-world settings, e.g. dwell times or braking
distances. Finally, a valuable extension would be to analyse the trade-off between total
delay and the assignment of maximum speed profiles.

Overall, the research topic needs to be further investigated to produce more and more
efficient algorithms to enable the use of decision support systems for optimised real-
time traffic management which also consider DTG signalling constraints. This includes the
fine-tuning of (existing) model formulations and implementations. Promising in terms of
computational performance are (geographical) decomposition approaches.
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To conclude, the key takeaways from this paper are as follows. First, by incorporat-
ing train- and speed-dependent brake indication points and blocking times, existing CDR
models can be enhanced to be applicable to DTG signalling. Second, integrating DTG prin-
ciples into CDRmodels can lead to different rescheduling decisions and a reduction in total
train delay. Third, although further improvements in computational efficiency are recom-
mended, the computation performance of the presented CDRmodel for DTG is acceptable
for real-time application.
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Appendix. Overview of sets, parameters and variables

Table A1. Sets, parameters and variables in the MILP model formulation, with new and updated
elements in bold.

Symbol Description

Sets
T set of trains
R set of routes
Rt ⊂ R set of routes available to train t ∈ T
L set of locations
Lt ⊂ L set of locations which can be used by train t ∈ T
Lr ⊂ L set of locations along route r ∈ R
OLt,r,l ⊂ Lr set of locations along route r ∈ Rt such that if train t ∈ T starts occupying it, the train has not yet

cleared location l ∈ Lr , l /∈ OLt,r,l
S set of stations
St ⊂ S set of stations where train t ∈ T has a scheduled stop
Lt,s ⊂ Lt set of locations that can be used by train t ∈ T for stopping at station s ∈ St
L̂t,t′ ,l ⊂ L set of locations l′ ∈ Lt ∩ Lt′ which may be used by trains t, t′ ∈ T such that if t precedes t′ on l,

then t precedes t′ on l′
P ⊂ L set of speed assignment locations
Pr ⊂ P set of speed assignment locations along route r ∈ R
Parameters
πr,l , σr,l ∈ Lr preceding location and succeeding location of location l ∈ Lr along route r ∈ R
ρr,l ∈ Pr speed assignment location associated with location l ∈ Lr along route r ∈ R
sl ∈ {0, 1} = 1 if location l ∈ L lies in a switch area
l∞ ∈ L dummy location considered as destination for all trains
initt ∈ R+ earliest time at which train t ∈ T can be operated
schedt ∈ R+ scheduled arrival time of train t ∈ T at dummy destination location l∞ ∈ L
dwt,s ∈ R+ minimum dwell time for train t ∈ T at station s ∈ St
at,s , dt,s ∈ R+ scheduled arrival/departure time for train t ∈ T at station s ∈ St
forr,l ∈ R+ formation time, i.e. setup and reaction time, of location l ∈ Lr along route r ∈ R
relr,l ∈ R+ release time of location l ∈ Lr along route r ∈ R
rtt,r,l ∈ R+ minimum running time for train t ∈ T from location l ∈ Lt to σr,l along route r ∈ Rt
�rtt,r,l ∈ R+ additional running time for train t ∈ T from location l ∈ Lt to σr,l along route r ∈ Rt in case of

scheduled speed profile
ctt,r.l ∈ R+ minimum clearing time for train t ∈ T of location l ∈ Lt along route r ∈ Rt
�ctt,r,l ∈ R+ additional clearing time for train t ∈ T of location l ∈ Lt along route r ∈ Rt in case of scheduled

speed profile
refst,r,l ∈ Lr reference brake location for location l ∈ Lr along route r ∈ Rt for train t ∈ T approaching

according to scheduled speed profile
refmt,r,l ∈ Lr reference brake location for location l ∈ Lr along route r ∈ Rt for train t ∈ T approaching

according to maximum speed profile
lagst,r,l ∈ R+ time by which blocking of location l ∈ Lr by train t ∈ T running according to scheduled speed

profile along route r ∈ Rt can be postponed after passing ref
s
t,r,l

lagmt,r,l ∈ R+ time by which blocking of location l ∈ Lr by train t ∈ T running according to maximum speed
profile along route r ∈ Rt can be postponed after passing ref

m
t,r,l

M ∈ R+ a large constant
wt ∈ R+ train priority weights for objective function
w ∈ R+ maximum speed profile penalty
Variables
yt,t′ ,l ∈ {0, 1} = 1 if train t ∈ T blocks location l ∈ Lt ∩ Lt′ before train t′ ∈ T
xt,r ∈ {0, 1} = 1 if train t ∈ T uses route r ∈ Rt
vst,r,l ∈ {0, 1} = 1 if train t ∈ T passes speed assignment location l ∈ Pr along route r ∈ Rt according to

scheduled speed profile
vmt,r,l ∈ {0, 1} = 1 if train t ∈ T passes speed assignment location l ∈ Pr along route r ∈ Rt according to

maximum speed profile
ot,r,l ∈ R+ occupation starting time of train t ∈ T on location l ∈ Lr along route r ∈ Rt
o+
t,r,l ∈ R+ extended occupation time of train t ∈ T between locations l ∈ Lr and σr,l ∈ Lr along route r ∈ Rt
bst,l , b

e
t,l ∈ R+ time at which train t ∈ T starts/ends blocking location l ∈ Lt

zt ∈ R+ delay suffered by train t ∈ T when exiting the infrastructure and/or arriving at destination
zt,s ∈ R+ delay suffered by train t ∈ T when stopping at station s ∈ St
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