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Abstract

Open­pit mining blast patterns are designed to safely break rock mass at desired boundaries and to
produce uniformly sized fragments that lead to the optimal performance of subsequent mining opera­
tions. An issue that is often overlooked, however, is the deviation of drillhole locations with respect to
their coordinates as designed in the blasting plan. This causes changes in the spatial distribution of
explosive energy; some areas of the blast may receive a surplus of explosive energy, while others see
a reduction. This results in less uniform fragmentation, producing more fines and increasing chances
of oversized boulders, which reduces the efficiency of loading, hauling, and crushing operations. Addi­
tionally, deviated drillholes can lead to slope stability issues, flyrock, and uneven benches. To mitigate
these problems, this study attempts to reduce differences in the explosive energy distribution (EED)
through an optimization approach that adjusts the height of explosive columns in blastholes. A case
study combines planned drillhole coordinates of two blast patterns with both simulated deviations and
actual deviated drillhole locations. The corresponding benches are discretized into block models, for
which the explosive energy distribution is calculated from the planned drillhole configuration as well
as the deviated holes. The optimization objective is then to minimize block­to­block differences in
explosive energy by making discrete adjustments to the height of individual column charges. Since
mathematical programming is not possible due to the complexity of the evaluated formula, solutions
are generated by metaheuristic algorithms. Among the Genetic Algorithm (GA) and Tabu Search (TS),
the latter is preferred for its local search neighborhood that gives superior computation times. An in­
convenience of the block­to­block comparison is the introduction of very large differences in explosive
energy in blocks nearest to deviated blastholes, which cannot be accounted for by any charge adjust­
ments except reductions in the deviated hole itself. Because optimization should focus on manageable
differences in lower­valued blocks, these high­valued blocks are discarded by applying a cap based on
data percentiles. Obtained results show that optimized charging adjustments vary with the chosen per­
centile, which makes it challenging to define comprehensive truly optimal solutions. A bias for charge
reductions at high percentiles gradually shifts towards a bias for charge increases at lower values. Be­
cause a bias­induced imbalance in the total amount of explosives (compared to the original charging) is
undesirable, the setting closest to equilibrium is selected, which is the use of only the lower 50% of data.
In this configuration, optimization of the case study blast patterns results in improvements of the ob­
jective value of 0.53­1.54%, or 2.14­3.94% when only the blocks affected by the recommended charge
adjustments are considered. The block­to­block comparison handles any interchangement of block
values as unwanted differences, which should not always be the case. Therefore, the true improve­
ments to the explosive energy distribution might be better expressed using an alternative optimization
objective. Computation times could be further reduced by expanding on the developed algorithm, and
combination with prior research would be helpful to include any GPS­related inaccuracies in the actual
drillhole locations.
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1
Introduction

Because of the high strength of most ore­bearing rock masses, explosive substances have long been
the dominant means for rock­breakage in the mining industry. Records of rock blasting go as far back
as 1627 when Caspar Weindl first demonstrated the use of gunpowder as a rock­breaking mechanism
in an underground mine in Hungary. Hand­drilled holes were filled with gunpowder and closed tightly
using wooden plugs, as a replacement for the superseding firesetting technique [1]. By the 1650s, this
technique was known and applied in most of Europe, until the rise of dynamite 250 years later [2].

Although the underlying principles can easily be traced to present­day applications, blasting in mining
has naturally undergone many changes over time. Over the years it has evolved into much more than
just an effective rock­breaking mechanism. These days, simply breaking the rock mass is not sufficient;
subsequent processes in the mining cycle strongly depend on the properties of blasted material, and
therefore it is crucial to ensure that every blast satisfies these needs as best as possible. According
to Braden Lusk, Vice President of DynoConsult, “decades of work have been put into this mine­to­
mill study and practice, but the real focus in a modern context is to optimize blasting parameters and
product selection in real­time with large amounts of data input” [3]. Adding to work performed on the
project at the University of Nevada, Reno, this thesis will present exactly such an approach to further
improve blast performances.

1.1. Background
Rock blasting represents an important step in the mining process, because at this stage, the bulk ma­
terial properties that can influence performance in many of the following tasks are determined. Blasted
material should allow for efficient loading and hauling, and provide a consistent throughput to crushers
and grinders. The result of a good blast should be a rock pile in which ore is separated from waste
material, characterized by good diggability, with favorable average fragment size and size distribution,
and as few boulders as possible. While also considering environmental factors like airblast, flyrock,
noise, and ground vibrations, blasts are designed to break the rock mass such that all subsequent
operations can be performed at maximum efficiency. Because rock breaking gets more expensive at
later stages, blasting fragmentation has a major influence on downstream size­reduction costs [4].
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However, due to the large differences in rock mass properties, the breaking behavior of rocks is of­
ten difficult to predict. This makes it challenging to blast rocks according to the desired specifications.
Preliminary blast design still relies on empirical relations from decades ago, and must then be tuned
by trial­and­error because of the varying rock conditions at each mining site. Although this eventually
results in a blueprint for blasts that produce satisfactory fragmentation, it does not necessarily mean
that every blast is performed in an optimal manner simply because it works.

Besides the variation in rock mass properties, fragmentation can also be affected by issues related to
the blast setup like unfavorable detonation delays, degraded explosives, or detonation failures. In order
to better understand blast performance and ensure optimal fragmentation, it is important to reduce these
sources of error to a minimum. The subject of this thesis is another such cause of suboptimal blast
performance, namely the deviation of drillholes with respect to their planned locations. The problem at
hand will be described in more detail in Section 1.2

1.2. Problem Statement
In the process of creating optimal blast designs, blasting engineers have a variety of information avail­
able to base their decisions on. The foundation consists of course out of the geological models obtained
from exploration data, performance of previous blasts at the mine, and personal experience. Once the
blast holes have been drilled, cuttings may be analyzed to make adjustments to the blasting plan. An
issue that is generally overlooked, however, is that the exact drillhole locations often differ from their
position in the designed blasting pattern. Although most modern drill rigs are equipped with accurate
GPS devices to guide them to the appropriate drilling positions, in practice, many drillholes deviate with
respect to their planned coordinates. These deviations can be related to a number of causes like poor
drill set­up, GPS­related inaccuracies, or operator inexperience.

Because determination of the exact coordinates of drillholes bymeans of surveying is a time­consuming
task that can not be easily incorporated in a tightly scheduled mining operation, these deviations are
often neglected, and blasts may not perform as expected as a result of this. Despite these differences
in the blast pattern, drillholes are generally charged with explosives according to the designed speci­
fications. As a consequence, the explosive energy distribution throughout blasted benches will differ
from the designed values and lead to reduced blast performance. Appropriate blast design should
produce optimal fragmentation, but this is unlikely to be achieved when the drillhole locations in reality
do not match the designed configuration. Thus, in order to improve blasting results, blasting engineers
would benefit from information regarding drillhole deviations.

The detection of drillhole deviations is the topic of parallel research performed on this project, described
by [5]. A specially programmed Unmanned Aerial Vehicle (UAV) is used to gather images of a drilled
blast site, which is processed by photogrammetry software to create an orthomosaic map and Digital
Elevation Model (DEM). These models are then subjected to machine learning algorithms to automat­
ically identify the drillhole locations. However, the drillhole deviation data by itself would not be very
practical for consideration by blasting engineers. Therefore, the current thesis will focus on providing
an optimization solution that uses drillhole deviation data to adjust charges in the blast design, such that
an optimal distribution of explosive energy can be achieved for the altered, ‘real’ drillhole configuration.
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1.3. Hypothesis
Due to deviations in the location of drillholes with respect to their coordinates as planned originally,
the explosive energy distribution in blasted benches is likewise altered. Since the explosive energy
delivered to the rock mass decreases with distance to charges, cases of both higher and lower explo­
sive energy contributions are expected, depending on the direction of deviation for nearby drillholes;
holes that have been drilled more closely together than designed will cause a higher supplied explosive
energy in between them, whereas explosive energy will be reduced in places where they are spaced
further apart.

Because drillhole deviations are still more a rule than an exception in open­pit mine blasting, the energy
distribution throughout a bench can differ significantly from the planned blast design. This may lead to
suboptimal blast performance and poor fragmentation, which increases downstream costs. In order to
improve the blasting efficiency and promote the effective use of costly explosives, the proposed opti­
mization program will make adjustments in the charging of drillholes to account for these deviations. By
reducing charges in closely spaced holes, and increasing them in those further separated, the charging
plan will be altered such that the overall explosive energy distribution will better match the designed
configuration. If the drillholes are charged according to this adjusted plan, the blasted material should
be characterized by a more uniform and desirable particle size distribution that benefits the efficiency
of downstream operations.

The optimization system will produce modified charging instructions that could reasonably be followed
by charging personnel without resulting in major changes to drill and blast scheduling and typical charg­
ing practices. Most importantly, the level of detail in charge height is practically achievable. The pro­
gram will be used to demonstrate its effectiveness on a limited amount of data but can be easily applied
to new drillhole deviation datasets by adjusting a small number of control parameters.

1.4. Research Questions and Objectives
The aim of this thesis is to examine the often neglected issue of drillhole deviations in rock blasting,
increase understanding of its causes and consequences, and provide a mitigating solution to improve
blast performance. In order to achieve this, the following research questions must be answered:

1. What are the sources of error that lead to drillhole deviations, and how does this affect blast
performance and thereby subsequent steps in the mining process?

2. Can horizontal deviation in drillhole locations be compensated by allowing an optimization pro­
gram to modify the length of explosive charges?

Additional objectives for the suggested solution are:

1. Demonstrate that adjustment of charge length leads to more effective use of explosives.

2. Alteration of the charging plan must be practically achievable according to typical charging prac­
tices, without requiring significant changes to drill and blast operations.

3. High computational efficiency and practical runtime.
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1.5. Scope
Although the envisioned solution should be widely applicable and could be relevant for many mines’
blasting operations, in this thesis the emphasis is on demonstrating its potential value using a limited
amount of testing data, originating from an open­pit mine in Nevada, USA. Therefore, special attention
shall be paid to drilling and blasting practices in this locale, which may not be applicable elsewhere. For
a better understanding of the implications, fundamental considerations in blast design will be reviewed,
as well as the causes and consequences of drillhole deviations. The explosive energy distribution
corresponding to the designed blast pattern is assumed to result in optimal fragmentation, and blast
performance of the deviated drillholes is described solely based on (dis)similarity to these values.

This leaves the following topics out of scope:

• Data collection and image processing of drillhole deviations; has already been performed in pre­
ceding research on this project.

• Detailed assessment of blast performance or fragmentation

• The effect of differing rock mass characteristics or original blast design

• Test application with real blasts or simulations

1.6. Report Outline
Completing the introduction, this section will give an overview of what is to come in the rest of this thesis
report. Chapter 2 consists of a literature review on blasting in open­pit mining, drillhole deviations, ex­
plosive energy distribution, two metaheuristic optimization methods, and specific blasting practices in
Nevada. It will provide the reader with a good understanding of the subjects discussed in the following
chapters, while also supporting the relevance of this work. A description of the approach to the prob­
lem can be found in Chapter 3, alongside identification of the control parameters to be determined and
pseudocode of the written Python program. The available datasets for the case study are presented in
Chapter 4, with a particular focus on the blast design. These site­specific conditions play an important
role in development of the optimization system. A sequential experimental design is included to sum­
marize how this data is used to obtain the required results. Using images and statistics generated from
the optimization output, Chapter 5 will present the results. Emphasis is placed on comparison with the
designed drillhole configuration and the situation before optimization, to demonstrate the improvements
attributed to the optimization program. In Chapter 6, these results will be discussed in a broader con­
text. Special attention will be paid to the evaluation of the results in relation to the research objectives,
as well as the potential for improvement. Finally, Chapter 7 contains the conclusions that can be drawn
from this thesis. Answers will be given to the research questions, together with recommendations for
usage of the optimization system and future research on the topic.
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Literature Review

This chapter will be a composition of the available literature relevant to the topic of this thesis. It will
provide a background to matters discussed in later chapters, should improve understanding, and give
some context for the relevancy of this research. First of all, the design considerations and common
practices of open­pit blasting will be discussed in Section 2.1. Section 2.2 will elaborate on the problem
statement by defining the causes and consequences of drillhole deviations, followed by the various
methods that can be used to describe the explosive energy around blast holes in Section 2.3. In
Section 2.4 the principles of Genetic Algorithms and Tabu Search will be reviewed. Section 2.5 gives an
overview of the particular conditions in Nevadamines regarding blast design, and Section 2.6 completes
the chapter with a synthesis of this literature review.

2.1. Blasting in Open­pit Mining
In most open­pit mining operations, blasting of the rock mass is required to break the rock into appro­
priately sized pieces. How exactly this is done will have an effect on the properties of the extracted
material, which in turn has a strong influence on subsequent steps in the mining process. Therefore,
blasting plays an important role in creating the circumstances necessary for an efficient mining opera­
tion. In this section, an overview is given of the typical considerations for blasting that should lead to
optimal performance.

2.1.1. Blast Design
The first topic that will be addressed is blast geometry. The design parameters that will be referred
to are indicated in Figure 2.1. Bench height (H) is largely determined in conjunction with overall pit
design and equipment selection, which generally does not leave much room for variation once these
decisions have been made. If rows of blast holes are aligned parallel to the longest dimension of the
bench, the burden (B) is defined as the distance between the rows. The distance between holes in
the other direction is then the spacing (S). Hole length (L) is often larger than bench height because
holes are drilled below the toe elevation; the function of this so­called sub­drill (J) is to provide more
explosive energy to the toe region. Because the rock here is highly constrained, this extra energy is
necessary to ensure adequate fragmentation in this area of the bench [4].
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The top part of the blasthole is generally not filled with explosives, but with stemming material like drill
cuttings. This results in lower explosive energy in the top of the bench to prevent broken material from
being thrown too far. Furthermore, the stemming (T) acts as a plug and helps to direct the explosive
energy into the rock mass. In case different explosive energy is required along the length of the explo­
sive column, it can be divided into segments containing explosives with varying strength, separated by
stemming material or air. This technique is called decking, but will not be discussed here, as it goes
beyond the scope of this thesis. The dimensional characteristics for blast design are not determined
individually but should be considered in close relation to each other. For instance, the selection of hole
diameter (D) will have implications for many of the other parameters. They can be linked by the ex­
pressions listed in Table 2.1, with common associated ratio constants K for initial design, and similarly,
the ratios as determined by [6], which used a hole depth ratio K*H instead of bench heigh ratio KH.

Figure 2.1: Blast geometry terminology [4].

Table 2.1: Ratios for initial blast design with associated K­values.

Ratio Common design constants [4] Design constants suggested by [6]

S = KsB

1.0 ≥ KS ≥ 1.5

Optimal for square pattern: KS = 1.0

Optimal for staggered pattern: KS = 1.15

1.0 ≥ KS ≥ 2.0

B = KBD

KB = 25√
𝜌𝑒𝑥𝑝𝑙𝑜𝑠𝑖𝑣𝑒×𝑆𝐴𝑁𝐹𝑂

𝜌𝐴𝑁𝐹𝑂

where SANFO is the explosive’s

weight strength relative to ANFO

Light explosives in dense rock: KB = 20

Light explosives in average rock: KB = 25

Heavy explosives in average rock: KB = 35

Heavy explosives in light rock: KB = 40

J = KJB Usually KJ = 0.3
Usually KJ ≥ 0.3

For most conditions, never KJ < 0.2

T = KTB
KT > 0.7

Some suggest KT = 1.0
0.5 KT ≥ 1.0 (0.7 average)

H = KHB Generally K = H ≥ 1.6 1.5 K*H ≥ 4.0 (2.6 average)
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Considerations regarding rock mass structure
The listed ratios are simply broad guidelines for initial blast design, and the actual parameters differ
with each case. An important consideration for this is the structure of the blasted rock mass, and specif­
ically its discontinuities. Radial cracks that develop around the blasthole resulting from the supplied
explosive energy do not propagate across joints, which poses problems regarding fragmentation. Addi­
tionally, these existing cracks may provide less resistance to explosive gasses, and further reduce the
fracturing effectiveness of the blast. In fractured rock masses, a larger number of small diameter holes
located in between discontinuities should therefore be more effective than a couple of large diameter
holes whose explosive energy spans across multiple blocks [4].

Burkle [7] defined another geological factor that influences blasting, namely the orientation of the ge­
ological units. Depending on the rock mass’ dip direction or joint orientations with respect to the blast
direction, one can either blast with the dip, against dip, or along strike. Each of these options comes
with different performance characteristics; blasting along strike will typically result in the worst condi­
tions, since it can lead to a ‘sawtoothed’ floor and irregular back break due to the intersection of the
different rock types on the newly created surfaces. For blasting with the dip there is a tendency to get
more back break. There would be more movement of rocks away from the face, and therefore one can
expect a lower rock pile profile. When blasting against the dip, it is often more difficult to loosen the
toe of the bench. Contrary to blasting with the dip, there is less movement away from the face, and the
resulting rock pile is often higher.

Blast patterns and timing
Once the initial blast design dimensions have been determined, there are still more decisions to be
made. While keeping the basic design parameters the same, the characteristics of a blast can still be
adjusted by choosing either a square or staggered blast pattern, and by sequencing of the individual
hole detonations. The difference between a square and staggered blast pattern lies in the alignment of
subsequent blast hole rows. A square pattern is recognized by having the rows and columns of holes
at right angles to each other, such that the rows are in­line (Figure 2.2a). If this is not the case, and
instead rows are shifted from this alignment, the pattern is known as staggered (Figure 2.2b).

The largest difference between the two methods is the energy coverage of the blasted rock mass.
When the spacing and burden are equal for both cases, and the energy coverage is represented as
cylinders around each charge with surface area A, staggered patterns will lead to a higher percentage
of covered area and less overlap than square patterns. This is illustrated in Figure 2.3. By allowing
some overlap in energy coverage, a staggered pattern with a spacing/burden ratio of 1.15 can achieve
a coverage of 100%. The optimal S/B ratio for square patterns is 1.0, resulting in a coverage of 77% [8].

Although their lower energy coverage makes square patterns look suboptimal, other factors exist that
can justify using this method instead; grade control procedures are often the primary reason, since
grades can simply be assigned to square areas based on blasthole assays [9]. Staggered patterns are
sometimes also avoided when holes are drilled inclined because operators would be forced to realign
the boom angle instead of simply driving perpendicular to the face. Square patterns are also more
appropriate for confined blasts or for sinking cuts when developing a new level [10].
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(a) Square (b) Staggered

Figure 2.2: Square and staggered blast pattern layout [4].

(a) Square
(b) Staggered

Figure 2.3: Energy coverage in a square pattern and staggered pattern with S/B ratio of 1.155 [4].

Another important design characteristic is the sequencing of hole detonations. For a blast to result in
optimal fragmentation, not all explosives are set off simultaneously. A number of commonly used tim­
ing delay patterns will be discussed here. The underlying principles of sequencing for efficient blasting
were described by [11–13]; charges should be detonated in a sequence that maximizes the successive
development of effective free faces. Each charge should be given just enough time to break and loosen
its part of the rock mass before the next charge is detonated so that this one too is blasted towards a
free surface.

For a single­row blast, this can be achieved by starting the initiation sequence at the center of the bench
with delays between subsequent charges moving outward, as depicted in Figure 2.4a. Once the center
hole is blasted, the successive blasts will have an additional free surface available, and therefore it will
be easier to break the rock mass. For blasts consisting of multiple rows, a first improvement can be
made by setting delays between rows, as shown in Figure 2.4b. However, better fragmentation can be
accomplished by making use of so­called chevron firing patterns. These sequencing methods involve
connecting holes ‘diagonally’, known as open chevron (Figure 2.5a), or in a V­shaped pattern, known
as closed chevron (Figure 2.5b). Because of this, the spacing and burden ‘as­shot’ are no longer equal
to the spacing and burden ‘as­drilled’, and are for that reason called the effective spacing and burden.
This technique can be used to detonate holes that were drilled in a square pattern effectively staggered.

The main difference between open and closed chevron detonation sequences is the shape of the rock
pile; a closed chevron pattern concentrates the blasted material in a central position, whereas an open
chevron pattern spreads out the rocks more evenly. While discussing this topic, it should also be noted
that the stemming height is often increased in the front row of blasts to compensate for the back break
from the previous blast, to prevent rocks from being thrown too far away. This will result in a much
better muck pile profile.
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(a) Single row blast with center initiation (b) In­line delay pattern with delays between rows

Figure 2.4: Blast sequencing principles [14].

(a) Open chevron (b) Closed chevron

Figure 2.5: Open and closed chevron initiation patterns [8].

The final step is choosing the appropriate delay times. If the inter­row delay is too short, chances are
the previous charge has not yet detached its part of the burden from the rock mass, the additional
free surface to blast towards is not available for the next detonation, and blast quality will be poor.
Conversely, if there is too much time between the detonation of subsequent rows, broken rocks from
the first blast will have moved too far away. Because this material does not receive energy from the
next blast, fragmentation is often poor and large boulders may be found. Furthermore, long delay times
increase ground vibrations and the chances of flyrock. Thus, ideal delay times are long enough to allow
the rock mass to be appropriately broken and loosened, resulting in sufficiently little confinement for
the next blast, but also short enough to still make use of its explosive energy. The general consensus
is that the ‘sweet spot’ for delay time between holes is 3 ms per meter of burden. When the number of
rows is larger than 3, this timing should be increased [10].

Blast quality and shape
Generally speaking, blasts should be as large as possible since this leads to multiple positive effects.
First of all, a blast pattern should be as long as practically possible; it should be at least 1.5 times the
width to reduce the restraining effect from the confining rock mass to the sides. In order to optimally
exploit this, a blast pattern should preferably be three to four times longer than it is wide [14]. Although
the width of blasts is usually limited by the working width and bench width determined by pit design,
multi­row blasts offer clear advantages over single­row blasts; multi­row blasts generally produce better
fragmentation, which is largely due to creating fewer blast boundaries.
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Fragmentation at blast boundaries is often worse than in the center of a blast because it is influenced by
overbreak from the previous blast; explosion gases propagate through existing cracks, and large boul­
ders that are already effectively detached do not receive the required energy to be broken sufficiently
[11]. When a bench is blasted in one go by multiple rows, there will only be one new blast boundary,
which is preferred over multiple single­row blasts that each create a new blast boundary. Large blasts
increase productivity because the amount of unproductive back and forth movement of equipment is
reduced. Finally, larger blasts translate to a lower frequency of environmental disturbances [12,13].

Nevertheless, there are also a couple of downsides to larger blasts. If the number of rows is too high,
the rows detonated last may not produce acceptable fragmentation. If the rocks can not move forward
to a free surface, charges may crater to the horizontal surface. This can result in high rock piles, toe
problems, flyrock, overbreak, and ‘tight’ digging conditions. Besides, a higher number of rows will also
lead to an increase in ground vibrations [12,13].

2.1.2. Explosives
An important consideration for blast design is the explosives selection. Because it does not fall under
the geometric design factors, it will be discussed separately in this section. However, the choice of
explosives can have a large influence on geometric blast design. Due to the different explosives avail­
able, and their varying properties, combination with the chosen geometric parameters should always
be taken into account. The most common way to compare the strength of an explosive is through its
weight strength or bulk strength, which are defined as the explosive energy per unit weight or volume
respectively. The explosive energy is usually calculated as the theoretical heat of the explosion. Weight
strength and bulk strength values are often compared to standard ANFO (Ammonium Nitrate Fuel Oil)
values to obtain the relative weight strength SANFO and relative bulk strength BANFO. The absolute
weight strength of ANFO is 912 kcal/kg (although this value can differ depending on assumptions of
its composition), and its bulk strength can easily be calculated using the explosive’s density [4]. This
means that if another explosive would have an absolute weight strength of 875 kcal/kg, its relative
weight strength SANFO would be 875/912 = 0.959.

But explosive strength is not all that matters, it is also essential to know how the explosive energy is
used. This will be discussed in detail in Section 2.3, but for now a simplified division of explosive en­
ergy into shock and heave energy will be made. Two explosives can have the same weight strength,
but a different distribution of shock/heave energy. Hard and massive rock types would benefit more
from additional shock energy to create new cracks for improved fragmentation, whereas higher heave
energy will be more useful in a soft and jointed formation to separate the existing blocks. This can be
translated to the following physical characteristics of explosives; those with higher shock energy have
a high peak pressure, which is related to high detonation velocity and high density. Explosives with
higher heave energy can be recognized as having high gas pressure with expansion, which is found in
explosives with lower detonation velocity and density [4].

In open­pit mining, blast holes are usually bulk loaded using a mix­pump truck instead of packaged
products. Bulk explosives (or bulk blasting agents) by themselves are not explosive, despite their
name, but must be detonated by a high explosive primer. In this literature review, only the various
types of bulk explosives will be discussed, along with their advantages and disadvantages. They can
be categorized into ANFO­types, watergels or slurries, and emulsions.
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ANFO
ANFO consists of ammonium nitrate (AN) and fuel oil (FO), which are usually mixed in a 94/6 ratio by
a bulk ANFO truck at the blast site. The maximum strength of the explosive occurs when about 5.5%
of fuel oil is used, but this is a sensitive balance; adding either too little or too much fuel oil sharply
reduces the explosive energy. In the case of insufficient fuel oil, nitrous oxides (NOx) may form, while
a surplus leads to the formation of carbon monoxide (CO). Ammonium nitrate is usually supplied in
the form of porous prills, making ANFO a dry and granular composition. Because the prills consist
normally of around 50% air by volume, in addition to the voids between them, the density of ANFO as
loaded into blast holes is much lower than just the density calculated from the ammonium nitrate and
fuel oil (around 1.675 g/cm3); in reality, it normally varies between 0.8 and 1.0 g/cm3. The cost per
unit of energy delivered is relatively low for ANFO, and because fuel oil is usually available at most
mines, it is a popular and effective blasting agent. The initiation sensitivity decreases with increasing
hole diameter, and a major disadvantage is its lack of resistance to water; ammonium nitrate is easily
dissolved in water, and detonation will fail when ANFO contains more than 10% water [4].

The overall energy output of ANFO can be increased by adding aluminum powder as a fuel [15,16]. The
amount of added aluminum normally lies between 5 and 15 weight percent, because the increments in
explosive energy start to become smaller for values higher than these [14]. The addition of aluminum
is a relatively simple adjustment to increase the explosive energy of ANFO where necessary, and can
improve fragmentation in stronger rocks without alteration of the blast pattern. For the same reason,
aluminized ANFO is often used as the toe load of a blast to ensure successful breakage in this part of
the bench. Besides the higher explosive strength, its properties are the same as ordinary ANFO [4].

Under some circumstances, it may be desirable to use ANFO with lower bulk strength. This can be
achieved by reducing the explosive’s density and/or velocity of detonation. Wilson and Moxon [17]
found that sawdust, polystyrene, and bagasse are suitable additives that accomplish this well. Because
these materials act as a low­grade fuel that burns slower than fuel oil, they reduce the velocity of
detonation of ANFO. Combined with the lower density, these mixtures effectively lower the detonation
pressure. This can be favorable when more control of the blast is required, for example, to minimize
back break. Because the ANFO is mixed with inexpensive products, there is also a cost­saving aspect
to this method.

Watergels/slurries
A large problem with ANFO has always been its lack of resistance to water. By the late 1950s, a new
type of blasting agent was introduced to deal with this problem. Slurries or watergels are especially
suitable for blasting under wet conditions, because the substances themselves are water­based. Their
composition was initially described as AN­TNT­H2O, but these days a variety of suitable ingredients
exist which are either dissolved or suspended in the water. This results in an aqueous ammonium
nitrate solution with a fuel component. The water content ranges between 5 and 40% by weight, and
the average is 15% [18]. Adding toomuch water will reduce the weight strength. A thickening substance
like guar gum is usually added to obtain the required consistency so it can be easily pumped, and cross­
linking additives provide cohesion and prevent leaching of the salts by water flowing through the hole
[4].
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An important characteristic of most slurries currently produced is the presence of small air or gas bub­
bles in the mixture. When the shock wave of a highly explosive primer or booster enters the slurry, the
volume in these voids is believed to be compressed, instantly heating it to very high temperatures, and
leading to explosive decomposition of the surrounding material [19]. Different types of fuel sensitizers
may be added to produce large variations in bulk strength and weight strength, which allows for great
customization. Aluminum powder is often an important ingredient. Slurries can be delivered in a num­
ber of forms; they can be supplied separately and mixed either on­site or directly in the blast hole, as
already mixed, or packaged as cartridges.

Emulsions
Whereas the previous types of blasting agents involved solid materials, emulsions consist only of liq­
uids. They are mixtures of two types of fluids that do not dissolve in each other. For optimal reaction
efficiency in explosives, the oxidizer and fuel must be in close proximity. Emulsion blasting agents
take this to the next level by reducing the particle size of the oxidizer, typically ammonium nitrate or
another salt solution, to microscopic proportions; droplets of salt solution with a diameter between 2
and 10 microns are surrounded by a thin layer of fuel of near molecular thickness. Because of this
scale, their intimacy approximates the molecular interaction in explosives such as TNT as closely as
possible, which improves reaction efficiency and leads to a high velocity of detonation [4].

Just like watergels, emulsions require additional sensitization in the form of air bubbles. However, be­
cause there is no cross­linked gel network in place, emulsions have trouble holding the bubbles. To
combat this issue, glass spheres with a diameter in the order of a couple of 10s of microns are often
added [19]. Another similarity is the high customizability of emulsions; different types of oils and waxes
can be used as fuel to vary the consistency and weight strength. Because fuel only represents about
10% of its volume, this will not have large effects on the density of emulsions. Unlike slurries, the mix­
ing of emulsions is not done in a mix­pump truck, but instead at a central location close to the mine site.

Emulsions can also be used in combination with ANFO to create so­called heavy ANFO. The idea
behind this is to fill the voids in between the AN prills with emulsion. By varying the amount of emulsion
added, the properties of the mixture can be adjusted as required. The overall density and relative
bulk strength vary depending on how much emulsion is added. Between 35 and 40% of emulsion is
needed to fill all the voids, so below this value the density and strength will increase as more emulsion
is added. At higher percentages, however, this relationship may change depending on the properties of
both blasting agents. The water resistance is only significantly improved at weight percentages above
30%, and at least 50% is required for good water resistance [20].

Powder factor
The power factor of a blast is a figure that denotes the amount of explosives used per volume of
blasted rock, usually expressed in kg/m3. Naturally, it is dependent on both the selection of explosives
and geometric blast design, which have been discussed here previously. Although some relationships
exist between the powder factor and blast performance, it should not be used as a primary tool for
blast design. Blast performance is influenced by a variety of factors that would not be adequately
represented by a single value; changes in blast pattern, type of explosive, delay times, bench height
and rock characteristics can all have a large influence on a blast, while the powder factor remains
constant. These days, the powder factor is mostly a valuable property for cost analysis of blasting [21].
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Nevertheless, some ranges of typical powder factors can be given as an indication of the blasting re­
quirements. As can be seen in Table 2.2, less explosives are needed in softer rock. Although generally
less explosives are used in large hole diameter patterns, fragmentation is often coarser than for pat­
terns with a larger number of small holes. The powder factor can also be lowered as the number of
free faces of a blast increases, or when the rock mass is very fractured [22].

Table 2.2: Typical powder factors used in mass blasts [23].

Rock strength Powder factor (kg/m3)

Very soft 0.15 ­ 0.25

Soft 0.25 ­ 0.35

Medium 0.40 ­ 0.50

Hard 0.70 ­ 0.80

2.1.3. Drilling and Charging Practices
Although the exact procedures for drilling and charging vary from mine to mine, certain generalizations
can be made about common practices. This is necessary both from a safety and regulation point of
view but also follows from the use of often similar equipment. This section aims to give an overview of
how drilling and charging operations are in general performed, without going into detail on site­specific
differences in methodology.

Positioning
Drillhole patterns are traditionally laid out by the surveying crew of a mining operation. Manual staking
of patterns to mark the appropriate drilling locations is a time­consuming process, which could take up
to 50% of a survey department’s man­hours. In order to reduce this workload, surveyors at some mines
would only place control pegs, leaving the marking of individual holes to the drilling crew [24]. Even if
the drillholes were staked with the highest accuracy, this method would still lead to errors during the
drilling process; operators used to position on the stake by looking through a “one­foot square” on the
floor, which became even more challenging under circumstances like darkness, rain, snow or fog [25].

With the onset of technological advancements, specifically the implementation of GPS systems, drill­
hole positioning was significantly changed. By equipping drill rigs with GPS receivers, the need for
manual staking of drillhole patterns has been eliminated. Using the GPS location in combination with
a drillhole design file on the on­board computer, operators can easily navigate the drill rig over the
designed collar positions by obtaining its relative location from a display. As the drill rig is moved closer
towards the collar position, a “crosshairs and bull’s eye effect” will be visible on the screen to guide the
drill bit towards the target, representing the desired hole location [24]. An additional benefit is finding
the elevation once the drill rig is in position for drilling. Together with other technology, this allows for
more accurate determination of hole depth. Because this can be synchronized with the specified hole
depth in the design file, it makes manual tape measurements redundant. Once drilling of a hole is
completed, the planned and actual collar coordinates are recorded. These deviations will be discussed
in more detail in the next section. Overall, the implementation of GPS technology on drill rigs has led
to more accurate drill patterns and has improved surveying efficiency by up to 80% [24,25].
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Drilling
The actual method of drilling the holes can be divided into two classes based on the equipment used;
percussive and rotary drilling. Percussive drilling makes use of the rotation of the drill bit in combina­
tion with high­frequency percussive impacts delivered through hydraulic pressure to break the rock. A
differentiation can be made between a top hammer and down­the­hole percussive drilling, depending
on the location of the hammering parts. Percussive drill bits consist usually of chisel/cross­shaped or
‘button’ tungsten carbide inserts. Rotary drilling, on the other hand, cuts small rock chips at the bottom
of the hole through rotation of the drill bit, by applying torque at the end of the drill string. These ma­
chines are diesel or electrically driven. Themost common type of drill bits in use is so­called tricone bits.

The difference in penetration mechanism also leads to a difference in the application of these methods.
Percussive drilling is mainly used in harder rocks for small to medium­sized holes of up to 200 mm in
diameter, because of its high penetration rate under these conditions. The top hammer variation is
generally limited to holes smaller than 150 mm, or even 125 mm [10,26]. Down­the hole percussive
drilling can also be used in larger hole sizes. Having the hammering part closer to the drill bit allows
drilling of straight and deep holes with minimum deviation, and good hole wall stability. Rotary drills
work best for holes with a diameter of 6 inches (152 mm) or larger and is the main technique for holes
larger than 230 mm [26,27].

According to [26], good drilling practices include “carefully monitoring drill­rig operating parameters, tak­
ing notes of the changes in geology during drilling, and effectively communicating to the blasting crew
any unusual conditions encountered during drilling that may affect blasting results or require changes in
hole­loading practices”. These tasks are often supported by data obtained from Measurement­While­
Drilling (MWD) technology. By logging drilling parameters such as hole depth, rotation pressure, per­
cussion and penetration rate, rock properties are derived. This information can be helpful to locate
geological boundaries and may be used to adjust blasthole loading or detonation delays [28].

Charging
Before drillholes are charged, theymust be checked. First, the depthmust bemeasured with a weighted
measuring tape or cord. The depth is measured from the bottom of the hole to the collar at the sur­
face, disregarding the height of any drill cuttings, and recorded on a hole­by­hole basis. If the hole has
been drilled too deep, it must be filled with stemming until the bottom of the hole is at the designed
depth. Holes that are less deep than planned should be cleaned out with a drill or compressed air, or
be redrilled. It is also advised to measure the water depth in the hole, for example with the weighted
tape, check for wet sidewalls, and look for evidence of hole collapse.

In case of a wet hole, it may need to be pumped dry, and the choice of bulk explosive should be eval­
uated. Due to its lack of water resistance, ANFO should not be loaded into a wet hole without the use
of a waterproof liner. Communication with the drill crew is important, especially regarding conditions
where weak rocks are encountered that can result in hole collapse. Should a drillhole pass through or
bottom into an opening, such voids must be filled. If this can not be achieved with stemming material,
it may be necessary to plug the hole with gas bags, stemming plugs, or other air­decking devices. In
some cases, a hole may need to be redrilled. To prevent venting from the faulty hole when the new
hole is detonated, it must also be properly sealed with stemming or a gas bag.
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Furthermore, stemming height, primer location, and amount of bulk explosive may be adjusted if there
is broken ground around the collar, reduced free face burdens, excessive toe burdens, or reduced
distance from the broken ground. This is especially troublesome if there is much variation in front row
burden, due to flyrock or overpressure risk. Measurement of face geometry and drillhole deviation may
be necessary, and increased stemming heights, adjusted charge quantities, or gravel decking could
be required to combat these issues. In case of excessive toe burdens or adjacent presence of short
holes, bulk explosive density and charge mass may be increased to achieve a higher localized powder
factor. Conversely, it may need to be reduced in holes with too little burden at a free face. If blast
holes have been undercharged, additional bulk explosives may be added within design charging and
stemming height guidelines. However, the designed stemming height of a hole should not be reduced
to accommodate the charges. Overcharged holes may require removal of the excess bulk explosives,
which can be performed with an approved scoop or vacuum equipment, or by displacing it by pumping
water [29,30].

Once it has been established that the drillhole conditions are suitable for loading, the procedure starts
by lowering the primer. It is good practice to load a small quantity of explosives beforehand, to protect
the primer from puncture and is also well coupled at the bottom of the hole. To prevent damaging or loss
of the downline, they are preferably hand­held during charging and stemming, or otherwise secured at
the collar. While continuing to load the bulk explosive, it is important to regularly check the rise of the
column using a weighted tape, to identify any problems. If the hole is filling up slower than expected,
this can indicate the presence of cavities or an oversized hole, which can both lead to overcharges.
Furthermore, it helps to assess whether there is still enough room available at the top of the hole for
the appropriate amount of stemming [29,30].

ANFO is usually augured into the holes at rates ranging from 100 to 500 kg/minute or can be blown
using a pneumatic system with a discharge hose that is typically 10 meters long. With the charging
truck driving between two rows of large diameter holes, usually, four to six holes can be charged from
each position of the truck. Augured delivery is aided by a boom that has a typical length of five to six
meters, which can normally reach two or three drillholes from one position. Watergels and emulsions
are pumped at rates up to 350 kg/minute [4]. Emulsions may need to be gassed during loading, which
may require additional time before the hole is stemmed [30]. Emulsions can be loaded even in holes
containing water if the hose is lowered to the bottom of the hole and pulled up slowly as the hole is
being filled. This is to make sure the water is displaced properly and does not become trapped within
the explosive column [4,29].

Stemming should be loaded according to design depths, and to ensure this, the height of the explosive
column must be checked after charging. In case there is broken ground at the collar, or when face bur­
dens are reduced, stemming needs to be increased. Stemming heights must be recorded to a specified
accuracy, which should be consistent with a safe and environmentally acceptable blast design. Another
consideration is the sequence in which the holes are charged, which must be done systematically. For
large blasts, this means that large sections could be shot in case unfavorable conditions might prevent
firing of the whole blast within the required timeframe. Moreover, it should be taken into account that
water displaced from wet holes can run into previously dry, loaded holes. This can be prevented by
appropriate sequencing of hole charging, by considering the effect of treatment of wet holes on other
holes nearby, and anticipation of rainfall­runoff and water accumulation in low areas [29].
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2.2. Drillhole Deviations
The main problem addressed in this thesis is the deviation of drillholes relative to their planned config­
uration. In order to understand what these deviations mean for the drilling and blasting process, this
section will elaborate on the problem statement by providing some important background information.
First of all, the various types and causes of drillhole deviations are discussed. This will give insight into
the complexity of the problem, and show why it is so difficult to eliminate it. Next, the importance of drill­
hole deviations will be demonstrated by presenting the possible consequences for blast performance,
safety, and mining operations as a whole.

2.2.1. Sources of Error
Although drillhole deviations may seem like a straightforward problem, in reality, it can be difficult to
deal with due to the variety of underlying causes. Many different sources of error can be identified,
and each of these can contribute to the overall deviation. Modernization of the drill and blast cycle has
improved drilling accuracy tremendously, most importantly by eliminating the need to manually stake
drillhole patterns. Despite all the technological advancements in this area, however, there are still some
challenges to overcome to facilitate further improvements.

The causes of drillhole deviations can be categorized in a number of ways. Almgren and Klippmark,
for example, made a distinction between external errors and internal errors. External errors include in­
correct surveying, marking errors, poor collaring practice, error in drill setup, incorrect boom alignment,
and operator errors. Physical limitations of the drilling equipment, poor drill operation, poor condition
of the equipment, and geology of the rock mass are internal errors [31]. A more common classification
is made by the following types of drillhole deviation [32]:

• Collaring deviations

• Alignment deviations

• Trajectory deviations

• Depth deviations

Collaring and alignment deviations generally fall under Almgren and Klippmark’s classification of exter­
nal errors, whereas trajectory and depth deviations belong to the internal errors [31]. Collaring devia­
tions can be described as the horizontal displacement of a drillhole with respect to its planned starting
location at the surface. The most important factors that contribute to this type of deviation are poor drill
setup, the topography of the drill site, and problems with holding the boom and feed beam in a fixed
position, for example, due to worn parts. Alignment deviations take place in the process of turning the
feed boom to set it in the planned direction of vertical inclination and can be caused by instabilities of
the drill rig, misalignment of the feed beam, lack of precision in positioning equipment, topography at
the collaring point, and structural geology. Trajectory deviations occur when the drill is deflected from
its designed path during drilling, which is influenced by the hole design (length, diameter, inclination),
rock properties (hardness, structures), drill parameters, and equipment. Similarly, depth deviations are
also a consequence of these internal factors in combination with the accuracy of measure while drilling
techniques and precision in positioning equipment [26,32,33].
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For internal sources of error, it was found that small diameter holes more often deviate than large di­
ameter ones. Deviations also increase with drillhole length and are more likely in inclined holes than
for vertical drilling. Regarding the equipment, the characteristics and conditions of the drill string are of
great importance, because the deviation is proportional to its flexibility [32].

Many of the causes that have been discussed thus far can be traced back to either equipment­related
issues, some of which can be mitigated by proper maintenance, or geological conditions beyond the
driller’s control. However, this thesis will primarily address lateral deviations in drillhole location, and
will therefore focus on the external sources of error (collaring and alignment deviations). A typical
requirement for drilling accuracy is that the horizontal deviation is not larger than the hole diameter
[34]. However, a blast optimization study conducted at Kriel Colliery, for example, found that this was
only achieved for 8­19% of the holes, as well as for 33% and 47% at the Kleinkopje and New Vaal
mines respectively, shown in Figure 2.6. It also shows that many deviations exceed even twice the
hole diameter. This is problematic because the explosive power at a certain point could be reduced by
35% if a drillhole is moved by 0.5 m [35]. Two factors that have been understated up until this point,
and especially relevant for these external errors, are the influence of operator (in)experience or human
error, and the accuracy of GPS measurements in a mining environment.

Figure 2.6: Example of drillhole deviations at Kriel, Kleinkopje, and New Vaal Collieries [35]

Human error
In order to understand the influence of the skills of a drill rig operator on drillhole deviations, it is impor­
tant to first examine the tasks that must be performed, together with the typical instrumentation used
in doing so. These days, most drill rigs are equipped with high­precision GPS positioning units, which
serve as the basis for maneuvering these machines to the appropriate locations for drilling. Such a
satellite positioning receiver is complemented by precision sensors on the boom that compute their
orientation using forward kinematics. By combining the measurements of these sensors with the GPS
position of the vehicle, the position and attitude of the boom can be compared to the values found in
the drilling plan. This data is used to generate a visualization of the rig’s position relative to the planned
drillholes, which is presented on a display to the operator. In this manner, the operator is guided to­
wards the appropriate drill setup by moving closer and closer towards the planned blasthole location.
When the drill bit gets in close range of the collar position, the screen will zoom to a ‘cross­hairs and
bullseye’ configuration to allow for optimal precision [24,34].
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This process of maneuvering the drill rig in accordance with the drilling plan can be divided into two
distinct tasks, namely the positioning (or collaring) and alignment. Naturally, these tasks correspond
to the previously defined sources of errors, but a more detailed description will be given here.

Positioning is the operation of moving the drill bit, located at the bottom of the drill feed boom, such
that it coincides with the projected hole line above­ground. If the drill would be lowered towards the
ground, the drill bit would connect to the desired starting point of the hole, also known as the collar.
To prevent unnecessary damages to the lower part of the feed boom by collisions due to an uneven
surface, rocks, or other obstacles, the boom is lifted from the ground during positioning.

Alignment is the process of rotating the feed boom such that it coincides with the extension of the hole
line above the surface, allowing the hole to be drilled in the direction as defined in the drilling plan.
Although the positioning and alignment tasks are independent operations, in practice they are interde­
pendent. Because of the structure of the boom and the mechanical movements it allows, positioning
adjustments can have an influence on alignment, as well as the other way around.

A typical drill rig is equipped with hydraulic control of the boom that allows for six degrees of freedom.
Six two­directional joints are required to perform the 12 distinct movements necessary for positioning
and alignment, which can be bound to different control configurations like joysticks, levers or buttons,
and are generally controlled individually. Because adjustment of one of these joints can change both
the positioning and alignment, corrective movements may be required to maintain, for instance, the
appropriate alignment when adjusting for positioning. Maneuvering the feed boom into the correct con­
figuration is a challenging three­dimensional process that requires a lot of attention from the operator.
The order in which the two tasks are performed can vary depending on the situation and operator, or
can also be done simultaneously. This interdependency between positioning and alignment makes it
difficult to achieve perfect hole placement, especially for inexperienced operators. In practice, there
are always some differences between the planned and drilled hole locations [34].

In an attempt to reduce drillhole deviation by removing (or decreasing) the effect of human errors, much
attention has gone out to automated or even autonomous drilling in recent years. Equipment manu­
facturer Caterpillar, for example, is well underway with its so­called ‘journey to autonomous drilling’.
With the CAT Terrain for Drilling system as a basis, progress is made from ‘auto drill assist’ features,
including automatic leveling and drilling of a single hole, towards semi­autonomous drilling of single
rows under distanced supervision of the operator, and finally, fully autonomous drilling of an entire
blast pattern [36,37]. With the latest release of its new MD6250 drill rig, Caterpillar has already brought
the semi­autonomous drilling of single rows to the market [38]. Another frontrunner in this area is the
mining company Rio Tinto, which has already observed great benefits from autonomous drilling in Aus­
tralia. Rio has supposedly been the first company to achieve fully automated hole­pattern drilling and
is expanding its remotely operated autonomous drilling fleet thanks to the impressive results, helping
the company to “drill more safely, accurately and consistently” [39,40]. An early trial by Sandvik found
that an automatic positioning mode for their surface drill rigs, as a replacement for traditional manual
control, reduced the mean drillhole deviation from 11.5 cm to 5.5 cm [34].
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GPS accuracy
Automatic positioning figures by Sandvik indicate that the problem of drillhole deviations is still not com­
pletely solved after eliminating the human errors. Of course, there are also mechanical limitations for
the level of detail of the machines, but a more deep­rooted problem lies in the use of GPS position­
ing as the main source for relating a drill rig’s location to that of the planned drillholes. Even though
high precision receivers have become the standard on modern drilling equipment, boasting theoretical
accuracies of 10 to 20 mm, there are many factors that can impair the quality of GPS measurements,
particularly in a mining environment [34,36].

The most accurate GPS technique currently available is Real­Time Kinematic (RTK) GPS. Similar to
differential GPS, this method makes use of a reference point with known coordinates that acts as a ref­
erence station. Combined with a variety of sophisticated techniques, the locations of nearby receivers
on vehicles can be calculated from the distance to satellites and corrected using this reference station
[24]. At least three factors can be identified that may reduce the accuracy of GPS measurements:

• Tropospheric delay

• Position Dilution of Precision (PDOP)

• Multipath

Tropospheric delay is normally incorporated when the distance between a GPS receiver and satellites
is calculated. It is computed by empirical models that consider temperature, relative humidity, and
pressure. While these models are able to predict the tropospheric delay with high accuracy, there can
still be a difference with the true value, resulting in residual delays that are not accounted for. These
effects are generally unimportant, but in case there is a large difference in elevation between the base
station and a mobile GPS receiver, a common situation in open­pit mines, it may cause noticeable
inaccuracies. This is especially true if there are differences in meteorological conditions [41].

Position Dilution of Precision is a number that represents a confidence factor for satellite availability at
a certain point in time. On one hand, this depends on the number of satellites orbiting the earth, but
it is also a geometrical problem. Because open­pit mines are generally characterized by steep, deep
pit walls, a GPS receiver at the bottom of a pit will have a smaller angle of access to the open sky. Al­
though Modular Mining Systems claims that the addition of other GNSS constellations like GLONASS,
BeiDou, and Galileo to their network of available satellites leads to “more dependable and accurate
positioning”, positioning technology provider Applanix reports that “the large increase in the number of
GNSS satellites over the past decade has not significantly ameliorated this problem” [42,43]. Although
there is software available to predict the PDOP for a given time of the day, a lack of optimal satellite
coverage can still present a problem for deep open­pit mines and lead to inaccurate GPS positioning
[24]. Fully operational time of satellite constellations, requiring at least 4 satellites in view, can be re­
duced to as little as 20% inside open­pit mines [44].

A mitigating measure for the PDOP problem is the use of so­called pseudolites. Pseudolites can
be described as either GPS receivers or transceivers. In addition to receiving signals, a pseudolite
transceiver also transmits them. Therefore, a pseudolite can act as a satellite to augment the conven­
tional constellations. This is especially helpful in areas with poor satellite coverage, like deep mines
with steep pit walls; pseudolites transceivers positioned at known coordinates along the pit perimeter
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essentially improve the coverage for GPS receivers inside the pit. By providing an additional measure­
ment point that is generally within line of sight, fewer satellites are required to triangulate the position of
a receiver [44]. It was not only demonstrated that the PDOP is reduced by the addition of a pseudolite,
but also that a larger number of pseudolites will have a positive effect on further decreases, especially
in the vertical direction [45]. Although there is no question whether pseudolites improve the positioning
geometry, the issues of tropospheric delay and multipath prevail, and additional differences could be
introduced by potential pseudolite position errors [46].

Finally, multipath encompasses the situation where satellite signals are reflected off surfaces near a
GPS receiver. This causes the signal to travel between satellite and receiver along different paths,
leading to multiple possible distance calculations, and ultimately causing inaccurate positioning. Multi­
path is not a problem reserved for mining environments only. Methods exist to account for this effect,
but they are generally not suitable for applications in mining because GPS receivers deep inside a pit
are surrounded by many reflective surfaces, most importantly the pit walls. Multipath can be detected
and canceled by double­differencing if it shows an apparent daily correlation as a result of repeating ge­
ometry of satellite, receiver, and reflecting object. However, this correlation only occurs with a specular
reflection on smooth surfaces. In open­pit mines, reflection instead mostly occurs as diffraction (reflec­
tion from edges or corners of reflective objects) or diffusion (reflection from rough surfaces), making
this method unsuitable and thus leaving the positioning subject to more inaccuracies [24,41].

2.2.2. Consequences
After having touched upon the different types and causes of drillhole deviations, this section will give
an overview of their effects on blast performance. Furthermore, these consequences will be placed
in a much broader perspective. Because drilling and blasting represent the first major step in a min­
ing operation’s bulk material handling of ore and waste rocks, discrepancies in blast performance can
have tremendous cascade effects on many downstream operations. In order to recognize the signif­
icance of blast performance altering drillhole deviations, it is essential to consider the complications
they introduce at subsequent stages of the production process as well.

Energy distribution & fragmentation
When focussing on collaring deviations, the most direct consequence is alteration of the spacing and
burden between blastholes; a mispositioned hole reduces the effective spacing or burden in one area,
and increase it in another [47]. When the realized spacing or burden is different from the planned blast
design, this naturally causes local variation in specific charge, often known as the powder factor [34].
As a result, the explosive energy distribution will not match the designed specifications that were care­
fully decided on in the blasting plan. The purpose of a well­designed blasting plan is to achieve optimal
blast performance. However, when the blast design is altered, blast performance will also be affected.

An important factor to assess blast performance is the resulting fragmentation of the rock mass, which
can be quantified using size distributions. Because of the local differences in explosive energy, frag­
mentation across the blast pattern will vary more than intended and change the size distribution; the
median fragment size (X50) was found to be reduced in blasts characterized by greater drillhole devia­
tions [47]. However, this does not tell the whole story; the resulting muck pile is likely to consist of more
unevenly sized rocks, containing both oversized boulders (due to areas of reduced explosive energy)
and a larger amount of fines (due to areas of increased explosive energy) [34].
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Costs & productivity
Because of this relationship between drillhole deviations and poor fragmentation, a large number of
extra costs incurred due to fragmentation issues can now be linked to inaccurate drilling. First of all,
more drilling and blasting can be necessary to blast all of the intended rock mass. The presence of
very large boulders can also require additional breakage or blasting. This results in higher secondary
breakage costs, including increased explosive consumption and potential delays in the chain of pro­
duction operations [32–34]. It was demonstrated that the additional drilling and blasting costs increase
with the extent of drillhole deviation [47].

Although poor fragmentation has some implications for drilling and blasting itself, this is also the stage
at which the consequences for subsequent operations become apparent. Evidently, any production
delays can quickly propagate to consecutive operations, but there are also more direct influences on
their performance. Especially the presence of large boulders is troublesome; this complicates exca­
vation, loading, and hauling of the material. The efficiency of these operations is also reduced due to
lower fill factors of both excavator buckets and haul trucks. Finally, disproportionate boulders can lead
to excessive wear of equipment and higher crushing costs [32,34]. Because the amount of explosive
energy in each area of a blast is altered, some control on ore loss and dilution may be lost. These are
important properties that can have a significant effect on the performance of the processing plant and
consequently the end­product quality, making this a major economic factor [34].

Safety & secondary effects
Besides the effects on production chain operations, there are a couple of other negative influences of
drillhole deviation that are worth consideration. First of all, the safety implications; as discussed before,
some areas in the blast pattern will receive more explosive energy than intended whenever a number
of holes are spaced more closely than planned. Although the blast is designed to only loosen the rock
mass, certain parts may receive a surplus in energy, which can lead to increased risk of flyrock. This
is supported by the fact that blasts with deviated drillholes are characterized by lower median frag­
ment size, and therefore contain more fragments that require little kinetic energy to be thrown far away
[34,47].

Another factor for assessment of blast performance is often found in the loosening of the rock mass
along the planned boundaries of the blast pattern. Fragmentation in these areas should be sufficient
to loosen the rock such that a clean separation with adjacent rock mass occurs. When drillholes are
displaced from their planned locations, this becomes an increasingly relevant issue. Once again, be­
cause the spatial energy distribution is altered, performance in this area may be reduced. In case there
is too little or too much explosive energy to sufficiently loosen all the rocks, slope stability problems
may cause dangerous situations [26,34]. At another boundary, namely at the bottom of the blasted
rock mass, poor distribution of explosive energy can lead to an uneven bench floor or ground control
problems [32]. In turn, this can complicate operations on such a bench; a very uneven surface may
require filling or can cause higher equipment maintenance costs. Furthermore, blockage or collapse
of drillholes may occur in a subsequent blast due to fractured areas in the remaining bench [34,48].
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2.3. Explosive Energy Distribution
The topic of explosive energy distribution (EED) was already touched upon in Section 2.2 to explain
the connection between drillhole deviations and blast performance. Although this relationship is closely
linked to the spatial energy distribution, the significance of explosive energy partitioning should not be
underestimated either. A lot of effort is put into the quantification of the various types of energy that result
from the detonation of explosive charges. Although the theoretical energy contained in the explosives
can be easily calculated, it remains challenging to find clear fundamental relations to the utilization
of this energy when the charges are detonated. Although the principle of attenuation provides some
theoretical starting points for the behavior of explosive energy in a spatial sense, reality often presents
a different situation. Various empirical methods have been developed for the quantification of physical
properties around blastholes. Unfortunately, most of these are focused on effects further away from
the explosive charges. Since this research is only interested in the explosive energy distribution close
to the blasthole, the formula developed by [49] will play an important role.

2.3.1. Explosive Energy Partitioning
The fundamental blast design principles presented in Section 2.1 have mostly been established by trial
and error, leading to the described empirical relations. This was necessary because the connection
between explosive charges and fragmentation is poorly understood. This will of course partly depend
on the rock mass characteristics, which greatly complicate research, but a better understanding of this
relationship could be quite valuable. An important step in this is to consider the conversion of energy
stored in explosives to the other forms of energy resulting from its detonation. Numerous investigations
have been performed on this topic, of which this section will provide a brief overview.

With the chemical composition of the explosive and its reaction products known, the heat of the reaction
can be calculated, which represents the difference in internal energy associated with this state change.
It then follows that the detonation energy, or heat of detonation, is defined as the portion of the explo­
sive’s heat of reaction that is going towards its reaction products. Notably, the heat of any secondary
reactions of the explosive or its products (e.g. with air) are excluded. Although these thermodynamic
calculations provide a good estimate of the energy from a detonation, in reality, it can be quite different
due to the dependency on temperature, volume, and pressure during the reaction, which are influenced
by the properties of both the explosive and the surrounding rock mass. The main principle behind the
detonation of an explosive is to use the resulting energy to perform expansion work on the borehole
wall, which ideally should be close to equal to the detonation energy. It was found that the expansion
work is positively correlated with the explosive’s velocity of detonation, whereas a smaller hole diame­
ter will cause a reduction [50].

These thermodynamic principles of explosive detonation are quite clear, but the real problem lies in
determining how exactly the expansion work energy is transferred to the rock mass in order to break it
up. An important differentiation can be made between shock energy and heave energy; the former is
mostly aimed at creating new fractures in the rock mass, and benefits from explosives providing high
peak pressures, while the latter is used to extend fractures and move the rock mass by maintaining
higher gas pressure. Furthermore, some energy is lost to undesirable effects like flyrock, noise, ground
vibrations, air blast, and heat [4].
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The inability to measure certain types of energy makes it challenging to quantify the different factors in
the energy balance. Nevertheless, this makes it a contested research topic. Spathis [51] first defined
the energy balance of a blast as follows:

𝐸𝐸 = 𝐸𝐹 + 𝐸𝑆 + 𝐸𝐾 + 𝐸𝑁𝑀 (2.1)

with EE as the explosive energy, EF as fragmentation energy, ES as seismic energy, EK as kinetic
energy, and ENM as non­measured energy. The percentage of heat of explosion this total energy rep­
resents ranges from 12 to 40% after conversion [51,52]. Sanchidrián et al. [52] mimic this approach, but
incorporate fragmentation energy calculations based on the surface area of the fragments, estimated
from particle­size distributions according to [53], and calculate seismic energy from seismograph read­
ings and kinetic energy from initial velocity captured by high­speed video cameras. They determined
that the total measured energy amounts to 8­26% of the heat of the explosion, leaving at least 3/4th
of the explosive energy unaccounted for. Although the ranges of figures found for the individual en­
ergy components are quite narrow for the fragmentation energy and seismic energy (2­6% and 1­3%
respectively), the calculated kinetic energy varies significantly, ranging between 3 and 21% [52]. It
should be noted that Spathis [51] reported even higher kinetic efficiencies, up to almost 40%.

Zhang [54] recently expanded the energy balance by adding rotation energy (ER), internal fracture
energy (EIF), and gas energy vented to the atmosphere (EGE) as factors that could technically be mea­
sured or reasonably estimated. Moreover, the remaining energy forms were identified as the energy
used in borehole expansion (BBE), heat consumed in heating the rock mass (EHR), friction energy lost
due to cracks influencing stress wave propagation (EFE), and other forms of energy (EOF), like radiation,
plastic work, and acoustic energy, which were all grouped as EO to produce Equation (2.2).

𝐸𝐸 = 𝐸𝐹 + 𝐸𝑆 + 𝐸𝐾 + 𝐸𝑅 + 𝐸𝐼𝐹 + 𝐸𝐺𝐸 + 𝐸𝑂 (2.2)

It was observed that fragments do not fly following a blast, but rotate instead. ER could be calculated
by making the assumption that all fragments are differently­sized spheres. Although EGE technically
includes energy loss due to escaping gas through joints, broken rock mass, and stemming, the method
suggested by [54] only estimates the last­named situation by measuring gas pressure close to blasthole
collars. A suitable technique to measure and calculate EIF is not yet found, but it could technically be
estimated by measuring the surface area or volume of internal cracks in rock fragments.

2.3.2. Spatial Energy Distribution
Similar to the intricacies of explosive energy partitioning, determination of the spatial energy distribution
is also challenging. Naturally, this is partly due to the knowledge gaps discussed in Section 2.3.1, but
even if the useful energy provided by explosives was known, its propagation through the surrounding
rock mass poses another challenge. First of all, a theoretical basis for this will be given by reviewing
the principle of attenuation, followed by a brief overview of empirical equations that can be used to
characterize physical properties as a function of radius around blastholes. Finally, the explosive energy
distribution formula that represents the main concentration of this research will be presented.
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Attenuation encompasses the physical phenomenon of a signal being reduced in amplitude or intensity
the further it moves away from the source. If the source is considered to be the explosive detonation,
and the shock wave is the signal, it follows that the amplitude of the resulting pressure wave is reduced
as it propagates through the surrounding rock mass. This has four major causes; geometric spreading,
dispersion, reflection at acoustic boundaries, and damping.

Geometric spreading is the only factor that involves the geometry of the charge and relates amplitude
to radius away from the source by a factor 1/Rn. For homogeneous materials, n equals 2. In real rock
masses, however, this assumption of homogeneity is invalid. This causes not only the amplitude to de­
crease as a wave propagates away from its source, but also the overall wave energy. According to the
principle of dispersion, the velocity of a wave is proportional to its frequency. Since the high­frequency
components of the amplitude peak travel slower than the low­frequency components, the wave be­
comes longer with lower peak amplitude. Because the energy contained in the wave is proportional
to the amplitude squared, the energy pulse will be smaller. Due to joints and other discontinuities in
a rock mass, waves are reflected at these boundaries. Although part of the wave’s energy does not
necessarily leave the system, it will not continue along the same path. The proportion of transmitted
and reflected part of the wave depends on factors like the angle of incidence and properties of the me­
dia at either side of the interface. Finally, damping occurs as work performed by the shock wave as it
moves through the rock mass. This may cause molecules and atoms within the material to move, most
often simply producing heat. Furthermore, it can lead to elastic or plastic deformation, fragmentation,
or ultimately, changes of state [55].

A number of empirical equations have been developed to express the effect of detonated blastholes
on the surrounding rock mass. Unfortunately, most of these relationships are only applicable on inter­
mediate distances with the purpose to prevent undesired damage. Because the focus of this thesis is
on the energy distribution within a blast, these will be discussed only briefly. A very general method is
the definition of blast damage transition zones. Depending on the rock strength, ‘crushed’, ‘fractured’,
and ‘influenced’ damage zones can be assigned. For ANFO in medium strength rock, for example,
the crushed zone is assumed to reach from the blasthole up to 6 times the hole diameter, followed by
the fractured zone up to 15 times the hole diameter, and finally the influenced zone up to 60 times the
hole diameter. These boundaries correspond to the peak particle velocities (PPV) of 20, 5, and 1.5 m/s
respectively [4].

The PPV indicates how fast particles in the rock mass move, and it follows naturally that a higher value
will cause more deformation or breakage. Many different methods have been developed to estimate
the extent of the damage zone, considering the PPV (e.g. [56,57]). However, at small distances to
the blasthole, these equations return extraordinarily high values that seem to have little relevance for
determination of the explosive energy distribution within blasts, since their main purpose is to estimate
the extent of damage or length of cracks. Furthermore, PPV can be related to the scaled distance,
which is a factor obtained by multiplying the radius to the blast hole with the square root of the powder
factor [58]. A different approach can be found in relating pressure to the distance to the blasthole.
This takes its main input from the borehole pressure, which is assumed to be equal to the detonation
pressure [59].
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Although these empirical relationships can be valuable for a better understanding of physical proper­
ties in the vicinity of blastholes, they do not directly address spatial energy distribution. This will be
calculated using the empirical equation for 3D explosive energy flux developed by [49]:
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This equation considers an infinitesimal charge segment 𝑑𝑙 and can be used to calculate the resulting
explosive concentration, or powder factor, at any point 𝑃 near a column charge. After integration, this
equation can be rewritten to:

𝑃 = 187.5 ⋅ 𝜌𝑒𝜌𝑟
⋅ 𝐷 ⋅ 1ℎ2 (

𝐿2
𝑟2
− 𝐿1𝑟1

) (2.4)

in which 𝜌𝑒 and 𝜌𝑟 represent the explosive density and rock density respectively, 𝐷 is the drillhole
diameter, and ℎ the horizontal distance between 𝑃 and the blasthole. 𝐿1 and 𝐿2 correspond to the extent
of the explosive column that is above and below the elevation of point 𝑃, and the three­dimensional
distances from 𝑃 to the top and bottom of the column charge are identified as 𝑟1 and 𝑟2. A visual
representation of these variables is given in Figure 2.7. To incorporate the effect of timing delays
between the detonation of explosive decks, the following weighting factor may be added for every deck
in the timing simulation:

𝑒
−|𝑡𝑑−𝑡𝑛𝑑|

𝑡𝑐 (2.5)

in which td is the time the deck is detonated, tnd is the time the nearest deck is detonated, and tc is the
cooperation time, a rock mass­specific factor [60].

Figure 2.7: Variables for calculation of explosive energy concentration at point P [60].
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2.4. Optimization
Optimization can be described as the evaluation of numerous elements with the goal of finding the
best option available, according to a specified criterion. The possible alternatives are often solutions
to complicated problems that are difficult to solve analytically. By choosing input values for variables
that lie within set boundaries, different outcomes to a function that represents the optimization criterion
are calculated. The most common goals are finding either the lowest or highest outcome of this objec­
tive function, known as the objective value, which can be described as minimization or maximization
respectively. The configuration of the variable input values, or decision variables, that leads to the
most suitable objective value is then identified as the optimal solution. A wide variety of optimization
methods exist that each applies a different procedure or algorithm to find optimal solutions. Some of
these can be applied universally, while others are specifically designed for a particular problem.

The two methods considered in this thesis are Genetic Algorithm (GA) and Tabu Search (TS), which
are both parts of the metaheuristics group of optimization methods. Although metaheuristics do not
necessarily find the very best solution, these are practical algorithms that are able to solve problems
more quickly than pure mathematical optimization or provide approximate solutions when exact ones
can not be achieved. By trading some optimality for speed, the solution search space is explored
efficiently with the goal of finding near­optimal solutions. How exactly this is performed, depends on the
selected algorithm. An important characteristic of metaheuristic methods is that they are not problem­
specific, but instead can be easily applied to a wide range of optimization problems [61].

2.4.1. Genetic Algorithms
As with many metaheuristics, Genetic Algorithms take inspiration from a process observed in nature.
Originally created to simulate biological evolution, Genetic Algorithms make use of a number of me­
chanics observed in the evolution of species. An iterative process is used to sample candidate solu­
tions from an evolving ‘population’. Through recombination and/or mutation of the best­fitting solutions,
succeeding evolutionary generations exploit the positive attributes of the various solutions while dis­
carding the unfavorable ones. In line with Darwin’s theory of natural selection, the fittest individuals
have increased chances of survival and reproduction, while the weaker portion is unlikely to endure the
evolutionary process. In this analogy, the optimization problem represents the environmental factors
to which the individuals must adjust. The individuals are often known as chromosomes and form an
encoded representation (genotype) of the candidate solutions (phenotype). Their fitness is evaluated
based on the objective criteria of the problem, which is then used to select individuals suitable for breed­
ing. New individuals are created using recombination and/or mutation to form the next generation [62].

The initial population can be composed of randomly generated solutions, in which a bias might be
included to ensure sufficient diversity, or heuristic solutions, in case there is some initial information
available about the problem. In the evaluation process, a fitness value is assigned to each solution.
This is often directly obtained from the objective function andwill play an important role in deciding which
solutions take part in evolution. Based on their fitness, the individuals suitable for reproduction are
sampled from the population in a selection procedure. The most common selection operator methods
include:
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• Roulette­wheel; assigns selection probabilities, or roulette portions, proportional to the fitness of
solutions. The roulette is performed as many times as necessary to obtain the required number
of solutions.

• Stochastic universal selection; amodification of the roulette­wheel method. To reduce the chances
of selecting the best individual too often, multiple spinners select the required number of solutions
at once.

• Tournament selection; a number of individuals are randomly chosen from the population, and only
the best is selected for reproduction.

The components responsible for the creation of new candidate solutions are the crossover andmutation
operators. The solutions sampled by the selection operator are first subjected to crossover, which
entails the combination of solution information stored in multiple individuals to produce offspring. With
the encoded representation of a solution being a chromosome, this makes the elements of which it is
built up the genes. Examples of the simplest crossover operators are listed in Table 2.3. Additional
techniques exist for more complicated cases, but these will be left out of consideration here.

Table 2.3: Crossover operator examples with binary parent chromosomes P1 = [ 0 1 1 0 1 0 0 ] and P2 = [ 1 1 1 1 0 0 ] [62].

Name Intermediate steps Result

One point

Crossover

Cut point

4

Heads

[ 0 1 1 0

[ 1 1 1 1

Tails

1 0 0 ]

0 0 1 ]

Offspring

[ 0 1 1 0 0 0 1 ]

[ 1 1 1 1 1 0 0 ]

Uniform

Crossover

Genes from P1
1, 3, 5, 6

Genes from P2
2, 4, 7

Offspring

[ 0 1 1 1 1 0 1 ]

Half uniform

Crossover

Differences

1, 4, 5, 6

Genes from P1
4, 5

Genes from P2
1, 6

Offspring

[ 1 1 1 0 1 0 1 ]

After crossover, the individuals of the new generation may be mutated. Mutation operators are ap­
plied according to mutation probability, which can be evaluated at either the chromosome level or gene
level. In the first case, each chromosome is only mutated once, the second case considers each gene
individually and may thus result in multiple mutations per chromosome. The most common mutation
operators include flipping of binary values, swapping of genes, reordering, insertion, or sublist inversion
[62].

The next design consideration for Genetic Algorithms is the replacement strategy. Traditionally, Genetic
Algorithms apply a generational evolution principle, which means that every subsequent population is
entirely generated from the current one. In this configuration, it might occur that the new population is
worse in terms of solution quality. To prevent this, the best solution from the current population can also
be included, for a model called generational evolution with elitism. Another approach is the use of a
steady­state strategy, in which new solutions, often just one, compete to enter the population according
to set replacement strategies. Usually, the worst solution is discarded if the new one is better. Finally,
a stop condition must be chosen. This is usually set by a maximum number of generations, processing
time, or fitness criteria [62].
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Genetic Algorithms are generally well­suited for finding good global solutions. An intricate balance
exists between diversification (exploring the search space) and intensification (finding better solutions in
a promising region). Although the diversification component of Genetic Algorithms can be very useful,
and many techniques exist to augment this, they are quite inefficient at finding the absolute optimal
solution in a small region based on mutations alone. Therefore, the combination of Genetic Algorithms
with other optimization methods can be very effective.

2.4.2. Tabu Search
Tabu Search is a local or neighborhood search procedure that starts from a single initial solution. The
solution space is explored by consideration of neighboring solutions corresponding to minor transfor­
mations of the initial solution. To increase efficiency, it may be worthwhile to consider only the value of
the moves to neighboring solutions instead of computing the complete objective value for each. Tabu
Search belongs to the family of single­solution searches as opposed to population­based methods like
genetic algorithms. It differs from pure local search in the ability to accept worse solutions; in case none
of the neighbors provide an improvement, a move to a solution of lower quality is permitted, which al­
lows Tabu Search to depart from local optima.

The second mechanic that promotes this, is the introduction of restrictions on recently visited solutions.
To avoid cycling between the same two neighboring solutions over and over, previously visited solu­
tions are considered ‘tabu’ (The Tongan word for ‘prohibited’ or ‘forbidden’). Consequently, solutions
that have been visited previously are considered tabu­active, and will not be part of subsequent so­
lution neighborhoods. All tabu­active solutions or attributes are placed on the tabu list, usually with a
predefined expiration time known as tabu tenure. After a sufficient number of iterations has passed,
corresponding to this tabu tenure, the item will be removed from the tabu list and may be considered
again as a suitable neighbor. Tabu tenure can be static or dynamic, and the tabu status of an item may
be overwritten subject to aspiration criteria, e.g. when it would result in a better solution than the best
so far [63].

The tabu list represents short­term memory, and although this alone can be sufficient to achieve good
solutions, implementation of long­term memory can have beneficial effects on both intensification and
diversification. High­valued attributes may for instance be identified by their occurrence in solutions
of high quality, or how often they enter or leave the visited solutions. This information can then be
used to introduce a bias towards promising regions of the solutions space, or to create a new initial
solution. Similarly, attributes that deteriorate the solution quality could be penalized. Diversification
rules may be applied in case the search becomes stuck in a local optimum. More advanced methods
include strategic oscillation, which allows for small deviations from constraints by moving back and
forth across the feasibility boundary, or path relinking, which makes use of guiding solutions to explore
trajectories between e.g. high quality or diverse solutions [63].
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2.5. Mining Activities in Nevada, USA
Before discussing the common blasting practices observed in Nevada, some general details about the
current state of mining in this area will be helpful. Traditionally known as the ‘Silver State’ thanks to a
rich history in the production of mineral commodities, Nevada represents an important mining region.
The glory days of digging up enormous amounts of silver may be long gone, but the mining business is
still booming thanks to the other precious metal found in the rocks below the dry deserts: gold. Largely
thanks to the discovery of Carlin­type gold deposits, which were not exploited on a significant scale
until the early 1960s, today Nevada gold mines are responsible for the lion’s share of US gold produc­
tion; in 2019, more than 4.8 million ounces of gold accounted for roughly 83% of the national output.
The majority is supplied by Nevada Gold Mines, a joint venture between mining giants Barrick Gold
and Newmont Corporation. Their 8 operations combined produced almost 3.7 million ounces last year,
making up 75% of the state’s total, and forming the world’s largest gold mining complex. In terms of
reserves, this region is only surpassed by South Africa’s Witwatersrand deposits. Additionally, Nevada
mines produced 6.3 million ounces of silver and over 64,000 tonnes of copper in 2019 [64–66].

It shall come as no surprise that the majority of gold in Nevada is mined from the aforementioned
Carlin­type mineralizations. Named after settlements in the northeast, most gold is extracted from
these deposits found in the northern half of the state, both as open­pit and underground operations.
Carlin­type gold deposits are characterized by low grades of extremely fine­grained gold. Despite their
low grade, large amounts of gold can be extracted thanks to the size of these deposits, which allows
for large open­pit operations. Microscopic amounts are found in disseminated pyrite, or hematite when
oxidized, hosted in limestones with significant clay content. The mineralization depends on both local
fault structures that allowed hydrothermal fluids to move upwards, as well as the favorability of the
various stratigraphic layers. Combined with displacement by new faults, this makes exploration very
challenging [67].

The ore bodies in Nevada are generally characterized by a very discontinuous grade distribution. Be­
cause there is often no clear geological distinction between ore and waste, a lot of effort is put into
grade control. The drilling and blasting operations also play an important role in this. Ore regions are
defined using blasthole assays, and blast patterns are designed for optimal grade control by minimiz­
ing forward rock movement. This often differentiates blasting practices in Nevada from the standard
open­pit blasting concepts laid out in Section 2.1.1.

A 2003 survey of 25 mines by the Mining Engineering department of the Mackay School of Mines, Uni­
versity of Nevada, Reno, found that mines in Nevada use relatively short and small benches, averaging
only 7.3 m in height. Although a minimum bench height­to­burden ratio KH of 1.6 is generally recom­
mended, the average value found in Nevada is 1.44 [4]. Blast hole diameters range from 171 to 251
mm, with 171 mm as the most common size, and the average burden is 5.12 m. With the exception
of only a single mine, the spacing is always equal to the burden. The stemming­to­burden ratio KT
averages 0.8, and the stemming material mostly consists of drill cuttings. Square blast patterns are
strongly favored as opposed to staggered patterns, despite the fact that the staggered layout produces
a more efficient energy distribution [8,9]. Because of the high requirements for grade control, simple
assignment of grades to square areas corresponding to the blasthole assays is preferred.
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Most mines use a relatively short row­to­row delay for sequencing, in order to minimize forward rock
movement during the blast. For the same reason, most faces are choke­ or buffer­blasted. The most
popular explosive is ANFO, due to its low costs and favorable rock conditions; the rock mass is often
very weathered and fractured, and therefore much use is found in the high proportion of gas energy
offered by the low­density ANFO. These rock conditions play an important role in some of the blast
design decisions. Because it is relatively easy to achieve good fragmentation, this allows for more
emphasis on grade control. The techniques applied in Nevada can therefore not easily be carried over
into circumstances that require more attention to good fragmentation. It should also be noted that most
of the surveyed mines use heap­leaching processes instead of milling circuits, which may reduce the
importance of good fragmentation. Another striking difference is that Nevada mines tend to fire blasts
on a daily basis, compared to once or twice a week for many large operations elsewhere. Whereas
most other mines stick to the principle of blasting with patterns as large as possible, the orebodies in
Nevada seem to require more flexibility in material loading schedules for optimal grade control [9].

2.6. Synthesis
There is a long history in the design of production blasts in open­pit mining, which has led to numerous
guidelines to achieve efficient blasting. The foundations of this, however, still rely on empirical rela­
tions that were established decades ago. Due to site­specific rock mass characteristics, blasting at
each individual mining operation is then generally tweaked by trial­and­error. This may cause blasting
engineers to stick with ‘what works’, which means blast performance can in fact be suboptimal. Blast
designs in Nevada notably differ from the practices followed by most other mining operations in the rest
of the world, in a number of ways.

A major reason for this is the relatively weak and fractured rock mass encountered, in combination with
high grade control requirements. Although inconsistency in rock mass properties remains a challenge,
it would be helpful to the industry to improve the process of blast design by using a more theoretical
approach that also works in practice. A potential foundation for this is the understanding of the behav­
ior of explosive energy in blasted rocks. Research into the area of explosive energy partitioning could
provide valuable insights, but quantification of the various energy forms in a mining blast has proven
to be highly challenging. Evaluation of the spatial energy distribution is generally focused on smaller
effects far away from blastholes, e.g. for determination of the extent of the damage zone using peak
particle velocities, rather than its behavior inside the blasted zone.

Besides the geometric considerations of a blast pattern, another design tool is the type of explosive
used. Due to the infrastructure requirements and associated costs for using multiple different products,
many mining operations are limited to using only one type of explosive, or perhaps a small selection.
More flexibility in this area may be beneficial to tailor the requirements for each blast.

Although some procedures are in place to ensure that drilling and charging of blastholes are performed
according to plan, a certain margin of error is accepted. Unless significantly reduced blast performance
is observed, one must generally be satisfied with ‘good enough’. Because of similar standards used
in the design of a blast, small margins of error could be seen as insignificant for overall blast perfor­
mance. Deviation of drillholes from their planned location and trajectory has a wide variety of causes,
most importantly human errors and GPS positioning accuracy.
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Recent developments in drilling automation provide a mitigating solution, but these new technologies
may not yet be affordable to all mining companies. Though the accuracy of GPS positioning has im­
proved over the years, deep open­pit mines nevertheless remain a challenging environment. Despite
technological advances, 100% accurate drilling is difficult to achieve, and collaring deviations are to be
expected. Drilling accuracy is currently obtained by comparing GPS coordinates of the real drillhole
locations with those in the drilling plan. While this method can be used to capture major components of
drillhole deviation, errors in GPS positioning are still not included. MWD data is increasingly utilized to
assess blasting requirements, but the available information on horizontal drillhole deviations is rarely
used directly for this purpose.

Research into the consequences of drillhole deviation reveals that it can have a significant influence on
operational costs of a mining operation, stressing the importance of recognizing and addressing this
issue. In addition to its impact on safety, the effects of suboptimal blast performance can quickly prop­
agate to subsequent steps in the mining process, decreasing overall efficiency and increasing costs in
a variety of ways. The most desirable means to control these negative effects is of course the elimina­
tion or reduction of drillhole deviations. Because improvements in this area are costly or technologically
challenging, it is worthwhile to consider alternative solutions that aim to mitigate this issue in a different
way.

Although redrilling of strongly deviated drillholes is common practice and normally beneficial to blast
performance, this is not possible in all cases and will lead to additional costs as well as potential produc­
tion delays. However, further improvements might be achieved by instead focusing on other blasting
variables like the loaded explosives. To achieve more consistent blast performance, it is essential to
bring the characteristics of a real blast as close as possible to those of the planned configuration. A
new method to assess this aspect is found in the comparison of spatial explosive energy distributions
corresponding to both the planned and real drillhole locations, which can be obtained using the EED
formula developed by [49].

By making adjustments to the height of the explosive column in drillholes, the explosive energy in the
surrounding rock mass can be altered accordingly. In order to find the charging specifications that result
in the largest improvement, a blast model can be subjected to optimization. Although the application
of mathematical programming using e.g. the GUROBI solver is not possible due to the complexity
of the EED formula, metaheuristic methods like Genetic Algorithm and Tabu Search are identified as
potentially meaningful alternatives to achieve (near­)optimal solutions to this problem. An optimization
program following such an approach could directly allow real blasts containing deviated drillholes to
resemble the original blasting plans more closely. While the primary intent of this is to mitigate the
adverse effects of deviated drillholes on blast performance, improved consistency in blasting may also
be beneficial to future research on the discussed topics of blast design and energy partitioning.





3
Methodology

This chapter presents the details of the research approach by describing the specifications of the ex­
plosive energy distribution optimization system that is used to answer the research questions of this
thesis, and how it can meet the additional objectives listed in Section 1.4. Besides offering the general
characteristics of the constructed model in Section 3.1, a number of key control parameters are iden­
tified in Section 3.2. Following this, Section 3.3 delineates how the selected optimization methods are
applied to this model, and Section 3.4 presents a simplified version of the written Python code.

3.1. Model Design
For an appropriate representation of the explosive energy distribution around blastholes, the surround­
ing area, corresponding to the rock mass of a bench, is discretized as a block model. Using the formula
developed by [49], as presented in Section 2.3.2, the explosive energy distribution throughout the blast
area is modeled. By evaluating this function for all blocks in the block model, each block is assigned
a calculated EED value based on various geometric measures relative to the explosive column in the
blasthole. Additional inputs for this formula are the explosive density, rock density, and drillhole diam­
eter. For the rock density, a standard assumption of 2.65 g/cm3 is made for limestone. The remaining
parameters are dependent on the blast design and are assigned according to the datasets introduced
in Chapter 4. The weighting factor for timing delays is not included, because the rock mass’ coopera­
tion time is unknown and delay timings are not provided in the datasets.

Evaluation of the EED formula across the block model is not limited to a single pass; in order to compare
the influence of charge adjustments on the explosive energy distribution, it is necessary to recalculate
it multiple times for different configurations of the blastholes and their charging instructions. Therefore,
every block in the block model will contain the following data entries, that each corresponds to a distinct
blasthole setup:

• Planned EED

• Real EED

• Optimized EED

33
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The planned EED represents the explosive energy distribution calculated using the planned x­, y­, and
z­coordinates of the drillholes, in combination with the planned charging instructions. The real EED
denotes the explosive energy distribution that is computed from the blasthole configuration in which
the drillholes have deviated, or more specifically, in which drillholes’ x­, y­, and z­coordinates are differ­
ent from their planned values. In this case, the blasthole charging remains unchanged. This captures
the explosive energy distribution achieved if no charge adjustments are made, corresponding to the
current reality of how a blast pattern with deviated holes is blasted, meaning without EED optimization.
Naturally, it follows that calculation of the optimized EED makes use of the deviated drillholes too, but
is contrarily characterized by adjustments of the explosive charges in blastholes to produce a more
desirable, optimized result. Whereas the planned and real EED are only computed once for a given
blast pattern, the optimized EED is recalculated numerous times during the optimization process. The
details of this optimization are given in Section 3.3.

For adjustments of charges during the optimization procedure, every blasthole is also discretized ac­
cording to the following specifications:

• The blastholes’ x­, y­, and z­coordinates do not necessarily need to coincide with the discretiza­
tion grid of the block model but are simply taken as provided in the data, meaning each hole is
discretized on its own grid.

• The supplied z­coordinate is used to define the upper boundary of the hole, which is combined
with the drilled hole depth to determine the lower boundary. Based on these limits, and together
with the given stemming height, z­coordinates are set for both the bottom and top of the explosive
column.

• During optimization, charge bottom and top coordinates may be adjusted to alter the height of the
explosive column, and thereby change the amount of explosives in each hole individually.

• Charge increments or reductions are subject to discrete charge segments of a specified length,
which control the number of possible adjustment choices in optimization.

The implications of the selected charge segment length are discussed in Section 3.2, along with various
other control parameters.

3.2. Control Parameters
When taking in mind the model design as described in Section 3.1, a number of control parameters can
be identified, which are expected to affect its appropriateness in relation to reality. Although ”all models
are inherently wrong, some can be useful” [68], and assigning suitable values to these parameters is
essential to achieve at least a degree of consistency, as well as a more accurate representation of real
blasts. A general overview will be given of the influence of these control parameters on the model,
the optimization process, and its results. This is complemented by a listing of selected options for
consideration, and the necessary steps going forward to determine the best choice for each parameter.

Block size
The explosive energy distribution formula used in this thesis is assumed to be the most important factor
of accuracy in the approximation of reality, and the block size should be a close second. The small
cubes that constitute the block model together cover the whole area of interest for the EED calculations.
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Their size plays a critical role in the level of detail that is achieved since it determines the interval at
which calculations are made. Ideally, the block size should therefore be as small as possible, to capture
the continuous relationship between distance from a blasthole and the corresponding EED value with
the highest accuracy. However, the available computational power is a highly constraining aspect to
this, since the amount of required calculations increases rapidly; for every halving of block size in x­, y­,
and z­direction, the total number of blocks, and therefore also the necessary calculations, increases by
a factor 23 = 8. This often means that concessions must be made in the balance between accuracy and
computation time. For selection of the most suitable discretization of the block model, block sizes of 1.0,
0.5, 0.2, 0.1, and 0.05 m will be considered. By comparing the block models that result from a number
of small­scale tests with these varying block sizes, a choice will be made for the option that combines
modest differences with respect to smaller block sizes with acceptable computational requirements. It
should be taken into account that the optimization process involves many recalculations of the EED,
which will act as a multiplicative factor to computation times.

Search radius
The explosive energy distribution formula can be evaluated for all points, or blocks, at an arbitrary lo­
cation relative to a blasthole. As the distance towards a blasthole increases, however, the calculated
EED values will become smaller and smaller. The total number of calculations can be reduced by ig­
noring very low­valued blocks. Because the assigned EED values are proportional to distance away
from a blasthole, this is achieved by setting radius limits based on the holes’ coordinates. Thus, only
the blocks that lie within this search radius around a blasthole are subjected to the EED calculation that
takes the explosive column in that particular hole as input.

Since the Euclidean distance between each block and its nearby blastholes, in the horizontal plane, is
already one of the geometric measures required for the EED calculation, this can be easily incorporated
as a filtering operation before its corresponding value is determined by the EED formula. To reduce
the computational requirements, a one­time minimum/maximum x­ and y­coordinate filter is passed
over the whole block model to ignore the blocks that are not within the range of any drillhole, before
computation of the geometric distances is started. An appropriate search radius will be chosen by
comparing values calculated at the radius around a single blasthole, which should be of insignificant
magnitude compared to the highest values found in its vicinity. This ensures that blocks outside of the
search radius represent a very small contribution to the overall explosive energy distribution, and can
therefore be neglected to improve performance in terms of computation time.

Charge segment length
As explained in Section 3.1, the explosive column of every blasthole is divided into charge segments to
define the possible adjustments that will be considered in the optimization. The length of these charge
segments, therefore, influences the number of presented adjustment choices. However, it appears
unlikely that adjustments towards either a blasthole entirely filled with explosives at the expense of
stemming, or a completely uncharged blasthole would be beneficial for the explosive energy distribu­
tion. Instead, relatively small adjustments are expected that tweak the energy output. This makes the
choice for a suitable charge segment length mainly a consideration about the desired level of detail;
with smaller charge segment length, the resulting explosive energy distribution can be adjusted with
more precision, which in turn facilitates the correction of smaller deviations in drillhole location.
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The other side of this story is the practicality of charge adjustments. Corrections to the height of ex­
plosive columns must be practically achievable by the crew and machinery responsible for loading the
blasthole. If they are unable to operate at the same level of detail as the selected charge segment
length, the advantages of this optimization program would be limited. Moreover, alteration of charge
height in a majority of the holes would also be undesirable. The objective is to choose a charge seg­
ment length that results in an appropriate amount of targeted adjustments. The investigated options
are the 10 cm intervals from 0.1 to 0.5 m.

EED cap
The deviation of drillholes naturally causes the spatial energy distribution throughout a blast to be
altered. The resulting differences between the real and optimized EED with respect to the planned
EED should reflect this. However, when the EED values are compared on a block­to­block basis, this
leads to disproportionately large differences in the blocks nearest to blastholes; a block within close
vicinity in the planned configuration will receive a very high EED value, but is assigned a much lower
value if the hole’s real location is further away. Although the goal of the explosive energy distribution
optimization is to reduce these differences, which will be further elaborated on in Section 3.3, some
block­to­block variations may be too large and can not be compensated in a sensible manner. Instead
of trying to account for extraordinarily high values, optimization should focus especially on the areas
that receive relatively small amounts of explosive energy. To accomplish this, an EED cap is applied;
the values of all blocks above a certain threshold will be ignored. For a more generalized approach, this
threshold is determined by selecting a percentile of all planned EED values in the block model, instead
of an arbitrary number specific to each blast. The most suitable percentile is chosen by evaluating the
relationship between various charging adjustments and percentiles at 10% intervals.

3.3. Optimization
Once the explosive energy distribution model is constructed, optimization methods can be used to find
the best solutions to the problem. What exactly differentiates a good solution from a poor one, is deter­
mined by the optimization objective. This is defined in the objective function, which may be subject to
constraining requirements. Through repeated evaluation of these equations, following different adjust­
ments of charge height in the blastholes, the solution that leads to the best objective value is identified
as the optimal solution. Mathematical optimization using e.g. the GUROBI solver was quickly found to
be unsuitable, because it is unable to deal with the required geometric calculations depending on the
adjustable height of the explosive column. Instead, metaheuristic algorithms are applied. The selected
methods, Genetic Algorithm and Tabu Search, were chosen for their straightforward representation and
use of the charge height decision variables. Furthermore, these options facilitate comparison between
either a more global or local search approach to this problem. The possibility of a hybrid method that
combines Genetic Algorithm and Tabu Search will also be investigated.

Decision variables, objective function, and constraints
Optimization of the explosive energy distribution will be performed through adjustment of the explosive
charges in drillholes. To accomplish this, the decision variables must represent the top and bottom
z­coordinates of the explosive columns in all drillholes 𝐷𝐻 (Equation (3.1) and Equation (3.2)). Their
initial values are assigned based on the equivalent z­coordinates of the charges in the real EED drillhole
configuration, 𝑧𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 and 𝑧𝑏𝑜𝑡𝑡𝑜𝑚, 𝑟𝑒𝑎𝑙𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 . During optimization, the decision variables are adjusted by
increments of a discrete charge segment length, as discussed in Section 3.1 and Section 3.2.
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𝑥𝑡𝑜𝑝𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.1)

𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.2)

The goal of this optimization is to bring the explosive energy distribution corresponding to the actual
drillhole locations more in line with values produced by the planned configuration. This is achieved by
minimizing the absolute block­to­block differences between the planned EED and optimized EED. The
real EED represents the initial solution and remains stored in the block model for comparison with the
optimized EED once optimization is completed. The planned EED and real EED values will not change
throughout the optimization, but the optimized EED is updated every iteration by making adjustments
to the charges in some of the blastholes. The EED calculations for each individual block use a variety
of information specific to the drillholes for which it is located within the search radius. While the top and
bottom z­coordinates of the explosive columns remain constant for the planned EED, calculation of the
optimized EED takes the decision variables 𝑥𝑡𝑜𝑝𝑖 and 𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 as input instead. The objective function
is then defined as Equation (3.3). For convenience, the retrieved objective values are expressed as
the arithmetic mean of the differences, denoted by 𝑍.

𝑚𝑖𝑛 𝑍 =
𝐷𝐻

∑
𝑖=1

𝑁𝑝

∑
𝑗=1
|𝐸𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑗 (𝐷𝐻𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑖 ) − 𝐸𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑𝑗 (𝐷𝐻𝑟𝑒𝑎𝑙𝑖 , 𝑥𝑡𝑜𝑝𝑖 , 𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 )| (3.3)

in which

𝑁𝑝 = All blocks in the block model within the lower p­th percentile of EED values

𝐸𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑗 = Planned EED value of block j, from EED formula taking 𝐷𝐻𝑝𝑙𝑎𝑛𝑛𝑒𝑑 as input

𝐸𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑𝑗 = Planned EED value of block j, from EED formula taking 𝐷𝐻𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑 as input

𝐷𝐻𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑖 =

All information regarding planned drillhole 𝑖
hole location x­ and y­coordinates, bottom and top of hole z­coordinates,

bottom and top of explosive column z­coordinates, explosive density,

and hole diameter

𝐷𝐻𝑟𝑒𝑎𝑙𝑖 =

All information regarding real drillhole 𝑖;
hole location x­ and y­coordinates, bottom and top of hole z­coordinates,

explosive density, and hole diameter

Equation (3.4) and Equation (3.5) ensure that no charge adjustments can be made beyond the bound­
aries of the drilled blasthole; because of simple physical restrictions, the explosive column must not
be able to extend below the drilled hole depth or above the collar elevation. Equations (3.6) to (3.8)
constrain the charge adjustments to reasonable alterations. In some cases, drastically reducing the ex­
plosive column height may be beneficial for the objective value. The limit for reasonable adjustments is
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chosen as half the stemming height, in both the upward and downward direction relative to the original
z­coordinates of the explosive column.

𝑥𝑡𝑜𝑝𝑖 ≤ 𝑧𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙𝑑𝑟𝑖𝑙𝑙ℎ𝑜𝑙𝑒, 𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.4)

𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 ≥ 𝑧𝑏𝑜𝑡𝑡𝑜𝑚, 𝑟𝑒𝑎𝑙𝑑𝑟𝑖𝑙𝑙ℎ𝑜𝑙𝑒, 𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.5)

𝑥𝑡𝑜𝑝𝑖 ≤ 𝑧𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 + (𝑧
𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙
𝑑𝑟𝑖𝑙𝑙ℎ𝑜𝑙𝑒, 𝑖 − 𝑧

𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙
𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖) /𝑐𝑙𝑖𝑚 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.6)

𝑥𝑡𝑜𝑝𝑖 ≥ 𝑧𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 − (𝑧
𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙
𝑑𝑟𝑖𝑙𝑙ℎ𝑜𝑙𝑒, 𝑖 − 𝑧

𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙
𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖) /𝑐𝑙𝑖𝑚 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.7)

𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 ≤ 𝑧𝑏𝑜𝑡𝑡𝑜𝑚, 𝑟𝑒𝑎𝑙𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 + (𝑧𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙𝑑𝑟𝑖𝑙𝑙ℎ𝑜𝑙𝑒, 𝑖 − 𝑧
𝑡𝑜𝑝, 𝑟𝑒𝑎𝑙
𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖) /𝑐𝑙𝑖𝑚 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻 (3.8)

In the above equations, 𝑐𝑙𝑖𝑚 is a selected charge height limit constant, and 𝑧 represent z­coordinates
at various positions in the blastholes. Choosing 𝑐𝑙𝑖𝑚 = 2 restricts the maximum charge adjustment in
a hole to half the stemming height, as previously specified. Taking this into account, Equation (3.4)
becomes redundant. This constraint will only be applicable when a 𝑐𝑙𝑖𝑚 smaller than one is used. A
4th charge adjustment limit constraint addressing the maximum reduction of the bottom z­coordinate
of the explosive column is not required; all holes are filled to the bottom of the hole in original charging
plans, and therefore Equation (3.5) suffices. When optimization exclusively considers adjustments to
the top of the explosive column, Equations (3.5) and (3.8) are no longer necessary.

The total amount of explosives used in the blast may be restricted by applying Equations (3.9) and (3.10),
in which 𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 regulates themaximumoscillation around the planned quantity of explosives, 𝑙𝑠𝑒𝑔𝑚𝑒𝑛𝑡
is the charge segment length, 𝐷 the drillhole diameter, and 𝜌𝑒 the explosive density. To ensure the
amount of explosives remains equal to the planned quantity, 𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 must simply be set to zero.
However, when this constraint is applied as such from the start of optimization, every individual charge
adjustment will automatically be infeasible. In order to allow progression by making subsequent charge
adjustments, the total explosives quantity should be allowed to deviate slightly from its planned value.

By setting 𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 initially to a value of three, and considering the planned explosives quantity as the
perfect zero­balance, the explosives quantity balance is allowed to move between ­3 and +3, corre­
sponding to three excess reductions or increases by one charge segment length respectively. Although
this balance is forced back to zero at the end of optimization to realize an equal amount of explosives as
in the planned configuration, some freedom is necessary during optimization to obtain better solutions.
Once optimization is finished, the forced zero­balance explosives quantity solution is compared to the
best zero­balance solution encountered throughout the optimization process, and the best of the two
is selected as the final solution.
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𝐷𝐻

∑
𝑖=1
(𝑥𝑡𝑜𝑝𝑖 − 𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 ) × 𝜋 (12𝐷𝑖)

2
× 𝜌𝑒,𝑖 ≤

𝐷𝐻

∑
𝑖=1
(𝑧𝑡𝑜𝑝, 𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 − 𝑧𝑏𝑜𝑡𝑡𝑜𝑚, 𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖

+ (𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 × 𝑙𝑠𝑒𝑔𝑚𝑒𝑛𝑡) ) × 𝜋 (
1
2𝐷𝑖)

2
× 𝜌𝑒,𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻

(3.9)

𝐷𝐻

∑
𝑖=1
(𝑥𝑡𝑜𝑝𝑖 − 𝑥𝑏𝑜𝑡𝑡𝑜𝑚𝑖 ) × 𝜋 (12𝐷𝑖)

2
× 𝜌𝑒,𝑖 ≥

𝐷𝐻

∑
𝑖=1
(𝑧𝑡𝑜𝑝, 𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖 − 𝑧𝑏𝑜𝑡𝑡𝑜𝑚, 𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝑐ℎ𝑎𝑟𝑔𝑒𝑠, 𝑖

− (𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 × 𝑙𝑠𝑒𝑔𝑚𝑒𝑛𝑡) ) × 𝜋 (
1
2𝐷𝑖)

2
× 𝜌𝑒,𝑖 for 𝑖 = 1, 2, ..., 𝑛 ∈ 𝐷𝐻

(3.10)

A number of alternative optimization objectives were considered, but did not provide much perspective
or advantage over the selected setup:

• Maximization of the mean block value

• Minimization of differences in EED frequency distribution

• Minimization of differences in EED frequency distribution, with a regional or global constraint for
absolute block­to­block differences in EED

• Minimization of absolute block­to­block differences in EED, with a regional or global constraint for
differences in EED frequency distribution

Genetic Algorithm
The Genetic Algorithm considered for the EED optimization problem makes use of generational evolu­
tion with elitism, in which alterations of blasthole charging instructions are the candidate solutions. This
is encoded as lists of both the bottom and top z­coordinates of the explosive column, which together
form the chromosomes. Individual hole charging specifications can then be seen as genes. Each gen­
eration consists of a population of a number of candidate solutions. The initial population includes the
original charging instructions and is complemented by copies of this initial solution with randomized
adjustments. For every gene, an arbitrary selection is made between a reduction or increase of one
charge segment length or no adjustment at all.

The fitness of all candidate solutions is determined by evaluating the objective function for each of
them, where the most suitable outcome will be saved as the best solution and is directly inserted in the
next generation. The other candidate solutions for the next generation will be generated by crossovers
and mutation of solutions in the current population. These parent solutions are chosen by tournament
selection with three participants. Each offspring solution requires two parents, hence (population*2) ­
2 tournaments are held every generation.

The cutting point for one point crossover is chosen randomly, with each parent providing opposite parts
of the chromosome. Subsequently, individual genes of the offspring chromosomes are subjected to a
mutation probability for a random increase or decrease by one charge segment length. This completes
the advance to a new generation, which will be followed by the repetition of the described procedure
until a set number of generations have passed without improvement of the best solution.
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Tabu Search
Whereas the Genetic Algorithm is better suited for finding good global solutions, Tabu Search is more
aimed towards a local search neighborhood to find the very best solution in a limited range. Candidate
solutions are generated from direct neighbors of the current solution, which starts out with the original
charging instructions as the initial one. Neighboring solutions are then obtained by the reduction or
increase of one charge segment length to the explosive column of a single blasthole, for either the top
or bottom z­coordinate of the charge. Repeating this for every blasthole gives all possible neighbors of
the current solution.

Contrary to the Genetic Algorithm, the EED formula is not evaluated for the whole block model during
optimization. Since every candidate solution only has a single charging difference compared to the
current solution, the computation time is greatly reduced by considering just the altered blasthole. This
is done by calculating the EED contribution of the unaltered explosive column and subtracting it from
the block model, followed by the addition of the EED calculated from the adjusted charges. Once this
substitution is performed for all neighboring solutions, the objective function is evaluated to determine
the most suitable solution, and the current solution is moved accordingly.

The current solution is not necessarily the best solution encountered so far; if none of the neighboring
solutions result in an improvement, the least deteriorating is chosen. To prevent the algorithm from
immediately undoing this adjustment in the next iteration, there is a Tabu tenure of 3 iterations in place.
This ensures that the Tabu Search does not quickly get stuck in a local optimum, and therefore leads
to some diversification. In practice, this means that instead of undoing unfavorable adjustments, other
options are explored that might produce yet a better solution, most importantly adjustments in the op­
posite direction in neighboring holes to account for newly introduced EED differences.

Tabu Search is stopped when a repetitive loop is detected in subsequent ‘current’ solutions, leading to
no further improvements. The best solution up until this point is then taken as the result of optimization.
In the rare occasion that a loop is not reached, a back­up stopping criterion is in place for 100 iterations
without improvement of the best solution.

To further improve the computational efficiency, the algorithm is ‘boosted’ at the beginning by making
the adjustments corresponding to the three best neighboring solutions instead of only the very best one,
which greatly reduces the number of computations. This could have a minor effect on the optimization
process, but adjusted holes are generally spaced far apart and therefore independent of each other.
Any unfavorable adjustments are presumably corrected in subsequent iterations or once this boost is
stopped, which occurs when it does not produce an overall improvement of the solution anymore.

3.4. Pseudocode
Having outlined both the characteristics of the constructed model as well as the selected optimization
procedures applied to it, a general description of their implementation can be provided. The explosive
energy distribution optimization system is programmed in Python 3, and this section presents a simpli­
fied representation of the written code. The first block in Figure 3.1 includes the assignment of initial
design parameters derived from loaded drillhole data, construction of the blockmodel based on planned
drillhole locations, and calculation of the planned EED and real EED to find the original objective value.
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charges_planned = load(planned_drillholes)
charges_real = load(real_drillholes)

for all drillholes in charges_planned:
bottom_drillhole = z ­ depth
bottom_charge = bottom_drillhole
top_charge = z ­ stemming

create_bm(x, y, z, block_size)
select_blocks_in_range(bm, charges_planned, search_range)

planned_EED = calc_EED(bm, charges_planned, search_range)
apply_EED_cap(planned EED)

real_EED = calc_EED(bm, charges_real, search_range)
apply_EED_cap(real_EED)

best_difference = mean(|planned_EED ­ real_EED|)
best_solution = charges_real

Figure 3.1: Pseudocode for model initialization and setting the starting point of optimization.

initial_solution = charges_real
add initial_solution to population

add random_solutions(initial_solution, segment length) to population

for all solutions in population:
solution_EED = calc_EED(bm, charges_solution, search_range)
apply_EED_cap(solution_EED)
solution_difference = mean(|planned_EED ­ solution_EED|)

best_difference = minimum(solution_difference)
best_solution = solution of best_difference

while not x iterations without improvement:
start new generation
add best_solution to population
add offspring_solutions(crossover, mutation) to population

for all solutions in population:
solution_EED = calc_EED(bm, charges_solution, search_range)
apply_EED_cap(solution_EED)
solution_difference = mean(|planned_EED ­ solution_EED|)

best_difference = minimum(solution_difference)
best_solution = solution of best_difference

optimized_EED = calc_EED(bm, best_solution, search_range)
apply_EED_cap(optimized_EED)

Figure 3.2: Pseudocode for Genetic Algorithm.
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Following this, either one of the optimization methods is applied. The pseudocode corresponding to the
Genetic Algorithm is summarized in Figure 3.2, and the Tabu Search method is presented in Figure 3.3.
For a more convenient representation, the ‘boosting’ mechanism is not included here.

current_solution = charges_real

optimized_EED = real_EED

while not in solution loop:

charges_up = current_solution + segment_length

charges_down = current_solution ­ segment_length

for all drillholes in current_solution:

add charges_up to charges_neighbors

add charges_down to charges_neighbors

for all drillholes in charges_neighbors, not in tabu_list:

dh_EED = calc_EED(bm, charges_neighbors, search_range)

neighbor_EED = replace_EED(optimized_EED, dh_EED)

apply_EED_cap(neighbor_EED)

neighbor_difference = mean(|planned_EED ­ neighbor_EED)

best_neighbor = minimum(neighbors_difference)

current_solution = solution of best_neighbor

update_tabu_list(adjusted_drillhole, tabu_list, tabu_tenure)

if best_neighbor < best_difference:

best_difference = best_neighbor

best_solution = current_solution

optimized_EED = replace_EED(optimized_EED, adjusted_drillhole_EED)

optimized_EED = calc_EED(bm, best_solution, search_range)

apply_EED_cap(optimized_EED)

Figure 3.3: Pseudocode for Tabu Search algorithm.
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Case Study

The aim of this chapter is to describe the available datasets and how these are used in a stepwise
procedure to obtain the required results to demonstrate the benefits of the explosive energy distribution
optimization system. The data consists of blasting plans provided by mining operations in Nevada and
therefore represents real­life blast pattern designs that can later be used in combination with drillhole
deviations to assess the optimization tool’s effectiveness on a realistic scale. A first challenge is found
in the varying structure of the drillhole data files; different mining companies, or even different mines
operated by the same company, often take a distinct approach to archiving blast designs. The type
of information included in such files can differ widely, as well as the naming convention of the various
data columns, imperial or metric units, and even file type. Because this is all very specific to internal
agreements at the companies that provide the data, it is difficult to write a general, straightforward
program that can directly take the blasting plans as input. Therefore, the provided blasthole data first
requires some generalization into .csv files containing the following columns:

Table 4.1: Generalization of data files.

Column name Significance

BHID Blasthole/borehole ID or drillhole number

x x­coordinate or easting of collar

y y­coordinate or northing of collar

z z­coordinate or elevation of collar

Depth Total depth of the drillhole, in meters

Diameter Diameter of the drillhole, in meters

Stemming Height of the stemming column, in meters

Density Density of the explosive, in g/cm3

43
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4.1. Dataset Nevada 1
The first dataset, hereafter referred to as Nevada 1, consists of 243 drillholes. The coordinates of their
planned locations are given by northing, easting, and elevation in metric units, with two decimal figures
precision. A top­down schematic overview of the blast pattern, drawn from these coordinates, is pro­
vided in Figure 4.1. Since blasts are always shot such that the rock mass can move towards as much
open space as possible, the bench’s free face is most likely on the south­eastern side of the blast. This
implies a more or less square blast pattern, slightly focused towards the center for a less dispersed
muckpile. Calculation of the average distances between these drillholes gives an average burden of
6.00 m and spacing of 5.00 m.

The remaining data columns contain the same values for each drillhole; the total hole depth is 11.5
m, of which the upper 1.8 m is taken up by stemming. The hole diameter is 0.125 m, and the loaded
explosive is regular ANFO with a density of 0.9 g/cm3. Additional information includes a subdrilling
length of 1.5 m, to achieve an excavation depth of 10 m, and 2 kg primer is placed at the bottom of
every hole. Moreover, dips of ­90 degrees and azimuths of 0 degrees are specified, indicating that
all holes are to be drilled vertically. This extraneous information will not be considered directly in the
optimization program but may be helpful to provide some perspective on the resulting explosive energy
distribution later on.

Figure 4.1: Planned drillhole locations of Nevada 1 blast pattern, with collars at z = 960 m.
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4.2. Dataset Nevada 2
The second dataset in this case study, hereafter referred to as Nevada 2, consists of multiple sources
of information detailing up to 407 drillholes. The x­, y­, and z­coordinates of their planned locations are
again specified with two decimals precision. A top­down view of the planned blast pattern is given in
Figure 4.2. Besides the drillhole coordinates, a number is assigned to every hole, in addition to two fixed
columns that denote the blast number. Because there is no need to differentiate between blasts here,
these last columns are omitted and only the drillhole numbers are taken as BHID. The other required
information is derived from a schematic shot plan that accompanies this data, indicating a 14 x 16 (7
7/8“) blast design with 14 feet stemming and powder factor of 1.067 lbs/ton, for a 218,866­ton blast.
Conversion from imperial to metric units by dividing by 0.3048 gives a designed burden of 4.88 m and
spacing of 4.27 m. Cross­referencing with the drillhole locations learns that the coordinate system is
originally given in imperial units as well, meaning all coordinate data must be converted to metric units.
The corresponding sequencing to the blast indicates this pattern is initiated in the bottom­right corner,
at the wall side of the pattern. Calculations based on the drillhole coordinates result in a mean burden
of 4.81 m and spacing of 4.27 m for this staggered pattern. The slightly smaller burden is mainly due to
a small section of more closely spaced drillholes in the lower­right corner of the blast, where breakage
of the rock mass is started. Conversion of the other blast design parameters yields a stemming height
of 4.27 m and drillhole diameter of 0.200 m.

Figure 4.2: Planned drillhole locations of Nevada 2 blast pattern, with collars at z = 1633.73 m.
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In addition to the planned drillhole locations, the Nevada 2 dataset also comes with data logged by the
drill rigs. For each hole drilled, the actual coordinates, as well as hole depths, were registered with
two decimal precision, along with the mean penetration rate for each hole. The latter gives blasting
engineers some guidance on the rock strength of the material to be blasted. However, since consid­
eration of rock mass properties is not within the scope of this study, it will not be utilized in explosive
energy distribution optimization. Although the planned hole depth was not provided in the information
available for the original blast design, using these actual z­coordinates and hole depths it can now
be reasonably assumed as 45 ft or 13.72 m. From this hole depth, combined with the powder factor
and mass of blasted material as noted before, an explosive density of approximately 0.9 g/cm3 can be
derived. The explosive type is not given, but given its density, it is assumed to be ANFO.

The actual, real drillhole locations are displayed in a top­down view in Figure 4.3. It should immedi­
ately be evident that, besides some clear deviations of individual holes, the drilled blast pattern varies
significantly from the planned design. Instead of 407 drillholes, it consists of only 317. The core of the
pattern remains roughly the same as the planned configuration, but the blast is reduced in size mainly
on the left side, where a number of alternative holes are drilled. This can be explained by the fact that
the pit edge to which the blast was designed, is in reality somewhat shifted, or leaves a part of the
bench inaccessible for drill rigs.

Figure 4.3: Real drillhole locations of Nevada 2 blast pattern, with collars at z = 1633.73 m.
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Another zone of missing drillholes is found in the lower­right corner of the blast. Contrary to the previ­
ously discussed area, this does not seem to be an intentionally made adjustment; it breaks up the blast
pattern, and thereby reduces the cooperating effect of neighboring blastholes. Since most drillhole
patterns are drilled row by row, it is unlikely to point towards incomplete drilling of the pattern. It may
be caused by failure to report information by the drill rig, perhaps caused by insufficient GPS coverage
in this particular area.

In order to allow an unbiased comparison between the planned and real drillhole locations of the Nevada
2 dataset, and later on their corresponding explosive energy distribution, only drillholes that are part
of both sets will be considered. A top­down view of the resulting pattern is given in Figure 4.4. It
should be noted that a small amount of duplicate BHIDs was encountered in the real drillholes, namely
holes 6025, 6059, 6130 (3), 6183, 6266, 6271, 6288, and 6934. After investigating their corresponding
coordinates and depth, it was found that all duplicates were registered in very close proximity to each
other, too close to justify the assumption of redrills. These errors may have been caused by multiple
attempts to accurately position the drill bit on the collar or could be due to variance in the determined
GPS position during drilling.

Figure 4.4: Overlap of planned (red) and real (green) drillhole locations of Nevada 2 blast pattern, with collars at z = 1633.73 m.
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All duplicate holes registered normal, expected depths, except hole 6934; one of the drillholes marked
by this hole number reached a depth of only 4.46 m instead of the expected 13.72 m. The positions
and depths of all duplicates were considered, and only the best ones with respect to the planned hole
locations were kept. After this adjustment, the Nevada 2 dataset consists of 292 drillholes. Due to
discarding the area of more closely spaced holes in the lower­right corner, the average burden of the
planned layout has been increased slightly to 4.87 m, and now resembles the provided design specifi­
cations more closely. The average spacing remains unchanged at 4.27 m.

Another discrepancy between the two sets of drillholes was spotted in the assignment of the drillhole
numbers. Likely due to the use of two drilling rigs, BHIDs of the planned configuration did not match
with the real ones. To allow for a simple comparison between the sets, the real BHIDs were mapped to
their planned equivalents based on proximity calculations. Now the drillhole locations can be compared
hole­to­hole, drillhole deviations can be calculated.

A number of key statistics are presented below in Table 4.2, and frequency distributions corresponding
to the deviations can be found in Figure 4.5, along with a drilling precision map. For a more conve­
nient representation, outliers are excluded from the frequency distribution figures. The first number that
stands out in Table 4.2 is the minimum deviation in the xy­plane of 0.01 m, which corresponds to the
theoretical precision of the latest GPS receivers. Nevertheless, this shows that out of 292 holes, not a
single one was drilled exactly in its planned location.

The mean and median of deviation in both x­ and y­direction are very close to zero, which indicates low
chances of systematic errors. The absolute mean and median of the deviation in y­direction are slightly
larger than their equivalents in the x­direction. However, due to their small size, the magnitude of the
y­direction median is twice that of the x­direction. In Figure 4.5a and Figure 4.5b is shown that they are
both characterized by approximately normal distributions, but the y­direction deviation is slightly more
skewed. This difference between deviation in the x­ and y­direction can be associated with the blast
design. Drillholes are usually drilled row by row, which means drill rigs move in straight lines across
the bench, along the y­axis for the Nevada 2 dataset. Through the examination of the BHIDs, this was
indeed confirmed to be the case. If the x­coordinate is accurately determined at the start of such a row,
its variation will be minimal for all holes, since the drill rig will only drive straight ahead. The appropriate
y­coordinate, however, must be determined for each hole individually, leaving it more vulnerable to
random errors.

Table 4.2: Drillhole deviation statistics overview of Nevada 2 dataset, all figures in m.

Deviation in

x­direction

Deviation in

y­direction

Deviation in

xy­plane

Deviation in

z­direction

Deviation in

hole depth

Minimum ­1.32 ­1.14 0.01 ­1.08 ­0.90

Mean 0.01 ­0.01 0.13 ­0.34 ­0.17

Mean (abs) 0.08 0.09 0.13 0.41 0.31

Median 0.01 ­0.02 0.10 ­0.36 ­0.20

Maximum 0.62 1.96 2.36 0.50 1.24



4.2. Dataset Nevada 2 49

(a) Deviation in x­direction [m] (b) Deviation in x­direction [m]

(c) Deviation in xy­plane [m] (d) Deviation in z­direction [m]

(e) Deviation in hole depth [m] (f) Drilling precision map

Figure 4.5: Deviation frequency distributions (a­e) and precision map (f) for deviations obtained from Nevada 2 dataset.
The colored circles in (f) correspond to 1/2, 1, 2, and 3 time the hole diameter.
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Both the deviation in z­direction and drilled hole depth are characterized by a clear bias towards nega­
tive values. For the z­direction, this can be attributed to irregularities in the bench surface, which seem
to be more common as depressions rather than elevations. Its corresponding frequency distribution
(Figure 4.5d) is multimodal, and this translates, to some degree, to deviations in drilled hole depth
(Figure 4.5e). While these properties tell a lot about the background of the data by connecting the
deviations to their underlying causes, the most important figures for the explosive energy distribution
optimization program are the overall deviations in the xy­plane.

The frequency distribution of this parameter is displayed in Figure 4.5c, and Figure 4.5f gives a schematic
overview of the geometric spread, excluding the 6 drillholes with deviations larger than three times the
hole diameter. Although the median deviation in the xy­plane of 0.10 m is a magnitude larger than the
theoretical precision of the latest GPS receivers, the majority of holes is considered accurately drilled;
91.10% lies within one hole diameter (0.200 m) of its planned location, and 51.37% is even less devi­
ated than half this distance. Nonetheless, 26 holes do not satisfy this requirement and are considered
inaccurate. Special attention will be paid to this set, as charge adjustments should be expected mainly
in or around these holes to adjust the explosive energy distribution in their vicinity accordingly. An
overview of the drillholes with deviation in the xy­plane larger than one hole diameter is given below in
Table 4.3.

Table 4.3: BHIDs of holes with deviation in the xy­plane larger than one, two, and three times the hole diameter.

> 1 hole diameter > 2 hole diameter > 3 hole diameter

6019 6159 6010

6028 6214 6097

6052 6265 6183

6125 6290 6184

6160 6330 6253

6196 6342

6197

6202

6264

6266

6275

6288

6300

6313

6341
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4.3. Sequential Experimental Design
The previous sections of this chapter have described the available datasets for application of the de­
veloped optimization program. The role of the current section is to combine this information with the
methodology presented in Chapter 3 to put forward the proposed path to obtain all necessary control
parameter settings as identified in Section 3.2, and subsequently, the particular results that are required
to answer the research questions of this thesis. An overview of this stepwise approach is displayed in
Figure 4.6, along with the objectives at every stage. By increasing the scale and resemblance to real
blasthole data from one step to the next, early testing can be done more efficiently. This leads to a
better understanding of the variables involved before proceeding to the application on full­scale. In the
end, this procedure should result in more consistent performance with the chosen control parameters
and optimization settings, as well as facilitate confirmation of findings in previous stages.

Figure 4.6: Sequential Experimental Design flowchart and objectives at each stage.

Single blasthole
For a better assessment of what happens to the explosive energy distribution in the rock mass sur­
rounding a blasthole when the height of its explosive column is adjusted, it is important to first get an
idea of its general behavior before any adjustments are made. EED values for each block in the block
model are calculated through the EED formula by [49], but how exactly do these values change de­
pending on a block’s location relative to the explosive column? The answer to this question is required
to select an appropriate search radius. In a normal blast pattern, the area of influence of neighboring
blastholes is naturally overlapping, as their combined input delivers sufficient energy to break the rock
mass. Although this cooperation effect between (deviated) blastholes is an important consideration for
blast design and optimization, it will blur the EED contribution of individual holes. Therefore, this first
test will feature only a single blasthole to produce a clearer picture of the relevant trends in EED around
it, and most importantly, determine the meaningful limits of the calculation range.
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The first step in this, is the visualization of the EED around a single blasthole with the characteristics of
the Nevada 1 dataset, in a 20 by 20 m block model centered around the hole. In addition to complete
heat maps of the explosive energy distribution, depth profiles of the EED values encountered at different
radii around the blasthole may be helpful to illustrate any trends in more detail. Based on these findings,
a number of potential search radii are selected. By comparing the EED values found at these radii, the
point at which the computational requirements presumably start to outweigh their statistical significance
can be identified as a suitable search radius. An identical approach is then applied to a single blasthole
with the characteristics of the Nevada 2 dataset.

5 by 5 test pattern
The next part of the results chapter will focus on the interaction between multiple blastholes and the
EED values found in the block model. It includes idealized drillhole deviations that are implemented
to study the effects of charge adjustments on the explosive energy distribution. Using this small test
case, both the appropriate block size and charge segment length can be identified effectively, forgoing
the long computation times of the full­scale datasets. It also allows for early testing of the GA and TS
optimization algorithms, as well as experimenting with different settings to improve their performance.
Although these results might not be entirely representative for the full­scale datasets, its purpose is
also to find relationships that will likely be useful for the examination of the full­scale configurations.

The test setup involves 25 drillholes with a diameter of 0.125 m, positioned in a 5 by 5 pattern with
both spacing and burden of 3.0 m in the planned configuration (Figure 4.7a). In order to investigate the
effect of charge adjustments in deviated holes with varying control parameter settings, the location of
12 of these holes is adjusted by 0.25 m to produce an idealized ‘real’ configuration of deviated drillholes
Figure 4.7b). In this idealized case, the holes that are expected to have their explosive column adjusted
are easily identified, which allows for a straightforward assessment of optimization performance. By
moving holes number 1, 5, 7, 11, 13, 17, 19, and 23 closer together, charge decreases are expected in
holes 6 and 18 to compensate for the increased explosive energy. Conversely, charge reductions are
anticipated in holes 8 and 16, because holes 3, 7, 9, 11, 15, 17, and 21 are spaced further apart than
before, and the explosive energy is therefore reduced in the area in between.

(a) Planned drillhole locations (b) Real drillhole locations

Figure 4.7: 5 by 5 test setup drillhole locations in the planned and real configuration.
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It is important to realize that simple comparisons of the planned EED or real EED for different block
sizes, to determine the most suitable option, may not reflect its impact on the optimization. Although
the most accurate representation of the planned EED and real EED is of course desirable, the block
model should in the end be sufficiently accurate for optimization to result in the same charge adjustment
solutions as obtained by the smallest block size. This approach should reduce computational require­
ments, and thereby lead to shorter optimization times. In order to evaluate this before diving into the
actual optimization using the GA en TS algorithms, the expected charge adjustments in blastholes 6, 8,
16, and 18 are performed manually to create a first ‘optimized’ charging configuration. By calculating
its corresponding explosive energy distribution, the resulting EED difference with the planned EED (the
‘optimized’ objective value) can be compared to the EED difference between the real EED and planned
EED (the initial objective value) to obtain the realized improvement. These percentage improvements
of the objective value will be calculated for each of the considered block sizes, and appropriate block
size is chosen accordingly. It should be noted that both the EED cap and charge segment length are
not yet defined. Because these variables might influence the suitability of the different block sizes, all
possible configurations will be considered for a final choice.

The effect of charge adjustments on the overall improvement of the objective value is strongly influ­
enced by both the magnitude of the adjustments as well as the EED cap. For a better understanding
of how the choice of these control parameters will change the outcome of optimization, the effects of
charge reductions are compared to charge increases. This is investigated using three manual charge
adjustment cases, displayed in Figure 4.8; the expected adjustments as listed previously, adjustments
in a selection of the deviated drillholes, and a setup combining the two. In the first place, this will high­
light the variability of the EED difference improvement with different EED cap percentiles. Furthermore,
it will demonstrate the complexity of the relationship between charge adjustments in neighboring blast­
holes and their effect on the EED differences.

The choice for an appropriate charge segment length will be based on optimized charge adjustment
solutions of the 5 by 5 test pattern, for each of the 10 investigated EED cap percentiles. By performing
these optimizations for every charge segment length between 0.1 m and 0.5 m, the overall sensitiv­
ity of the explosive energy distribution throughout the block model can be evaluated with respect to
the magnitude of the charge adjustments. The selected charge segment length should then be small
enough to lead to adjustments; choosing a charge segment length that is too large might not result in
any adjustments, because its effect on the explosive energy distribution is too great. On the other hand,
the charge segment length must not be too small either; this can cause an excessive amount of charge
adjustments, which increases the duration of optimization and would be impractical for real­life explo­
sives loading. Furthermore, the increased level of detail that is provided by a small charge segment
length likely makes the optimization more susceptible to the variability in adjustments that comes with
the different EED cap percentiles. Hence, a suitable charge segment length should ensure that opti­
mization results in only a couple of highly effective charge adjustments, while minimizing differences in
the solutions for each EED cap percentile.
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(a) Test case 1 (reductions) (b) Test case 1 (increases)

(c) Test case 2 (reductions) (d) Test case 2 (increases)

(e) Test case 3 (reductions with compensation) (f) Test case 3 (increases with compensation)

Figure 4.8: Three manual adjustment test cases to compare the effect of charge reductions and increases on EED differences.
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With the first control parameters selected based on the findings in the previous tests, the GA and TS
algorithms are then applied to the 5 by 5 test pattern for evaluation of their performance, by plotting the
progress of the objective value during optimization. The settings of these algorithms can be altered to
demonstrate their effect on the optimization paths. For practicality reasons, only adjustments to the top
of the explosive column are considered, which will be the case for all optimizations performed, includ­
ing those with the Nevada 1 and Nevada 2 datasets. The TS starting boost and explosives quantity
constraint are not applied to the 5 by 5 test pattern optimization.

Finally, a detailed look into the distribution of EED values is provided. Visual representations of the
explosive energy distribution throughout the block model include cross­sections as well as top­down
views of the planned EED, real EED, optimized EED, initial EED difference, optimized EED difference,
and improvement of the EED difference. These should paint a clear picture of the explosive energy
distribution for the various drillhole and charging configurations in a more spatial sense. The goal of
these visualizations is to show how the explosive energy distribution in the blasted area is influenced
by the charge adjustments. Additionally, frequency distributions are generated for the various EED
configurations to evaluate whether optimization leads to any major shifts in EED values.

Dataset Nevada 1 (random deviations)
The knowledge obtained from the 5 by 5 test pattern results, most importantly the best settings of the
discussed control parameters and optimization algorithms, will now be used with the Nevada 1 dataset
to verify some of these findings for a full­scale blast pattern. Besides the scale of the blast pattern,
the nature of the drillhole deviations is also changed from an idealized test setup to randomized. Two
scenarios are investigated; scenario 1 features drillhole deviations randomly picked from a uniform dis­
tribution ranging from ­0.5 to 0.5 m, while scenario 2 implements the deviations drawn from a uniform
distribution ranging from ­0.25 to 0.25 m.

Special attention goes out to the determination of the most suitable EED cap percentile. Since this has
shown to have a major effect on the overall number of charge increases and charge decreases, se­
lection of this control parameter will be primarily based on the balance of the total explosives quantity.
Because the overall powder factor of the blast is generally not tempered with to respect the initial blast
design, it is assumed that the total amount of explosives in the optimized charging configuration must
be equal to the planned quantity. Although this will later be enforced by the explosives quantity con­
straint described in Section 3.3, the charge adjustment solutions obtained through optimization without
this constraint should aim to keep the total number of charge reductions and increases as closely in
equilibrium as possible. The EED cap percentile that achieves this the best, is chosen as the most
suitable option.

To ensure that the outcome of this is not influenced by any particular bias in the random drillhole de­
viations, the most promising EED cap percentiles are investigated using multiple randomizations of
the drillhole deviation. For each scenario, five different randomizations are tested, for which some key
characteristics are listed in Table 4.4. The EED cap percentile that gives the best results overall in
terms of the balance between charge reductions and increases, is chosen as the most suitable option.
For the remainder of the Nevada 1 dataset results section, only the first randomization of scenario 1
and scenario 2 will be used (R1).
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Table 4.4: Properties of deviation (m) in the xy­plane for various randomizations of scenarios 1 and 2.

Scenario 1 Scenario 2

Min. Mean Median Max. Min. Mean Median Max.

R1 0.0362 0.3743 0.3885 0.6548 0.0064 0.1882 0.1957 0.3443

R2 0.0280 0.3888 0.4096 0.6769 0.0122 0.1920 0.2012 0.3505

R3 0.0700 0.3762 0.3901 0.6835 0.0052 0.1925 0.1978 0.3497

R4 0.0144 0.3678 0.3698 0.6834 0.0151 0.1961 0.2064 0.3437

R5 0.0410 0.3561 0.3735 0.6662 0.0138 0.1976 0.2088 0.3441

After selection of the most appropriate EED cap percentile, a similar approach to the 5 by 5 test pat­
tern results will be taken. Investigation of these results is an important step because it will show how
well the previous findings translate to full­scale optimization and might indicate if the approach should
be changed. Contrary to the 5 by 5 test pattern that features manually implemented deviations for
an idealized test setup, the random deviations applied to the Nevada 1 dataset make the outcome of
optimization unpredictable. It is therefore important to examine the charge adjustment solutions ob­
tained by the explosives quantity constrained optimization with random deviations of both scenario 1
and scenario 2, to check whether the suggested adjustments are reasonable. Comparing the optimal
charging solutions for both scenarios will also give an idea about the sensitivity of charge adjustments
with respect to the magnitude of the drillhole deviation, given the selected charge segment length.

Following this, the performance of the GA and TS algorithms is evaluated. The increased scale of
the blast pattern will likely have some effect on their optimization paths; because the total number of
drillholes is much larger than the 25 holes of the 5 by 5 test pattern, the number of blastholes that
may have the height of their explosive column adjusted also becomes much larger. While the genetic
algorithm would likely benefit from a large number of charge adjustments thanks to its more global
approach, the performance of the Tabu Search may worsen due to the many individual steps required.
The performance of both methods will thus be assessed to determine which one is more efficient for
optimization of full­scale datasets and to address the potential of a hybrid option.

Lastly, visualizations of the explosive energy distribution throughout the block model will be provided
for the various drillhole and charging configurations, similar to the 5 by 5 test pattern. Although the
improvements of the objective value are also calculated for the previous test setup, the significance
of these values for full­scale non­idealized optimizations is clearly much greater. After all, these are
the most important figures to quantify the beneficial effects of optimization to the explosive energy
distribution.
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Dataset Nevada 2 (actual deviations)
With the last control parameters and optimization settings selected using the Nevada 1 results, the
main purpose of optimization of the Nevada 2 dataset is to demonstrate the validity of the implemented
approach on a different blast pattern with fully realistic drillhole deviations. If optimization with the set­
tings as previously determined leads to results with characteristics that are similar to the Nevada 1
results, this will show a certain degree of consistency of the developed optimization program, instead
of it being tailored to one particular dataset. Important indications for this are of course reasonable
charge adjustments, and optimization actually leading to improvement of the objective value. Because
of its variability with the chosen EED cap percentile, special attention is paid to the number of charge
reductions and increases to ensure the explosives quantity does not differ too much from the planned
amount. This will be done by running the optimization, once again, without the explosives quantity
constraint at first.

The remainder of the results section for the Nevada 2 dataset will follow a similar approach as previ­
ously for the Nevada 1 dataset (and 5 by 5 test pattern), except using the actual drillhole deviations
instead of two randomized scenarios, and considering only the most effective optimization method;
based on optimization with the explosives quantity constraint activated, the optimal charge adjustment
solution is reviewed. This is followed by an inspection of the corresponding optimization path, visual­
izations of the explosive energy distribution throughout the block model, EED frequency distributions,
and of course the calculated improvements of the EED difference.

It should be noted that the actual drillhole locations of the Nevada 2 dataset also include the real z­
coordinates for the collars, which are often different from the values in the planned layout due to irregu­
larities in the bench surface. When this is translated to the constructed model, however, it would inad­
vertently place drillhole collars above or below the surface of the block model. To prevent optimization
from making excessive charge adjustments to account for these ‘misplaced’ collars, the z­coordinates
of the actual drillholes are shifted such that they coincide with the planned z­coordinate, and thus with
the surface of the block model.
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Results

This chapter presents the results of the developed explosive energy distribution optimization program.
Because the obtained solutions are strongly dependent on the control parameters identified in Sec­
tion 3.2, much attention will go out to the determination of the appropriate settings. Due to the size of
the Nevada datasets and the resulting lengthy computation times, it is not convenient to use these for
the testing of many different control parameter configurations. Instead, most of this is done using a
number of small­scale tests described in Section 5.1. Although this gives a good idea of what can be
expected from optimization of the larger datasets, it remains a simplification, and might therefore not
entirely capture the full­scale behavior. After narrowing down the selection of control parameters, the
most promising options are investigated in Section 5.2 using the Nevada 1 dataset in combination with
randomized drillhole deviations. Finally, Section 5.3 offers the results of optimization of the Nevada 2
dataset consisting of both planned and actual drillhole locations, by using the most suitable settings
as defined in the preceding sections to assess whether the developed program performs as expected
with real data.

5.1. Small­scale Tests
For more efficient and in­depth testing of the various control parameters, a number of small­scale tests
are performed to explore the different settings. First of all, an appropriate search radius is chosen in
Section 5.1.1 by examining EED values around a single blasthole. In the remaining sections, the 5
by 5 test pattern as described in Section 4.3 will be used. By comparing the results of both manual
and optimization­derived adjustments for different configurations of control parameters, their positive
as well as negative effects can be identified. This information is then used to reduce the number of
options to consider in subsequent steps of the process. The test blast pattern is used directly in Sec­
tion 5.1.2 to determine a suitable block size, followed by selection of appropriate charge segment length
in Section 5.1.3, which also includes a detailed investigation into the effects of the chosen EED cap.
Section 5.1.4 focuses mainly on performance of the Genetic Algorithm and Tabu Search optimization
methods for a selection of interesting settings, followed in Section 5.1.5 by an overview of the explosive
energy distributions resulting from the optimized charge adjustments.
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5.1.1. Search Radius
In order to select an appropriate search radius around blastholes, it is important to consider how the
explosive energy diminishes with distance. This is of course dependent on the explosive energy distri­
bution formula by [49], as well as the characteristics of a blast. This section investigates how the EED
values change around a single blasthole and uses this information to choose an appropriate search
radius that balances the quality of the model with computational efficiency.

The reviewed test blasthole follows the characteristics of blastholes in the Nevada 1 dataset, which
means a hole diameter of 0.125 m, total hole depth of 11.5 m, and 1.5 m stemming. The loaded explo­
sive is ANFO with a density of 0.9 g/cm3. The EED is calculated for a square block model with sides
of 20 m, centered around a blasthole with a search radius of r = 10 m. A cross­sectional view of this
block model, visualizing the explosive energy distribution with a block size of 0.05 m, can be found in
Figure 5.1. It should be clear from the logarithmic scale that EED values increase dramatically in close
vicinity to the explosive column, and rapidly decline when moving away from it. Evidently, the EED val­
ues do not approximate a normal distribution, and therefore the extent of statistically significant values
can not be determined from the three­sigma rule of thumb, using the mean and standard deviation.
Instead, EED values at various radii around the blasthole are compared to the highest numbers found
closeby, to evaluate at which point the explosive energy is sufficiently diminished to neglect the values
outside of this range. Because the smallest possible distance to the explosive column is largely deter­
mined by the block size, so is the magnitude of the highest EED values. To produce figures that are
applicable to other block sizes as well, the EED values will therefore be compared to the ones found
at radius r = 0.5 m.

Figure 5.1: Vertical cross­section of the explosive energy distribution around a single blasthole.

Another variable component in this is the z­coordinate of the chosen block values. By plotting the
EED values along the z­axis for various radii in the xy­plane, Figure 5.2 illustrates how the stemming
in the upper 1.5 m of the blasthole affects the explosive energy distribution along the z­coordinate. It
should be noted that the vertical differences for blocks located at radius r = 0.5 around the blasthole
are much larger than at the greater radii. Variation in the upper part of the block model extends beyond
the stemmed part of the blasthole; EED values at the top of the explosive column (z = ­1.5 m) are still
about half of those at z = ­4.0 m. At the middle section of the explosive column, the explosive energy
distribution remains relatively constant, with the maximum found around z = ­7.0m. Below z = ­9.0 m,
the EED is more strongly reduced again as the bottom of the explosive charges is approached.
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Figure 5.2: Change in EED with depth for various radii around a single blasthole.

In Figure 5.3 a plan view of the block model slice at z = 7.0 m is displayed, which will be used moving
forward. The EED changes with distance from the blasthole are visualized in Figure 5.4, and Table 5.1
lists the corresponding EED values found at various radii. A block size of 0.1 m was used to generate
Figure 5.3 and Figure 5.4. Since smaller block sizes lead to a small number of blocks located more
closely to the blasthole, the maximum value of the observed EED peak is highly dependent on the
chosen block size. A block size of 0.2 m, for example, doubles the smallest distance and produces a
maximum EED value of only 49.7.

Figure 5.3: Plan view of the explosive energy distribution at z = ­7.0 m around a single blasthole.
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Figure 5.4: Explosive energy distribution around a single blasthole as a function of the x­coordinate.

Because of the exponential relationship between distance to the blasthole and the corresponding EED
values, there is a thin line between cutting off too much useful data by selecting a search radius that
is too small and using data with little significance by picking one that is too large. In Figure 5.4 it can
be observed that the curve starts to flatten out around 5.0 m away from the blasthole. The figures in
Table 5.1 indicate that, at this point, there is less than one percent of the explosive energy remaining,
relative to the value found at a distance of 0.5 m. The search radius must be significantly increased to
result in meaningful reductions to this, which will drastically increase computation times. Therefore, a
search radius of 5.0 m is an appropriate choice.

Table 5.1: EED values at various radii around a single blasthole similar to those in dataset Nevada 1.

Radius (m) EED at radius Percentage of EED at r = 0.5 m

0.5 7.9192 100.00%

1.0 1.9502 24.63%

2.0 0.4610 5.82%

3.0 0.1890 2.39%

4.0 0.0968 1.22%

5.0 0.0560 0.71%

7.5 0.0196 0.25%

10.0 0.0089 0.11%

An identical approach is applied to a single blasthole with characteristics of the Nevada 2 dataset blast­
holes (0.200 m hole diameter, 13.72 m total hole depth, 4.27 m stemming, 0.9 g/cm3 ANFO explosive).
The resulting EED values at various radii, at a depth of z = 9.0 m, are displayed in Table 5.2. Clearly,
the encountered values are higher compared to the smaller Nevada 1 blasthole. Percentage­wise,
however, the two cases are very similar. A search radius of 5.0 m will therefore also suffice for this
blasthole, and presumably for most blasthole designs.
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Table 5.2: EED values at various radii around a single blasthole similar to those in dataset Nevada 2.

Radius (m) EED at radius Percentage of EED at r = 0.5 m

0.5 20.1826 100.00%

1.0 4.9112 24.33%

2.0 1.1240 5.57%

3.0 0.4489 2.22%

4.0 0.2265 1.12%

5.0 0.1306 0.65%

7.5 0.0457 0.23%

10.0 0.0209 0.10%

5.1.2. Block Size
For the remainder of Section 5.1, the 5 by 5 test pattern will be used. To reduce computation times
especially for the smaller block sizes, the hole depth in these tests is taken as only 6.0 m. Because
the explosive energy distribution is relatively constant around the middle part of the explosive column,
as indicated in Figure 5.2, this should be a reasonable simplification without too much influence on the
results. Charge adjustments will only be made at the top of the explosive column, and their effect on
lower parts of the block model is already limited. For the selection of appropriate block size, the ex­
pected charge adjustments in blastholes number 6, 8, 16, and 18 (as in Figure 4.7) are made manually.
Direct comparison of the planned or real EED statistics for the various block sizes is unreliable because
the mean is inherently increased for smaller block sizes, as shown in Table 5.3. Instead, the absolute
differences between the manually generated ‘optimized’ EED and planned EED will be compared with
the differences between the real and planned EED, to assess the resulting improvements. After all,
the block model doesn’t necessarily need to reflect the exact same statistics for various block sizes,
but they should result in the same charge adjustments. If the improvements produced by manual ad­
justments are similar for different block sizes, this is a good indication that they represent the explosive
energy distribution in sufficient detail for the purpose of this optimization problem.

Table 5.3: Mean EED values and differences increase with block size.

Block size (m) Mean planned EED Mean difference with real EED

1.0 1.3982 0.1442

0.5 1.5533 0.2012

0.2 2.8531 0.6410

0.1 2.9155 0.9031

0.05 3.4982 1.4961
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In order to assess these improvements for the various block sizes, the expected charge adjustments
for the test setup are performed manually to represent the ‘optimized’ configuration; the height of the
top of the explosive column is reduced by one charge segment length in holes 6 and 18, and increased
by one charge segment length in holes 8 and 16. As defined in Section 3.3, the optimization objective
is the minimization of the differences in EED with respect to the planned setup, so the numbers listed in
Table 5.4 represent the achieved percentage changes of this objective value. Because the appropriate
charge segment length is yet to be determined in Section 5.1.3, all options are investigated.

Table 5.4: Improvements in mean EED difference for selected manual charge adjustments.

Block size (m)
Charge segment length (m)

0.1 0.2 0.3 0.4 0.5

1.0 1.21% 0.56% ­0.08% ­1.17% ­2.61%

0.5 0.74% 0.47% ­0.28% ­1.20% ­2.33%

0.2 ­0.40% ­1.18% ­2.09% ­3.07% ­4.10%

0.1 ­0.29% ­0.86% ­1.53% ­2.24% ­2.99%

0.05 ­0.31% ­0.79% ­1.39% ­2.01% ­2.60%

Although the block sizes of 1.0 m and 0.5 m result in positive improvements for charge segment length
0.1 m and 0.2 m, all other cases are actually resulting in negative changes, indicating deterioration of
the objective value. When the level of detail is increased with smaller block sizes, none of the adjust­
ments produce a satisfying result anymore. Because this is an idealized setup for which improvements
are expected after these adjustments, the results are peculiar. The fact that these adjustments do not
lead to positive improvements can likely be attributed to the block­by­block comparison, which causes
disproportionally large EED differences in blocks close to the blastholes. This also explains why even
the initially positive values turn negative at smaller block sizes. The selection of the appropriate EED
cap to combat this issue will be discussed in Section 5.1.3, so all options are still considered here. The
block size will therefore be evaluated with both a varying charge segment length and EED cap.

The effect of block size can then be illustrated using graphs like Figure 5.5. Similar graphs for charge
segment lengths 0.1, 0.2, 0.4, and 0.5 m are included in Appendix A. To ensure a block size represents
the explosive energy distribution with sufficient accuracy, the corresponding improvements should fol­
low the values of the smallest block sizes as closely as possible for each EED cap percentile; greater
differences affect the favorability of these charge adjustments in relation to others, increasing the likeli­
hood of alternative optimization results later on. Because their differences with graphs of smaller block
sizes are relatively large, block sizes 1.0 m and 0.5 m seem too inaccurate. The calculated improve­
ments in block sizes 0.2, 0.1, and 0.05 m, however, are very similar. It can thus be expected that
optimization will produce similar charge adjustments for each of these.

Themean differences in the calculated improvements between each subsequent reduction in block size
are listed in Table 5.5. It shows that the differences between block size 0.2 m and 0.1 m are quite small
and more or less equal to those between 0.1 m and 0.05 m, which means the benefits of using a block
size smaller than 0.2 m are limited. Because block size 0.2 m will naturally have lower computation
times than 0.1 and 0.05 m, this is chosen as the most suitable option. The figures in Table 5.5 also
indicate that differences between block sizes increase with the charge segment length.
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Figure 5.5: Comparison of improvement in EED difference for different block sizes, for manual adjustments to the explosive
column by charge segment length 0.3 m.

Table 5.5: Mean differences between improvements for subsequent smaller block sizes (all EED cap percentiles averaged).

Charge segment

length (m)

Block size

1.0 m –> 0.5 m

Block size

0.5 m –> 0.2 m

Block size

0.2 m –> 0.1 m

Block size

0.1 m –> 0.05 m

0.1 ± 0.71% ± 0.46% ± 0.04% ± 0.05%

0.2 ± 0.98% ± 0.57% ± 0.07% ± 0.08%

0.3 ± 1.46% ± 0.72% ± 0.10% ± 0.09%

0.4 ± 1.93% ± 1.01% ± 0.12% ± 0.11%

0.5 ± 2.31% ± 1.00% ± 0.16% ± 0.17%

5.1.3. EED Cap Percentile & Charge Segment Length
As shown in Table 5.4, none of the expected adjustments result in an improvement of the objective value
for block sizes of 0.2 m and smaller. The underlying reasons for this will be illustrated through a number
of examples derived from the 5 by 5 test pattern setup. Additionally, it will be demonstrated how the
application of an EED cap can be used to deal with this issue. However, the selection of an appropriate
EED cap is challenging. The charge adjustment solutions for the 5 by 5 test pattern corresponding
to different EED cap percentiles are examined to determine which configuration produces the most
sensible results. Because of the simplicity of the test setup, Tabu Search can be used to quickly reach
obvious optimal solutions. The optimization itself will be discussed in more detail in Section 5.1.4.
Solutions are obtained for every charge segment length since the choice for this variable also affects
the performance with different EED cap percentiles. To explain the reasoning behind the application of
an EED cap, a cross­section of the 5 by 5 pattern’s block model is taken to visualize various explosive
energy distributions corresponding to the different drillhole and charging setups. This cross­section is
taken at y = 6.1 m, directly next to the second row of drillholes (number 5­9, as displayed in Figure 4.7).
First, the configuration without any EED cap is illustrated; Figure 5.6 shows the planned EED, and
Figure 5.7 the real EED. The block­to­block differences between these two resemble the starting point
of optimization before any charge adjustments, and are shown in Figure 5.8.
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Figure 5.6: 5 by 5 pattern planned EED cross­section at y = 6.1 m.

Figure 5.7: 5 by 5 pattern real EED cross­section at y = 6.1 m.

In the real configuration, the drillholes are deviated according to the description of the 5 by 5 pattern in
Section 4.3, meaning they are spaced more closely to hole 6 (second from the left) and further away
from hole 8 (second from the right). In Figure 5.8 it can be clearly observed that this causes very
large EED differences in the blocks nearest to both the planned and real drillhole locations. These
disproportionally large differences can not be accounted for by the expected charge adjustments in
blasthole 6 and 8. The effect of these adjustments is shown in Figure 5.9 and Figure 5.10, which
illustrate the ‘expected adjustments’ optimized EED and its resulting difference with the planned EED
respectively. Not only is the EED difference in blocks near the deviated drillholes not significantly
reduced by making the expected adjustments, they actually introduce more differences in their direct
neighborhood. Therefore, the resulting improvement in this cross­section alone is ­3.39%.

Figure 5.8: 5 by 5 pattern EED difference (planned ­ real) cross­section at y = 6.1 m.



5.1. Small­scale Tests 67

Figure 5.9: 5 by 5 pattern ‘expected adjustments’ optimized EED cross­section at y = 6.1 m.

Figure 5.10: 5 by 5 pattern EED difference (planned ­ ’expected adjustments’) cross­section at y = 6.1 m.

When comparing the expected charge increase to the expected charge reduction, it becomes clear
that their effects on the EED differences are not equal; lowering the top of the explosive column by
0.3 m in blasthole 6 accounts for an improvement of ­1.67%, while the opposite increase in blasthole 8
improves the mean EED difference by ­1.72%.

The only adjustments that lead to positive improvements in this setup are reductions of charges in the
deviated blastholes because this reduces the differences introduced by the explosive column in the
real drillhole locations. This is problematic because this effect would cause optimization to reduce the
charge height in deviated blastholes only with the purpose of attempting to compensate for the large
differences found in nearby blocks. To demonstrate this, Figure 5.11 shows the EED corresponding to
excessive reductions of 3.0 m to the top of the explosive column in the deviated drillholes.

The resulting differences with the planned EED are shown in Figure 5.12. At the cost of small increased
differences further away, some of the highest values near the upper part of the blasthole are reduced, to
produce an overall improvement of 10.08% in this cross­section, which is of course highly undesired. In
the three­dimensional setup, the number of small differences that are located further away will naturally
bemuch larger, which will likely reduce the effectiveness of excessive charge reductions. Nevertheless,
it is important to realize that the block­to­block comparison may cause a bias towards charge reductions
in deviated drillholes, simply because they introduce less differences into the block model compared
to charge increases.
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Figure 5.11: 5 by 5 pattern ‘excessive reductions’ optimized EED cross­section at y = 6.1 m.

Figure 5.12: 5 by 5 pattern EED difference (planned ­ ‘excessive reductions’) cross­section at y = 6.1 m.

From the EED cross­sections, it is clear that disproportionately large values are found in the direct vicin­
ity of the blastholes, while the rest of the block model contains much lower values. When considering
this from a practical point of view, the rock mass further away from the blastholes should already receive
sufficient energy for the desired fragmentation, at least in the planned drillhole configuration, while the
rocks close to blastholes receive an enormous surplus. Realistically, it should not matter exactly which
part of a bench receives this surplus in energy, and what its magnitude is. Instead, optimization should
focus especially on larger, low­valued parts of the block model which receive just enough energy for
appropriate breakage in the planned drillhole setup, but receive a little less or more in the real case due
to drillhole deviations. When the spacing between two drillholes in the real configuration is for example
larger than in the planned configuration, the relatively low­valued blocks in the middle of these holes
receive even less energy.

The goal of adjusting the height of the explosive column in these drillholes must then be to compensate
for such differences, instead of the much larger ones introduced very close to the planned and real
drillhole locations. To achieve this, the highest EED values in the blockmodel are eliminated by applying
an EED cap. Because the exact EED values will change with both blast design and block size, a more
general approach is taken by defining the cap value based on EED value percentiles. By removing all
values above the 80% percentile, for example, results in the planned EED cross­section of Figure 5.13.
After the expected charge adjustments to the real drillhole configuration, the ‘expected adjustments’
optimized EED becomes as in Figure 5.14, and Figure 5.15 displays the differences between the two.
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Figure 5.13: 5 by 5 pattern planned EED cross­section at y = 6.1 m, with 80% percentile EED cap.

Figure 5.14: 5 by 5 pattern ‘expected adjustments’ EED cross­section at y = 6.1 m, with 80% percentile EED cap.

Figure 5.15: 5 by 5 pattern EED difference (planned ­ ‘expected adjustments’) cross­section at y = 6.1 m, with 80% percentile
EED cap.

Determination of the appropriate EED cap percentile will be continued later on. First, the difference
in the effect of charge reductions and increases is further examined by calculating the improvements
resulting from the manual charge adjustment cases introduced in Figure 4.8, this time using the full
3D block model of the 5 by 5 test pattern. In the first case, the expected adjustments (reduction in
holes 6 and 18, increase in hole 8 and 16, displayed in Figure 4.8a and Figure 4.8b) are made using a
charge segment length of 0.3 m. The resulting improvements to the EED difference are then calculated
for each EED cap percentile and plotted in Figure 5.16. Evidently, the negative improvement found at
100% would never lead to this adjustment being made by optimization. At lower percentiles, however,
both the expected charge reductions and increases produce a positive improvement, as desired, except
at the 10% and 20% percentile. This graph also shows that the relationship between the effect of these
charge adjustments changes with EED cap percentile; the reductions are favored at 80% and higher,
while increases are favored in all other cases.
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Figure 5.16: Comparison of improvements from expected charge reductions and increases.

The second manual charge adjustment that is examined, is the adjustment of deviated holes (Fig­
ure 4.8c and Figure 4.8d). Here the top of the explosive column is lowered by a charge segment length
of 0.1 m in holes 1, 5, 19, and 23, and elevated in holes 3, 9, 15, and 21 (numbers as in Figure 4.7).
The resulting improvements are displayed in Figure 5.17. Although it is clear that these adjustments
by themselves would not result in a positive improvement to the EED difference, it does indicate there
is a bias for charge reductions in deviated blastholes; reducing the charge height has a more positive
impact than increasing it, for holes deviated an equal amount in opposite directions. Clearly, more
differences are introduced by increasing the height of the explosive column compared to decreasing it,
similar to what was observed in the two­dimensional setup.

Figure 5.17: Comparison of improvements from charge reductions and increases in deviated holes.
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When small charge adjustments in deviated holes are combined with the expected adjustments in holes
6, 8, 16, and 18, this does result in positive improvements; Figure 5.18 shows the results generated by
combining the expected charge adjustments by a charge segment length of 0.3 m with adjustments in
the deviated holes in the opposite direction as previous, according to Figure 4.8e and Figure 4.8f. This
is done to compensate for some of the effects of the expected adjustments. Evidently, this is beneficial
to the improvements when compared to those in Figure 5.16, especially at the percentiles of 50% and
lower. Although the expected charge increases in holes 8 and 16 alone are more beneficial than similar
decreases in holes 6 and 18, below EED cap percentiles of 80%, the effect of reducing charge height
in deviated holes 3, 9, 15, and 21 to compensate for some of its excessive or lacking EED contribution
leads to a greater improvement than the opposite charge increase in holes 1, 5, 19, and 23. This
indicates that even though there is a bias towards charge increases in stationary holes surrounded by
deviated holes, the bias towards charge reductions in deviated holes themselves is still stronger. The
relationships between charge adjustments and improvement in EED difference do somewhat change
with charge segment length since larger adjustments naturally lead to larger effects on EED values.

Figure 5.18: Comparison of improvements from opposite charge reductions and increases in deviated holes 1, 3, 5, 9, 15, 19,
21, 23 in combination with the expected adjustments in holes 6, 8, 16, 18 (numbers as in Figure 4.7).

These three examples provide meaningful insights in dissimilarity between the effects of charge reduc­
tions and increases, but can of course not cover the complete mechanics of their interaction in a blast
pattern during optimization, which considers all possible charge adjustments instead of a few idealized
ones. Therefore, the optimization results obtained by using different EED cap percentiles will now be
examined to select the most appropriate option, as well as a suitable charge segment length. Solutions
are obtained using Tabu Search with tabu tenure set to 3.

The greatest level of detail is desired for evaluation of the various EED cap percentiles, to check whether
any bias is found in the obtained charge adjustment solutions. Therefore, a charge segment length of
0.1 m is used initially. Assuming that the total amount of explosive charges should remain equal to
the amount used in the planned drillhole configuration, an unbalanced number of charge reductions
and increases would indicate a bias. The solutions for all ten percentiles, using charge segment length
0.1 m, block size 0.2 m and search radius 5 m, are visualized in Figure 5.19 and Figure 5.20. The
corresponding number of charge reductions and increases for each solution are listed in Table 5.6.
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(a) Solution for 10% percentile. (b) Solution for 20% percentile.

(c) Solution for 30% percentile. (d) Solution for 40% percentile.

(e) Solution for 50% percentile. (f) Solution for 60% percentile.

Figure 5.19: Charging adjustment solutions obtained using charge segment length 0.1 m, for 10­60% percentiles.
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(a) Solution for 70% percentile. (b) Solution for 80% percentile.

(c) Solution for 90% percentile. (d) Solution for 100% percentile.

Figure 5.20: Charging adjustment solutions obtained using charge segment length 0.1 m, for 70­100% percentiles.

Table 5.6: Number of charge reductions and increases by segment length 0.1 m corresponding to solutions displayed in Fig­
ure 5.19 and Figure 5.20.

EED cap percentile Charge reductions Charge increases Balance

10% 30 24 ­6

20% 26 26 0

30% 21 22 +1

40% 10 10 0

50% 10 8 ­2

60% 10 9 ­1

70% 10 10 0

80% 6 4 ­2

90% 4 2 ­2

100% 0 0 0
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Examination of the charging adjustment solutions learns that there is a clear trend; with lower EED cap
percentiles, the number of charge adjustments increases. At the 100th percentile, effectively meaning
that no EED cap is applied, not a single adjustment of the height of explosive columns in the blastholes
leads to an improvement of the objective value, while at the 10% percentile the best result is achieved
by making 54 adjustments of charge segment length 0.1 m. For the 80% and 90% EED cap percentiles,
charge adjustments are only made in the blastholes where they would be expected (number 6, 8, 16,
and 18). However, in both cases, more charge reductions than improvements are made, which of
course points to a bias like explained before.

When using lower percentiles, some of the excess or lacking EED resulting from charge increases and
decreases in holes 6, 8, 16, and 18 is compensated by making opposite adjustments in the nearby
deviated blastholes, similar to the example of Figure 5.18. More imbalances in the number of charge
reductions and increases are occurring with EED cap percentiles of 10%, 30%, 50%, and 60%. The
ones for 30% and 60% are notably caused by slight asymmetry in the charge adjustments, as can be
observed in Figure 5.19c and Figure 5.19f. This may be due to Tabu Search not reaching the very best
solution here. Even without this, though, the imbalance between charge reductions and increases in
these tests indicates that results are affected by a bias which behavior might change with the used
EED cap percentile.

The effect of this could perhaps be reduced by choosing a larger charge segment length since this
makes the optimization less sensitive to small differences in EED; when larger differences in EED are
required to make charge adjustments, the dissimilarity between increases and reductions may be less
of an issue. In Figure 5.21 the charging adjustment solutions obtained with a charge segment length
of 0.3 m are displayed, and an overview of the number of adjustments is given in Table 5.7. Because
there are no imbalances in the amount of charge reductions and increases any more, using a charge
segment length of 0.3 m indeed seems to do a better job at circumventing any biases, as the expected
adjustments are found in holes 6, 8, 16, and 18.

Table 5.7: Number of charge reductions and increases by charge segment length 0.3 m corresponding to solutions displayed in
Figure 5.21.

EED cap percentile Charge reductions Charge increases Balance

10% 8 8 0

20% 8 8 0

30% 8 8 0

40% 4 3 ­1

50% 2 2 0

60% 2 2 0

70% 2 2 0

80% 2 2 0

90% 2 2 0

100% 0 0 0
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(a) Solution for 10­30% percentiles. (b) Solution for 40% percentile.

(c) Solution for 50­90% percentiles. (d) Solution for 100% percentile.

Figure 5.21: Charging adjustment solutions obtained using charge segment length 0.3 m.

Thanks to the greater charge segment length, the compensating effect of opposite adjustments in the
nearby deviated holes is only present with EED cap percentiles of 30% and lower. The solution corre­
sponding to the 40% percentile of EED data can be seen as an interstitial case, for which optimization
perhaps also did not reach the very best solution. Between 50% and 90%, only the expected adjust­
ments are made. This is preferred over the situation in the lower percentiles, because it improves the
practicality of the optimization program, as the focus should be on a small amount of the most effective
charge adjustments. The practicality is of course also improved by using the larger segment size 0.3 m
compared to 0.1 m, because the level of detail corresponding to the latter might be difficult to achieve
when loading drillholes with explosives.

Considering the observed benefits, using a charge segment length of 0.3 m seems to be the appro­
priate choice. Although the arguments of both the enhanced robustness regarding biases between
charge reductions and increases as well as the improved practicality apply similarly to charge segment
lengths of 0.4 m and 0.5 m, the required EED difference threshold for charge adjustments is also fur­
ther increased. This may be applicable to situations with many large drillhole deviations, but generally,
such a setup would result in the loss of too much detail and only lead to a very small number of charge
adjustments. In this 5 by 5 test pattern, the expected charge adjustments by 0.4 or 0.5 m are still found
in the optimization solutions, but their resulting improvement to the EED difference is smaller than the
same adjustments by 0.3 m. This can be observed in the corresponding graphs included in Appendix B.
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Additionally, this effect can also be observed in some of the charging adjustment solutions in Fig­
ure 5.21; excess and lacking EED resulting from 0.3 m adjustments in holes 6, 8, 16, and 18 are
already compensated by opposite adjustments in nearby deviated holes to reach optimal solutions.
When the expected adjustments in holes 6, 8, 16, and 18 are increased to 0.4 or 0.5 m, more opposite
adjustments would be required in nearby deviated holes to achieve the best improvements to the EED
difference. The individual charging adjustment solutions obtained using charge segment lengths 0.2,
0.4, and 0.5 m can be found in Appendix C.

Although the performance at all EED cap percentiles is a lot more stable when using charge segment
length 0.3 m, the tests with segment length 0.1 m do indicate there is a bias that likely varies with
the used percentile of EED data. Although an equal amount of charge increases and decreases is
not necessarily required for the optimization of the explosive energy distribution, the fact that this is
not achieved in a simplified test setup is worrisome. Using charge segment length 0.3 m might be an
effective way to suppress any biases in this idealized configuration, but it is important to also evaluate
whether this is also the case for blast patterns on a true scale. Based on the 5 by 5 test pattern results,
the most promising percentiles are those between 50% and 90%, but additional testing on full­scale
blast patterns is required to make a selection with greater confidence.

5.1.4. Optimization
The solutions displayed in Section 5.1.3 indicate that only a small number of charge adjustments are
required to achieve the optimal configuration. With a maximum of eight changes to the top of the explo­
sive columns, at most two in the same blasthole, this will likely favor optimization methods that focus
especially on exploring the solution space by searching locally. Therefore, Tabu Search is expected
to outperform the more globally oriented Genetic Algorithm. Nevertheless, GA may have useful appli­
cations in blast patterns that require more charge adjustments. Two scenarios will be examined using
both optimization methods. Scenario 1 uses the selected charge segment length of 0.3 m and an EED
cap percentile of 50%, which should result in the expected charge adjustments in holes 6, 8, 16, and 18
only. To compare the performance of the Genetic Algorithm for blast patterns with more adjustments,
the charge segment length is changed to 0.1 m for scenario 2. Having already provided the optimal
solutions in Section 5.1.3, here the focus will be on how these solutions are reached by examining the
optimization paths of the two methods, and how this is influenced by the optimization parameters.

Tabu Search is initially performed using a tabu tenure of 3 iterations. For the Genetic Algorithm, the
best results for the 5 by 5 test pattern are obtained by setting the population size to 20, and the mutation
probability to 0.025. The resulting optimization paths for both scenarios are displayed in Figure 5.22,
in which the red dots represent the first encounter of the lowest objective value found. The greater
level of detail using charge segment length = 0.1 m naturally results in better (lower) objective values,
but evidently, this causes greater computation times as well. The computation time is also the most
obvious difference between the two optimization methods, caused by their varying approaches. It
should be noted that the implemented Tabu Search method uses a more heuristic procedure, making
individual adjustments based on their effect on the objective value, while the Genetic Algorithm is more
random due to arbitrary cutting points for crossover and probability­controlled mutation. As a result,
the optimization path for a given blast pattern will always be the same when using Tabu Search, but
the ones obtained by multiple runs of a particular Genetic Algorithm are not necessarily identical.



5.1. Small­scale Tests 77

(a) TS scenario 1. (b) TS scenario 2.

(c) GA scenario 1. (d) GA scenario 2.

Figure 5.22: TS and GA optimization paths for scenarios 1 and 2.

For Tabu Search, the ‘current solution’ of each iteration is plotted, which illustrates how the procedure
attempts to depart from local optima by briefly allowing deterioration of the objective value, which is
controlled by the tabu tenure. Clearly, a better solution than the initial optimum is not found in this
configuration for the 5 by 5 test pattern. Tabu Search is stopped once a clear loop of identical values is
detected (when the last 10 solutions have already been visited before), which indicates that no further
improvements will be achieved.

Although populations in the Genetic Algorithm naturally contain solutions of varying quality, only the
very best solution of every generation is plotted. Because of the implemented generational elitism, this
best solution will never worsen and the objective value only decreases as optimization progresses. As
indicated by the step­like pattern, a couple of generations might pass in which none of the offspring
produces a better solution than the best one from a previous generation. The stopping criterion for the
Genetic Algorithm is set to 20 generations without any improvement of the objective value.
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Although the GA’s computation time is significantly longer than the TS’s, even for the second scenario
with more adjustments, it may be more useful when applied to larger datasets. Especially the first
couple of GA generations are generally quite effective, and could perhaps be used to provide a better
starting point for TS in case many adjustments must be made. As indicated by the gently sloped second
half of the optimization path in Figure 5.22d, it takes GA a lot of effort to reach the very best solution.
The first optimization parameter that will be discussed is the tabu tenure. Since this variable effectively
controls how much the Tabu Search optimization can depart from a local optimum, a lower tabu tenure
leads to less diversification. In the most extreme case, that is with a tabu tenure of 0, an unfavorable
adjustment can be directly undone. This instantly leads to a loop in the Tabu Search, as this single
adjustment will simply be repeated over and over, as illustrated by the optimization path in Figure 5.23a.
In Figure 5.23b, the resulting changes to the objective value are too small to be recognized, but the
same process applies. With a tabu tenure of 0, Tabu Search in this configuration effectively becomes
a hill­climbing algorithm, and moving away from a local optimum becomes impossible.

(a) TS scenario 1, tabu tenure = 0. (b) TS scenario 2, tabu tenure = 0.

(c) TS scenario 1, tabu tenure = 6. (d) TS scenario 2, tabu tenure = 6.

Figure 5.23: Influence of tabu tenure on TS optimization paths for scenarios 1 and 2.
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Increasing the tabu tenure, on the other hand, forces Tabu Search to look for solutions further away
from the local optimum by preventing the undoing of adjustments for a larger number of iterations. In
Figure 5.23c and Figure 5.23d it can be observed that this causes a lot more variation in the current
solution. The obvious downside is that it takes a lot longer to reach a solution loop to verify that no im­
provements will follow. In both cases, this solution loop is not reached within 100 iterations marked by
no improvement. Because scenario 2 uses the more detailed charge segment length of 0.1 m, multiple
charge adjustments in the same drillholes are required. In combination with the longer tabu tenure, this
causes optimization to take more iterations to find the optimal solution (21 iterations compared to 19
for tabu tenure = 3). Moreover, using a tabu tenure of 6 results in a slightly worse ‘optimal solution’ for
scenario 2 compared to using a tabu tenure of 3; the required combination of charge adjustments can
apparently not be achieved within a reasonable time.

Due to the implemented search radius of 5 m, the area of the block model that is affected by a single
charge adjustment is relatively small; only a small number of blastholes will influence part of a particu­
lar hole’s area. This means that, except for directly neighboring holes, charge adjustments in various
blastholes do not impact each other. Restricting the undoing or direct further adjustment in a single
hole is therefore valuable only to consider the effect of potential adjustments in neighboring holes. In
this manner, multiple charge adjustments in neighboring holes may be considered before e.g. undo­
ing an unfavorable adjustment, which could ultimately result in a net improvement. Because only the
directly neighboring blastholes are relevant, there is likely not much benefit in using a very high tabu
tenure. Although a tabu tenure of one or two iterations shorter or longer can lead to some differences in
optimization, the best performance is generally achieved with a tabu tenure of 3 iterations, which thus
permits charge adjustments in three neighboring blastholes to compensate for an unfavorable one,
before allowing its reversal.

For the implemented Genetic Algorithm, the relevant optimization variables are the population size and
the mutation probability. The tournament size could also be altered, but this is left out of considera­
tion. When the population size is reduced to 10, more generations may pass before an improvement
is found, as displayed by the corresponding optimization path in Figure 5.24a. A smaller population
will naturally lead to a reduction of solution diversity, which means it becomes less likely that beneficial
adjustments are present in the population. In the case of scenario 1, only three of the four adjustments
required to obtain the optimal solution are made before the optimization is halted due to 20 iterations
without improvement. For scenario 2 (Figure 5.24b), the larger amount of required charge adjustments
helps the algorithm to progress, despite the smaller population. It then highlights its positive aspect,
which is the improved computation time per generation; in this case, the very best ‘optimal solution’ is
actually reached, and about twice as fast compared to using population size 20.

Conversely, choosing a larger population size increases the computation time of each generation. How­
ever, since it benefits the solution diversity, chances increase that the very best solution is eventually
reached, and it might do so within a smaller number of iterations. This is especially helpful for blast
patterns that require few charge adjustments, like scenario 1 (Figure 5.24c). For scenario 2, on the
other hand, a larger population mostly increases the computation time (Figure 5.24d). These examples
show that for optimal performance of the GA, optimization parameters should be tweaked based on
the blast patterns’ particular requirements.



80 5. Results

(a) GA scenario 1, population size = 10. (b) GA scenario 2, population size = 10.

(c) GA scenario 1, population size = 30. (d) GA scenario 2, population size = 30.

Figure 5.24: Influence of population size on GA optimization paths for scenarios 1 and 2.

This can also be illustrated by varying the mutation probability. Although it acts similarly for one part by
introducing more solution diversity, selecting very high values for this parameter can also hinder opti­
mization; if too many genes are mutated, this might reduce the effectiveness of tournament selection
of parent solutions and their crossover, due to excessive alteration of offspring. Therefore, a higher
mutation probability can either increase or decrease computation times, as shown in Figure 5.25c and
Figure 5.25d.

In the current configuration, initial solutions for the GA are generated from random adjustments of one
charge segment length up or down. Whenever some holes require multiple adjustments to reach the
optimal solution, which is the case for scenario 2, this can rely more heavily on random mutations. As
observed in Figure 5.25b and Figure 5.25d, the effect on the second half of the optimization path is
limited. Although the mutation probability is higher for Figure 5.25d, it is still struggling to find the last
couple of beneficial charge adjustments. A difference that can also be spotted between Figure 5.25a
and Figure 5.25c, is that the optimization paths corresponding to a lower mutation probability seem to
become somewhat more stretched out, due to more iterations without improvement early on.
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(a) GA scenario 1, mutation probability = 0.01. (b) GA scenario 2, mutation probability = 0.01.

(c) GA scenario 1, mutation probability = 0.05. (d) GA scenario 2, mutation probability = 0.05.

Figure 5.25: Influence of mutation probability on GA optimization paths for scenarios 1 and 2.

The higher mutation probability, on the other hand, results in a more parabolic optimization path, in
which the first improvements are achieved relatively quickly. If the small number of required adjust­
ments for the optimal solution of scenario 1 can not be easily obtained from the initial population,
evidently mutation can play an important role here too. Moreover, this particular optimization path for
scenario 1 is characterized by six distinct improvements to arrive at the optimal solution, compared
to the usual four. This is most likely due to the increased mutation probability. Hence, an increased
mutation probability might contribute to a more gradual optimization path, and could thereby reduce
the chances of preemptively triggering the stopping criterion.

Clearly, the relationships between the GA optimization parameters and the resulting optimization paths
are complex, and may strongly depend on the blast pattern and characteristics of its optimal charge
adjustments solution. Keeping this in mind, an appropriate selection of these parameters is important
for efficient optimization of the Nevada 1 and Nevada 2 datasets, but the very best settings are difficult
to determine due to randomization effects. Overall, Tabu Search seems more effective at finding the
very best solution, at least for this 5 by 5 test pattern. For full­scale blasts, GA may be useful to provide
a better starting point for Tabu Search in case many charge adjustments are necessary to obtain the
optimal solution. In the 5 by 5 test pattern, however, the number of charge adjustments would clearly
not be large enough to improve computation time compared to simply using Tabu Search directly.
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5.1.5. Explosive Energy Distribution
Because an appropriate EED cap percentile can not yet be defined using only the 5 by 5 test pattern
data, this section will examine the block model and EED values corresponding to an arbitrary EED cap
percentile of 50% as an example. The other control parameters are set to the appropriate values as
defined before; a search radius of 5 m, block size of 0.2 m, and charge segment length of 0.3 m. This
setup is the same as the one used to obtain the charge adjustments solution of Figure 5.21c, and also
corresponds to scenario 1 of Section 5.1.4.

A cross­section of the block model’s planned EED values, through drillholes number 5 to 9 as in Fig­
ure 4.7, is shown in Figure 5.26. Similarly, the real EED is displayed in Figure 5.27. Optimization
by either TS or GA results in the expected charge adjustments in blastholes 6, 8, 16, and 18, and a
visualization of the resulting optimized EED can be found in Figure 5.28. The absolute difference be­
tween the planned EED and real EED represents the initial state of the optimization objective and is
given in Figure 5.29. The final state of the optimization objective is reached once these block­to­block
differences are minimized. This situation is displayed in Figure 5.30, obtained from the absolute differ­
ence between the optimized EED and planned EED. For a visualization of the effect of optimization,
Figure 5.31 shows how the block­to­block differences have changed between the initial state and the
optimized state.

Figure 5.26: Cross­section of planned EED for 5 by 5 test pattern.

Figure 5.27: Cross­section of real EED for 5 by 5 test pattern.
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Figure 5.28: Cross­section of optimized EED for 5 by 5 test pattern.

Figure 5.29: Cross­section of the difference between planned and real EED for 5 by 5 test pattern (initial state).

Figure 5.30: Cross­section of the difference between planned and optimized EED for 5 by 5 test pattern (optimized state).

Figure 5.31: Cross­section of the difference between initial and optimized state of EED differences, for 5 by 5 test pattern.
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It is evident that most of the EED values within the lower 50% percentile are located at the outer bound­
aries of the blasted area. Although some of the rocks may not receive sufficient energy for breakage
already in the planned configuration, it is important to recognize the importance of breaking the rock
mass appropriately at the intended limits, which may be affected by changes in the explosive energy
distribution, especially in those parts. By discarding the highest values in the center of the blast, the
focus is shifted towards such zones that are not set to receive a lot of explosive energy in the first place.
Any changes in EED values here are most likely to affect fragmentation.

Optimization is therefore aimed towards minimizing the differences in explosive energy in these areas
where it matters most. In Figure 5.27 it can be observed that due to the deviation of holes 7 and 9 away
from hole 8, the area of discarded EED values is altered around blasthole 8 because some blocks now
receive less explosive energy. The optimized EED in Figure 5.28 shows even more differences, caused
by the adjustments of the explosive column height in blastholes 6 and 8. Since block­to­block differ­
ences can only be calculated in blocks that hold EED values in both configurations, Figure 5.29 and
Figure 5.30 combine the ‘masks’ of discarded values for the planned EED en real EED, and planned
EED and optimized EED respectively.

Although there are some differences found in between the other drillholes, Figure 5.29 shows that the
largest differences are found around the deviated holes number 5 and 9. In Figure 5.30 it can be ob­
served that the charge decrease in hole number 6 and increase in hole number 8 lead to reductions of
the EED differences in the areas between these holes and holes 5, 7, and 9, in the upper part of the
blast. However, these charge adjustments also introduce new differences directly above blastholes
6 and 8. By comparing the original differences of Figure 5.29 with the differences after optimization
of Figure 5.30, Figure 5.31 is obtained. This figure is a more convenient representation of the effect
of optimization on the EED differences and illustrates what was described before. What is especially
striking, is the magnitude of the added differences related to the charge increase in blasthole 8 com­
pared to those related to the charge decrease in hole 6; adjustments in opposite directions evidently
have a different effect on the EED differences.

When the block model is examined from a top­down point of view, one can get a better overview of the
low EED zones. Besides near the surface and at the outer vertical boundaries, low EED blocks can
also be found near the bottom of the core of the blast, as illustrated in Figure 5.32a. Similarly, the low
EED zone found in the upper section of the blast also extends a bit further down in the areas furthest
away from the blastholes, as shown in Figure 5.32b. Although changes to the EED in these areas are
of course still considered during optimization, the EED differences are more clearly visible at elevations
closer to the surface, which contain more low­valued blocks.

In Figure 5.33, the explosive energy distribution at z = ­1.0 m is displayed for the various configura­
tions. It should be noted that for the planned EED, real EED, and optimized EED, in Figure 5.33a,
Figure 5.33b, and Figure 5.33c respectively, the EED scale is changed compared to Figure 5.32a and
Figure 5.32b for a more detailed view. The figures then show that the real EED values near blastholes
6 and 18 are higher compared to the planned EED, while the neighborhood of holes 8 and 16 see a
decrease. This is caused by deviation of nearby holes away from numbers 8 and 16, and towards
numbers 6 and 18. By increasing the height of the explosive column in holes 8 and 16, and reducing it
in holes 6 and 18, these undesired changes to the EED are somewhat mitigated in the optimized EED.
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(a) z = ­6.0 m. (b) z = ­ 1.6 m.

Figure 5.32: Top­down view of planned EED at z = ­6.0 m and z = ­1.6 m.

(a) Planned EED. (b) Real EED.

(c) Optimized EED. (d) EED difference (initial).

(e) EED difference (optimized). (f) Changes initial to optimized EED differences.

Figure 5.33: Top­down view of the various EED configurations and their differences at z = ­1.0 m.



86 5. Results

As can be seen in Figure 5.33d, EED differences are not only found around blastholes 6, 8, 16, 18,
and at areas in between these and the deviated holes; relatively large differences also occur near the
deviated drillholes themselves. The difference between the planned EED and the optimized EED (Fig­
ure 5.33e) shows that the latter remain mostly unchanged, as optimization focuses on decreasing EED
differences in areas in between drillholes. The effect of optimization on the EED differences in Fig­
ure 5.33f reaffirms what was already deduced from Figure 5.31; EED differences are indeed reduced
effectively in blocks that lie in the middle of multiple (deviated) drillholes, but this is achieved at the cost
of introducing new differences closer to the holes in which the charge adjustments are made. Once
again, greater differences seem to be added by the charge increases in blastholes 8 and 16 compared
to the reductions in holes 6 and 18. Moreover, the charge reductions lead to more decreases of EED
differences, at least at this elevation.

(a) Planned EED. (b) Real EED.

(c) Optimized EED. (d) EED differences.

Figure 5.34: Frequency distributions of the various EED configurations and their differences, for the block model of the 5 by 5
test pattern using EED cap percentile 50%.
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The frequency distributions of the EED values found in the block model for each configuration are given
in Figure 5.34. Because of the EED cap percentile of 50%, all values above ~1.2 are removed, and
therefore only the lowest values remain. The planned EED shows the highest frequency for EED values
of around 0.3, while the real and optimized EED contain more values that are slightly higher than this.
Of course, there are other minor differences, but the consequences of drillhole deviation and charge
adjustments do not have extreme impacts on the frequency distribution of EED values. A bit more
detail can be found in frequency distributions of the EED differences. The block­to­block differences
between the planned EED and real EED, labeled as ‘initial differences’ in figure d, and the block­to­
block differences between the planned EED and optimized EED, labeled as ‘optimized differences’, are
plotted in one figure to illustrate, once again, the effect of optimization. The lower frequency of EED
differences between 0.03 and 0.1 for the optimized case indicates that most improvements attributed
to optimization are found in this range. However, this comes at the cost of more EED differences of
smaller magnitude (0.01­0.02).

Evidently, this leads to a net improvement of the objective value, the mean EED difference, of 5.15%.
In Table 5.8, this value is listed among the improvements resulting from optimization of the 5 by 5
test pattern using other EED cap percentiles. The reader is reminded that not all of the EED cap
percentiles lead to the same charge adjustment solutions, as found in Section 5.1.3. Naturally, a higher
EED cap percentile leaves higher EED values in the block model, and therefore the mean EED rises
as well. The higher EED values clearly lead to larger EED differences, which become increasingly
difficult to mitigate by adjusting the height of explosive columns through optimization, as indicated by
the decreasing improvement. In combination with the retrieved charging adjustment solutions found
in Section 5.1.3, choosing an appropriate EED cap percentile becomes mostly a consideration about
which minimal portion of EED data is still representative for the blast; low EED cap percentiles result
in much higher improvements, but they only represent a small part of the data.

Table 5.8: Initial and optimized objective values for each EED cap percentile, and the corresponding improvements obtained
with charge segment length 0.3 m.

EED cap

percentile

Mean

planned EED

Mean initial

EED difference (𝑍)
Mean optimized

EED difference (𝑍)
Improvement

of EED difference

10% 0.1952 0.0081 0.0047 41.85%

20% 0.2718 0.0141 0.0107 24.14%

30% 0.3465 0.0194 0.0166 14.33%

40% 0.4348 0.0266 0.0250 6.07%

50% 0.5485 0.0371 0.0352 5.15%

60% 0.6792 0.0499 0.0476 4.66%

70% 0.8124 0.0633 0.0608 4.03%

80% 0.9552 0.0816 0.0787 3.55%

90% 1.1705 0.1195 0.1177 1.49%

100% 2.8531 0.6410 0.6410 0.00%
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5.2. Nevada 1 Dataset
After examining the explosive energy distribution optimization system on a test scale, it will now be ap­
plied to the first full­size dataset Nevada 1. As described in Section 4.1, this dataset only contains the
planned drillhole locations. To simulate deviations for the real drillhole setup, their x­ and y­coordinates
are randomly adjusted by values selected from a uniform distribution. As described in Section 4.3,
two scenarios are considered; the first scenario uses a uniform distribution ranging from ­0.5 to 0.5 m
to produce a mean deviation in the xy­plane of 0.37 m, while the second is characterized by a mean
deviation of 0.19 m obtained through a uniform distribution ranging from ­0.25 to 0.25 m. These figures
correspond to the first randomization (R1) as listed in Table 4.4.

In Section 5.2.1, the charge adjustment solutions resulting from optimization with the different EED
cap percentiles are first evaluated to select the most appropriate option. Based on these findings, the
subsequent sections will continue using only themost suitable EED cap percentiles with both scenarios.
The performance of the Genetic Algorithm and Tabu Search optimization methods is then compared in
Section 5.2.2, and finally, Section 5.2.3 will present the explosive energy distribution as calculated in
the block model for the various drillhole setups and charging configurations to illustrate the beneficial
effects of this optimization.

5.2.1. Charge Adjustments
This section will start with a comparison of the charging adjustments suggested by the solutions ob­
tained from optimization (Tabu Search, with tabu tenure 3) of scenario 1, using the different EED cap
percentiles. The relationship between charge increases and charge reductions changes depending on
this variable, as discussed in Section 5.1.3, and therefore it affects the total number of adjustments
made in each direction. Because it is desirable that the total amount of explosives used in the blast
does not change too much from the planned quantity, it is assumed that this relationship is in balance
when optimization results in an equal amount of charge increases and reductions. The adjustments
obtained from optimization ran with the different EED cap percentiles are shown in Table 5.9.

Table 5.9: Number of charge reductions and increases by segment length 0.3 m for Nevada 1 dataset with random deviations
picked from a uniform distribution between ­0.5 and 0.5 m (scenario 1).

EED cap percentile Charge reductions Charge increases Balance

10% 65 47 ­18

20% 67 144 +77

30% 51 63 +12

40% 38 41 +3

50% 40 41 +1

60% 43 39 ­4

70% 49 31 ­18

80% 54 26 ­28

90% 58 8 ­50

100% 557 1 ­556
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Besides the odd outcome for the EED cap percentile of 10%, which supposedly leaves too little data for
a representative outcome, there is a clear trend visible in the balance of charge increases and reduc­
tions; the lower EED cap percentiles produce a positive bias, and more and more charge reductions
are made as it is increased. When the full 100% of the EED values is considered, this leads to an
enormous number of reductions. In most blastholes, the top of the explosive column is lowered all the
way down to the enforced limit, while only one charge increase is made.

The most promising EED cap percentiles are 40%, 50%, and 60%, which result in a nearly constant
amount of explosives compared to the planned blasthole configuration, though still include around
80 adjustments in total. To assess the validity of this approach, as well as make a final choice for
the most suitable EED cap percentile, the three candidate percentiles are tested using the different
randomizations as listed in Table 4.4. The corresponding charge adjustment balances obtained through
optimization can be found in Table 5.10.

Table 5.10: Charge adjustment balances for various randomizations of scenarios 1 and 2, with EED cap percentiles 40­60%.

Scenario 1 Scenario 2

40% 50% 60% 40% 50% 60%

+3 +1 ­4 ­4 ­4 0

­1 0 ­1 0 ­3 ­2

­4 ­5 ­15 0 ­1 ­3

+10 +8 +3 2 ­1 1

0 +1 ­3 5 3 3

Examination of Table 5.9 and Table 5.10 leads to believe that even though the various deviation ran­
domization might seem quite similar at first sight in terms of statistics, their effect on optimization is
not necessarily the same. This can of course be attributed to the interaction between the drillholes,
and in particular to which direction they have deviated in relation to each other. The trend of more
charge increases at lower EED cap percentiles and more reductions at higher ones clearly remains.
However, closing in on the zero­balance does not always seem to happen in the 40­60% range; for
scenario 1, this may occur at a lower EED cap percentile for the 3rd randomization, or at a higher one
for the 4th randomization. Although some of the differences are smaller in scenario 2, possibly related
to the smaller deviations, its 5th randomization might achieve the zero­balance at a higher EED cap
percentile too.

Nevertheless, when these results are combined, the average balance achieved with an EED cap per­
centile of 50% is ­1, while the 40% option gives an average balance of +11, and 60% gives ­21. Overall,
using the lower 50% percentile of EED values, therefore, seems the most appropriate choice. Although
this appears to be the best way to balance the charge reductions and increases, these results do in­
dicate that it is not a fail­safe method to obtain an exactly equal amount of explosives as used in the
planned configuration. Therefore, the quantity of the explosive will still be constrained to prevent alter­
ation of the blast’s overall powder factor, as discussed in Section 3.3, by enabling the constraints of
Equation (3.9) and Equation (3.10).
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When these constraints are applied to the 1st randomization of scenario 1, using an EED cap per­
centile of 50%, the result of Tabu Search optimization is the charge adjustment solution as illustrated
in Figure 5.35. A first observation is that the final height of the explosive column is adjusted more than
once in only one blasthole. Because the deviations are quite large, especially considering the drillhole
diameter is only 0.125 m, a relatively large amount of charge adjustments is made; this optimal solution
results in 40 charge increases and 40 reductions of segment length 0.3 m. Since the total number of
drillholes in this blast is 243, nearly a third of these would see an alteration of the planned charging
instructions.

Figure 5.35: Visualization of Nevada 1 (scenario 1) optimized solution.

Although a number of adjustments are isolated, they are often found in groups. Clusters of both charge
increases and reductions can be recognized, as well as combinations of the two. This emphasizes
the interaction between adjustments in nearby drillholes, as the contribution of one adjustment to the
EED values in surrounding blocks clearly influences adjustments in neighboring holes. If, for example,
a charge increase in one blasthole does not sufficiently reduce the EED differences caused by the
deviations, another increase in one of the neighboring holes may be helpful. This clearly seems favored
over larger adjustments in a single hole. Conversely, if one charge increase results in a surplus of
explosive energy in the surrounding area, the charge height may be reduced in neighboring holes to
compensate for this. It should also be noted that for various drillholes that have been significantly
deviated, this solution does not suggest any alteration of the explosive column height. This is likely due
to charge adjustments in nearby holes that already (partly) compensate for the EED differences. At the
same time, more adjustments could introduce too many new differences around neighboring blastholes
to result in an improvement of the objective value.
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An identical approach for the second scenario using the Nevada 1 dataset leads to the charge adjust­
ment solution displayed in Figure 5.36. Because here the mean deviation in the xy­plane is only 0.19
m, as opposed to 0.37 m for scenario 1, the total number of adjustments is greatly reduced; only 10
charge increases and decreases are recommended by the optimal solution, for a total of 20 adjusted
holes out of the 243. All holes are adjusted by only one charge segment length. Apart from a cluster in
the top­right corner of the blast, most adjustments are made independent of each other. This indicates
that there is little interaction between individual adjustments, and the effect of the tabu­mechanism may
be limited.

Figure 5.36: Visualization of Nevada 1 (scenario 2) optimized solution.

A notable observation in Figure 5.36 is that most charge adjustments are made in drillholes at the outer
boundaries of the blast pattern, especially the reductions. Out of the 10 charge reductions, 8 are found
in the outermost holes, with the other two located just one row inwards. Because blastholes at the
boundaries of the blast have one ‘open’ side to which there are no other blastholes to compensate for
small increases or decreases in EED, this could lead to larger differences than in areas where this is
not the case and thereby increase the need for charge adjustments. Another factor may be the EED
cap percentile of 50%. As observed in Section 5.1.5 for the 5 by 5 test pattern, the low EED values
that remain are found mostly in the upper part of the blast and at the vertical boundaries, which could
explain the focus on blastholes at the boundaries of the blast. The EED block model for the Nevada 1
dataset will be examined in Section 5.2.3.
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5.2.2. Optimization
Similar to the approach in Section 5.1.4, the optimization paths for Tabu Search and Genetic Algorithm
can be plotted for scenarios 1 and 2 of the Nevada 1 dataset to compare the performance of these
optimization methods. The results can be found in Figure 5.37 and Figure 5.38. An important difference
with the 5 by 5 test pattern is incorporation of a starting boost for the Tabu Search algorithm to reduce
the duration of optimization. As described in Section 3.3, this mechanism performs the three best
charge adjustments at once, without recalculation of the EED block model, until this procedure does
not result in an overall improvement of the objective value anymore.

(a) Tabu Search.
(b) Genetic Algorithm.

Figure 5.37: TS and GA optimization paths for scenario 1.

For scenario 1 (Figure 5.37), this point is clearly reached after about 20,000 seconds, where the opti­
mization path initially flattens out. Once the Tabu Search returns to optimization by making adjustments
one by one including recalculation of the explosive energy distribution for each adjustment, the solution
is further improved. For scenario 1, charge adjustments are often made in blastholes that are in close
vicinity of each other, as illustrated previously in Figure 5.35, and switching to one adjustment at a time
evidently has a positive impact on the final solution. Without the starting boost, however, the largest
improvements in the initial stages of optimization would take approximately three times as long.

Despite the relatively large number of charge adjustments, the Genetic Algorithm (figure b) shows no
benefit over Tabu Search, even in the first couple of generations. Using a mutation probability of 0.005
and population size of 20, it took almost 44,600 seconds to produce the first marginal improvement,
which is close to the total computation time of the Tabu Search method. The stopping criterion was
changed to 10 iterations without any improvement to prevent the time­consuming process of finding the
last couple of beneficial charge adjustments. The computation time for this configuration was already
12.6 days, and the obtained solution is slightly worse than the one obtained using TS. The solutions
generated by GA seem to be too random to compete with the more heuristic approach of Tabu Search.
Using GA to generate a better initial solution for TS would only increase computation times, so simply
using TS directly is still more efficient than such a hybrid method. Because of the vast difference in
computational efficiency in the scenario that should be most suitable for the Genetic Algorithm, this
method will not be examined any further.
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The optimization path for scenario 2, displayed in Figure 5.38a, shows the optimal solution is achieved
right at the end of the starting boost since the objective value does not increase or plateau at an inter­
mediary level. Although scenario 2 mostly consists of charge adjustments in independent blastholes,
this indicates that the program is capable of dealing with some clustering of adjusted holes already
during the starting boost. If the total explosives quantity constraint is released, a nice example of the
tabu mechanism arises in Figure 5.38b. After roughly 10,000 seconds, Tabu Search forces an unfa­
vorable charge adjustment, which allows optimization to move away from the local optimum to find a
better solution.

(a) Constrained. (b) Unconstrained.

Figure 5.38: TS optimization paths for scenario 2.

5.2.3. Explosive Energy Distribution
In this section, information derived from the EED block model corresponding to the different drillhole
and charging configurations will be presented. This was obtained using the previously specified control
parameters; a search radius of 5 m, block size of 0.2 m, charge segment length of 0.3 m, EED cap
percentile of 50%, and application of the total explosives quantity constraint. The optimized solutions
correspond to the two scenarios already described in Section 4.3, and as illustrated in Figure 5.35 and
Figure 5.36. First, cross­sectional views of the block model will give a general idea of which blocks are
above the EED cap threshold and are therefore discarded, and in which areas the remaining blocks can
be found that are used for optimization. By comparing EED values of the blocks corresponding to the
different configurations, the effect of optimization on the explosive energy distribution is demonstrated.

Because of the larger deviations and the consequently greater amount of charge adjustments, the real
and optimized EED corresponding to scenario 1 are used. These cross­sections are taken at y = 779.87
m, and only span part of the blast. The planned EED, real EED, and optimized EED throughout this
slice of the block model are displayed in Figure 5.39, Figure 5.40, and Figure 5.41 respectively. In
Figure 5.42, the absolute differences between the planned EED and real EED are shown, representing
the starting point for optimization. Similarly, Figure 5.43 illustrates the differences between the planned
EED and optimized EED, which is directly connected with the best objective value. Finally, the beneficial
effect of optimization is demonstrated in Figure 5.44 through the difference between the initial and
optimized state of the EED differences.
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Figure 5.39: Cross­section of planned EED for dataset Nevada 1, at y = 779.87 m.

Figure 5.40: Cross­section of real EED for dataset Nevada 1, at y = 779.87 m.

Figure 5.41: Cross­section of optimized EED for dataset Nevada 1, at y = 779.87 m.

Figure 5.42: Cross­section of the difference between planned and real EED for dataset Nevada 1, scenario 1 (initial state of the
objective), at y = 779.87 m.
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Figure 5.43: Cross­section of the difference between planned and optimized EED for dataset Nevada 1, scenario 1 (optimized
state of the objective), at y = 779.87 m.

Figure 5.44: Cross­section of the difference between initial and optimized state of EED differences, for dataset Nevada 1,
scenario 1, at y = 779.87 m.

It should come as no surprise that most remaining blocks with EED values below the EED cap threshold
are found at the boundaries of the block model, similar to what was observed in the 5 by 5 test pattern
in Section 5.1.5. Because the cross­section is not taken parallel to the blast pattern rows, these figures
also illustrate the situation in between the drillholes; even in the center of the blast, relatively low EED
value blocks can be found until a depth of z = 956 m, and up to z = 952 m connecting to the bottom of
the blast. As a result of the significant drillhole deviations for scenario 1, the real and optimized EED in
Figure 5.40 and Figure 5.41 even show multiple low EED areas passing all the way from the top to the
bottom of the block model. Although at first sight the real EED looks almost identical to the optimized
EED, small dissimilarities can be found in their differences with the planned EED.

In Figure 5.42 and Figure 5.43 it can be observed that differences in EED are quite spread out through
the block model, due to the relatively large drillhole deviations. Although there is an obvious large zone
around x = 195 m as one of the exceptions, many deviations are found directly above the ‘drillhole
shadow’ of discarded blocks, in the upper part of the blast. This can likely be directly attributed to the
movement of the drillholes with respect to the planned setup. Smaller differences are also found in
the areas in between these areas of discarded blocks, at lower elevations. The effect of the charge
adjustments, however, is most prominent in their direct vicinity. This is where some of the differences
between Figure 5.42 and Figure 5.43 may be observed. For a more convenient representation, the
difference between this initial and optimized state of the objective is presented in Figure 5.44. Although
it can be challenging to observe the effect from this cross­section because it is not taken parallel to the
blasthole rows, it seems like the same phenomenon is observed as in Figure 5.31; directly above the
drillhole, charge adjustments lead to new EED differences. This is an undesired effect of providing the
required alteration of EED values in blocks further away and in between blastholes.
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For amore complete overview of the blast, top­down views of the planned EED, real EED, and optimized
EED at z = 959m are given in Figure 5.45, Figure 5.46, and Figure 5.47 respectively. These correspond
to the first scenario with deviations in both the x­ and y­direction picked from a uniform distribution
ranging from ­0.5 m to 0.5 m. The differences between the planned and real EED form once again
the initial state of the objective, illustrated in Figure 5.48, and the difference between the planned and
optimized EED, shown in Figure 5.49, represents its optimized state. The difference between these
states is displayed in Figure 5.50.

Figure 5.45: Top­down view of planned EED for dataset Nevada 1, at z = 959 m.

The first observation that can be made in these figures is that the lowest values are generally found
at the boundaries of the blast. This is of course partly caused by the 5­meter search radius around
each blasthole, of which the contours can be clearly identified. It should be noted that not all blocks at
these boundaries for which the EED is calculated must necessarily result in broken rock. However, to
ensure that the rock mass is broken and fragmented as intended, which is especially important in these
areas of the blast, the real or optimized EED should still be as close as possible to the planned EED.
Because these EED values are relatively low and only receive energy from one or two blastholes,
deviation of holes at these boundaries can have a significant impact. Although the planned EED in
Figure 5.45 shows of course a very consistent EED pattern throughout the block model because the
spacing and burden is kept constant. The real EED for scenario 1 in Figure 5.46, however, is clearly
not as continuous; the large deviations in drillhole locations cause changes to the EED in many areas
of the blast, where zones of relatively elevated EED values alternate with areas of lower values.
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Figure 5.46: Top­down view of real EED for dataset Nevada 1, scenario 1, at z = 959 m.

Figure 5.47: Top­down view of optimized EED for dataset Nevada 1, scenario 1, at z = 959 m.
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Figure 5.48: Top­down view of the difference between planned and real EED for dataset Nevada 1, scenario 1 (initial state of
the objective), at z = 959 m.

Figure 5.49: Top­down view of the difference between planned and optimized EED for dataset Nevada 1, scenario 1 (optimized
state of the objective), at z = 959 m.
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Due to the applied EED cap, the largest differences generally occur in between multiple deviated drill­
holes, as expected. This can be observed clearly in Figure 5.48. This figure also shows that many
differences occur at search radius circles around blastholes. If a hole has deviated, this means that
the area of the block model that lies within the search radius is also changed. Blocks that previously
did not lie within range and did therefore not receive any explosive energy from a particular blasthole,
may receive some in case the hole is moved towards them in the real drillhole configuration, and vice
versa. Although the contribution of explosive charges was found to be negligible at a search radius of
5 meters in Section 5.1.1, Figure 5.48 indicates that interactions around the search radius could still be
of influence to EED differences.

Although at this scale it is challenging to identify areas in Figure 5.49 that show improvement compared
to Figure 5.48, a striking difference is the size of some of the discarded areas around blastholes.
As a result of the charge adjustments, which can be found in Figure 5.35 for reference, these areas
around adjusted blastholes become larger or smaller depending on the direction of the adjustment; a
charge increase will lead to quite a strong increase in EED values in blocks directly above the charge,
and therefore a larger area is discarded. Conversely, if the top of the explosive column is lowered,
EED values in nearby blocks above the blasthole will receive significantly less explosive energy, which
means more blocks get below the EED cap threshold.

Figure 5.50: Top­down view of the difference between initial and optimized state of EED differences, for dataset Nevada 1,
scenario 1, at z = 959 m.
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Finally, Figure 5.50 illustrates the effect of optimization on the objective by comparing its initial state to
the optimized state. Although the 5 by 5 blast pattern test showed that charge adjustments generally
introduce new EED differences in the direct vicinity of its location, but lead to lower EED differences
further away (Figure 5.33f), this is not always the case for the Nevada 1 dataset with scenario 1 ran­
dom deviations, at least at this elevation. Due to the random nature of the deviations, as opposed to
predefined ones that make multiple holes collectively move away from or towards another drillhole, a
different dynamic is found. Instead of being divisible in inner and outer rings of negative/positive alter­
ations to EED differences, here the effect appears to be more of a split between two sides; at one side
of the blasthole the differences in EED are lowered, while at the other side they increase. This can be
observed in numerous drillholes at the boundaries of the blast, but also emphasizes the cooperating
effect of clusters of adjusted blastholes.

The same procedure can be applied to the second scenario, which has taken random deviations in
from a uniform distribution between ­0.25 m and 0.25 m. The planned EED will of course remain
the same, but due to the different drillhole locations in the real EED setup, all other EED values will
also change since this is a different optimization case, corresponding to the solution as presented in
Section 5.2.1 (Figure 5.36). The real EED corresponding to this setup is displayed in Figure 5.51,
followed by the optimized EED in Figure 5.52. The difference between the planned EED and real EED
represents the initial state of optimization and is given in Figure 5.53. Similarly, Figure 5.54 provides the
difference between the planned EED and optimized EED, which is analogous to the optimized state of
the objective. The last top­down view demonstrates the effect of optimization on the explosive energy
distribution by comparing the initial state of the objective to the optimized one, in Figure 5.55.

Figure 5.51: Top­down view of real EED for dataset Nevada 1, scenario 2, at z = 959 m.
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Figure 5.52: Top­down view of optimized EED for dataset Nevada 1, scenario 2, at z = 959 m.

Figure 5.53: Top­down view of the difference between planned and real EED for dataset Nevada 1, scenario 2 (initial state of
the objective), at z = 959 m.
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Figure 5.54: Top­down view of the difference between planned and optimized EED for dataset Nevada 1, scenario 2 (optimized
state of the objective), at z = 959 m.

Figure 5.55: Top­down view of the difference between initial and optimized state of EED differences, for dataset Nevada 1,
scenario 2, at z = 959 m.
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The real EED for scenario 2, shown in Figure 5.51, looks a lot more consistent throughout the block
model than the real EED corresponding to scenario 1 (Figure 5.46). Although there are still some ar­
eas that receive a little less or more explosive energy than intended, EED values are generally more in
line with the planned EED (Figure 5.45), as should logically be expected due to the smaller deviations.
It is no coincidence that optimization of this second scenario results in less charge adjustments than
scenario 1. Nevertheless, the small number of adjustments can still be identified in the optimized EED
(Figure 5.52) by the altered size of the discarded EED data around the adjusted blastholes.

In Figure 5.53 and Figure 5.54, the EED differences corresponding to the initial and optimized state of
the objective respectively are clearly of a different magnitude than those observed in scenario 1. Al­
though the EED differences are still often found in somewhat larger zones, apparently they are not high
enough to warrant the clustered adjustment of multiple blastholes. As can be confirmed in Figure 5.36,
some adjustments are made in such areas, but the majority consists of single isolated adjustments.
Evidently, adjusting multiple holes in close vicinity of each other would compensate for more explosive
energy than required, and has therefore become unfavorable. Only in the top­right corner of the blast,
there is one cluster of adjusted blastholes where the EED differences caused by drillhole deviations
are large enough.

Although the two­way split between the reduction and increase of EED differences around the adjusted
blastholes can still be observed in Figure 5.55, the deteriorating component often seems to extend fur­
ther than the improving component, at least at the examined elevation of z = 959 m. This can again be
attributed to the smaller EED differences; when these differences are relatively small, their reduction
is naturally more limited, while overcompensation by 0.3 m charge adjustments, on the other hand,
becomes more likely.

The frequency distributions corresponding to the various EED configurations can be found in Fig­
ure 5.56 for scenario 1, and Figure 5.57 for scenario 2. For both cases, the frequency distributions
are cut off at 0.391, which corresponds to the EED cap percentile of 50%. In the distributions for the
planned EED, real EED, and optimized EED, at least two peaks can be clearly observed around 0.06
and 0.14, and possibly a third around 0.39. Because the remaining data is discarded, it is difficult to tell
whether the top of this peak is reached within this window. A striking difference between the planned
EED and real EED is the smoothening of the frequency distribution; apparently the random deviations
contribute to a somewhat more continuous distribution of EED values, compared to the planned EED
which is quite irregular, especially between 0.1 and 0.25.

For scenario 1, the real EED also smoothens the higher frequency values between 0.25 and 0.3. This
also occurs for scenario 2, but the effect is not large enough to completely remove it here. Inspection of
the real EED and optimized EED do not reveal very large differences, suggesting that the overall effect
of the optimization on the EED frequency distribution is limited. The effect of optimization is illustrated
in more detail by Figure 5.56d, which compares the frequency distributions of the EED difference cal­
culated from the planned EED and real EED (initial differences) to those calculated from the planned
EED and optimized EED (optimized differences). In this figure, the same effect is observed as in Fig­
ure 5.34d; optimization reduces the number of overall differences between 0.01 and 0.06, at the cost
of introducing more differences smaller than 0.01. Although this trend is still visible in scenario 2, the
small amount of adjustments makes these changes barely visible anymore.
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(a) Planned EED. (b) Real EED.

(c) Optimized EED. (d) EED differences.

Figure 5.56: Frequency distributions of the various EED configurations and their differences, for dataset Nevada 1, scenario 1.

(a) Planned EED. (b) Real EED.

(c) Optimized EED. (d) EED differences.

Figure 5.57: Frequency distributions of the various EED configurations and their differences, for dataset Nevada 1, scenario 2.
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Finally, the initial and optimized objective values calculated from the EED block models are listed in
Table 5.11, along with the corresponding improvement expressed as percentages. Although these
improvements are not enormous, it should be noted that the objective value is calculated from the
differences throughout the entire blockmodel. Because the charges in most drillholes remain unaltered,
much of the EED differences are not addressed. In areas where many drillholes are adjusted, local
improvements may therefore be much higher. Despite its smaller improvement, the adjustments made
in scenario 2 could be seen as more effective; the 0.53% improvement was achieved by making a total
of 20 charge adjustments, while scenario 1’s improvement of 1.54% required 80 adjustments.

Table 5.11: Initial and optimized objective values for scenarios 1 and 2 of dataset Nevada 1, and corresponding improvements.

Mean

planned EED

Mean initial

EED difference (𝑍)
Mean optimized

EED difference (𝑍)
Improvement

of EED difference

Scenario 1 0.1987 0.0242 0.0239 1.54%

Scenario 2 0.1987 0.0141 0.0140 0.53%

However, one should take note of the fact that only a portion of the block model is affected by the charge
adjustments. If only these blocks are considered, the calculated improvements are larger. Table 5.12
lists this portion of blocks whose EED difference is altered due to optimization, and the improvement
calculated from just these blocks. Especially the improvement for scenario 2 becomes a lot larger in
this manner, due to the relatively small percentage of affected blocks, which is of course related to the
smaller number of adjusted blastholes.

Table 5.12: Number of blocks affected by optimization and improvements for scenarios 1 and 2 of dataset Nevada 1.

Total number of blocks

in optimized EED

Blocks affected by

optimization

Improvement

of EED difference

in affected blocks

Scenario 1 6,648,445 2,934,202 (44.1%) 2.31%

Scenario 2 6,539,128 1,024,052 (15.7%) 2.14%
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5.3. Nevada 2 Dataset
The explosive energy distribution optimization program has been successfully applied to the Nevada 1
dataset in combination with random drillhole deviations. Now that this approach has produced satisfy­
ing results, and is found reasonably consistent with different magnitudes of drillhole deviation as well as
numerous randomizations, the next step is to assess its functioning using the Nevada 2 dataset. Con­
trary to the Nevada 1 data, this one comes with both planned and actual drillhole locations, meaning
the real EED, and thereby also the optimization of charge heights, will be based on real data instead
of randomly fabricated drillhole deviations.

To start off, Section 5.3.1 will present the charge adjustment solutions for the Nevada 2 dataset, ob­
tained using the same control parameters as previously applied in the optimization of the Nevada 1
dataset. For evaluation of the consistency of the approach that has been developed in Section 5.1 and
Section 5.2 using the 5 by 5 test blast pattern and the Nevada 1 dataset, it is important to examine the
results of optimization both with and without the explosives quantity constraint. The remaining sections
of this chapter only consider the former option. The performance of the optimization methods will be
briefly discussed in Section 5.3.2, followed by an overview of the EED data derived from the block
model for the various drillhole location and charging configurations in Section 5.3.3.

5.3.1. Charge Adjustments
Contrary to the broad investigation of charge adjustment solutions in the similar Section 5.2.1 for the
Nevada 1 dataset to determine an appropriate EED cap percentile, this section will be more targeted
at validation of the selected 50% EED cap percentile and presenting the optimal solution obtained
through this method. As a brief reminder, this particular setting was chosen because it resulted in the
most evenly distributed number of charge reductions and increases before the explosives quantity con­
straint was applied to enforce this. Although the optimal solution for the Nevada 2 dataset will also be
subjected to this constraint, it is important to verify whether this criterion can be approximated without it,
as this would indicate a certain degree of consistency in the applied procedure. The charge adjustment
solution obtained by Tabu Search, without constraining the total amount of explosives used, is visu­
alized in Figure 5.58. Like before, the other control parameters are set as following; a search radius
of 5 m, block size of 0.2 m, charge segment length of 0.3 m, and EED cap percentile of 50%. The
tabu tenure is still set to three iterations, and optimization is boosted at the start to reduce the overall
computation time.

Without constraining the total amount of explosives, optimization of the Nevada 2 dataset results in a to­
tal of 9 charge reductions and 6 increases. Although these numbers do not represent a perfect balance
of the explosives quantity compared to the planned figures, they do indicate that optimization using the
identified optimal settings is relatively consistent with the findings of the Nevada 1 dataset. One could
argue that 50%more charge reductions are made relative to the number of charge increases, but this is
of course influenced by the low number of total adjustments made for this dataset. When the number of
overall charge adjustments is considered, a balance of ­3 fits in well with the outcomes of the different
randomizations for dataset Nevada 1, as listed in Table 5.10. Therefore, the complex relationships be­
tween improvements of the objective value, drillhole deviations, and the EED cap percentile, that were
examined in Section 5.1.3 for the 5 by 5 test pattern and in Section 5.2.1 for the Nevada 1 dataset, also
seem applicable to the Nevada 2 data using actual drillhole deviations.
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Figure 5.58: Visualization of Nevada 2 optimized solution (without total explosives quantity constraint).

After confirmation of the reliability of the chosen approach to produce a solution featuring a reasonably
balanced number of charge reductions and increases for the Nevada 2 dataset without constraining the
total amount of explosives, optimization is then performed with this constraint activated. The resulting
charge adjustment solution is displayed in Figure 5.59. Although most adjustments remain, forcing the
zero­balance of charge reductions and increases naturally leads to some differences. Compared to
the unconstrained setup, two charge reductions are missing, and one increase is added for a total of
14 adjustments.

It should be noted that most of the adjustments are found at the boundaries of the blast, where at least
one side is relatively unaffected by other blastholes. This could mean that charge adjustments in holes
at the pattern boundaries cause less excessive or lacking EED contributions than those in the center of
the blast, and are therefore more easily adjusted, as observed in Section 5.2 for the Nevada 1 dataset.
However, due to irregular drilling at the western and southern end of the blast, many strongly deviated
drillholes are found in exactly these boundary areas of the blast, and these holes are often the ones
that are adjusted. Therefore, the magnitude of deviations seems to be the most important factor to
cause charge adjustments, and not just the positioning of a drillhole at the edge of the blast pattern.



108 5. Results

Figure 5.59: Visualization of Nevada 2 optimized solution (with total explosives quantity constraint).

Examination of the drillholes that have deviations of one drillhole diameter or larger, as identified in Ta­
ble 4.3, shows that charge increases are made in holes number 6264, 6330, and 6184, and decreases
are made in holes number 6275, 6341, and 6342. Evidently, charge adjustments are not simply per­
formed in the most deviated drillholes; out of the 26 holes for which the deviation exceeds the threshold
of one drillhole diameter, 0.200 m in this case, charge adjustments were made in only 6 cases. This
indicates that large deviations by themselves are not necessarily compensated by charge adjustments,
since this is also dependent on the position of nearby drillholes. The opposite is also true; large devia­
tions are not a prerequisite for charge adjustments. 8 out of the 14 adjustments are made in drillholes
with deviations smaller than one drillhole diameter. The cluster of adjustments in the core of the blast
pattern is a good example of this; here, one very deviated drillhole leads to both charge increases and
decreases in surrounding holes that are positioned relatively accurately.

5.3.2. Optimization
Because the total number of drillholes where the explosive column is adjusted is not significantly higher
for the optimal solution of Nevada 2 compared to Nevada 1, it appears redundant to consider optimiza­
tion using the Genetic Algorithmmethod due to its exorbitant computation times. Therefore, this section
only provides the optimization path corresponding to the explosives quantity constrained Tabu Search
with a tabu tenure of three iterations and starting boost activated, which is illustrated in Figure 5.60.
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Figure 5.60: Tabu Search optimization path of Nevada 2 dataset, with explosives quantity constraint.

This optimization path once again nicely visualizes the effect of the tabu tenure mechanism; before
reaching the lowest objective value, the solution is momentarily deteriorated to a slightly higher ob­
jective value. By placing previously adjusted holes on the tabu list, optimization is forced to search
beyond the current optimal solution. Clearly, the solution reached before the increase of the objective
value represented a local optimum. Because the latest adjusted drillhole was temporarily placed on the
tabu list, a different adjustment became the most viable and led to the departure from the local optimum.

Comparing the optimization path for the Nevada 2 dataset with the one for scenario 2 of the Nevada
1 dataset (Figure 5.38a) shows they are very similar. Although the elapsed time per iteration seems
slightly greater for Nevada 2, which is most likely due to the greater drillhole length leading to a larger
block model, the overall computation times do not differ much. Moreover, the general structure of these
optimization paths also shows a lot of resemblances. The starting boost initially causes a steep drop of
the objective value in both cases, followed directly by a slight deterioration. Although the constrained
version of the Nevada 1 optimization path does not subsequently reach a better solution, the uncon­
strained one (Figure 5.38b) does. Then, further adjustments quickly start looping the objective value,
causing optimization to halt after around three times the duration it took to reach the optimal solution.

5.3.3. Explosive Energy Distribution
The block model holding the various EED values that is utilized by optimization to come to the charge
adjustment solution presented in Section 5.3.1 will in this section be examined in more detail. This
allows for a better understanding of how the charge adjustments affect the objective value, and also
the explosive energy distribution throughout the blast. An identical approach will be taken as in Sec­
tion 5.2.3 with the Nevada 1 dataset, except for the Nevada 2 dataset there is only one scenario for the
real drillhole configuration. Once again, cross­sections of the block model for the planned EED, real
EED, and optimized EED are produced to give an indication which areas of the block model are above
the EED cap threshold and discarded, and which data remains to be used for optimization.

These cross­sections are taken at y = 30862.54 m and are displayed in Figure 5.61, Figure 5.62, and
Figure 5.63 respectively. In Figure 5.64, the absolute differences between the planned EED and real
EED are displayed, which represents the initial state of optimization. Similarly, Figure 5.65 presents the
differences between the planned EED and optimized EED, which is analogous to the optimized state
of the optimization objective. Finally, the beneficial effects of optimization are illustrated in Figure 5.66
as the difference between the initial and optimized state of the EED differences.
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Figure 5.61: Cross­section of planned EED for dataset Nevada 2, at y = 30862.54 m.

Figure 5.62: Cross­section of real EED for dataset Nevada 2, at y = 30862.54 m.

Figure 5.63: Cross­section of optimized EED for dataset Nevada 2, at y = 30862.54 m.

The first observation in the planned, real, and optimized EED (Figure 5.61, Figure 5.62, and Figure 5.63)
is that the values that remain in the block model are a bit higher than those found in the block model
corresponding to the Nevada 1 dataset. This can be attributed to the difference in blast design. The
most important factor is presumably the drillhole diameter, which is 0.200 meter for the Nevada 2
dataset and only 0.125 m for the Nevada 1 dataset. Because more explosive energy is introduced
into the bench, and equivalently into the block model, the EED values found in this block model are
generally higher. From this, it follows naturally that the EED cap at the 50th percentile of the data
also corresponds to a higher value. This demonstrates the benefit of selecting the EED cap using
data percentiles as opposed to applying a cap at a predetermined value to all blast patterns equally.
Moreover, due to the increased stemming height of 4.27 m compared to 1.5 m for the Nevada 1 blast
design, the area of low­valued blocks above the explosive charges has increased significantly in size.
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Figure 5.64: Cross­section of the difference between planned and real EED for dataset Nevada 2 (initial state of the objective),
at y = 30862.54 m.

Figure 5.65: Cross­section of the difference between planned and optimized EED for dataset Nevada 2 (optimized state of the
objective), at y = 30862.54 m.

Figure 5.66: Cross­section of the difference between initial and optimized state of EED differences, for dataset Nevada 2, at y =
30862.54 m.

Since the cross­section is taken at a slice of the block model that is strongly affected by one of the
large deviations near x = 113605 m, the consequences for the real EED and optimized EED are also
large; the ‘shadow’ of discarded EED values around the deviated blasthole is not found in the real and
optimized EED. Naturally, when the EED values in the planned configuration are discarded because
they are above the EED cap threshold, and this is not the case in the other configurations, large EED
differences follow, as shown in Figure 5.64 and Figure 5.65. Although the effect of charge adjustments
in the neighboring holes is clearly visible in their direct vicinity, it seems impossible for such adjustments
to account for EED differences as large as those caused by deviations of this magnitude.

In Figure 5.66, there is a clear vertical division visible between blocks whose EED differences have
been reduced, and others that are increased. As expected, the area where the largest differences are
found is characterized by small improvements, while EED differences around some of the adjusted
neighboring holes are slightly increased to achieve this. The transition between these areas appears
as a sharp, vertical line, which might be related to the search radius of 5 m around a nearby blasthole.
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Top­down views of the block model will provide a broader perspective of the planned EED, real EED,
and optimized EED, and are depicted in Figure 5.67, Figure 5.68, and Figure 5.69 respectively. These
slices of the block model have been taken at the elevation of z = 1630.73 m, which is 1.27 m above
the planned top of the explosive columns and 3.0 m below the surface. Following this, are Figure 5.70
and Figure 5.71, which show the difference between the planned EED and real EED, corresponding
to the initial state of the objective, and the difference between the planned EED and optimized EED,
corresponding to the optimized state of the objective. Finally, the differences between these initial
and optimal states of the objective are illustrated in Figure 5.72 to visualize the effect of the charge
adjustments on EED differences. Note that these images have been rotated by 90 degrees with respect
to previous visualizations of the Nevada 2 data for more convenient formatting.

Figure 5.67: Top­down view of planned EED for dataset Nevada 2, at z = 1630.73 m.

Figure 5.68: Top­down view of real EED for dataset Nevada 2, at z = 1630.73 m.
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Figure 5.69: Top­down view of optimized EED for dataset Nevada 2, at z = 1630.73 m.

Like mentioned previously, the EED values found in the planned, real, and optimized configuration
(Figure 5.67, Figure 5.68, and Figure 5.69) are higher than those encountered in the Nevada 1 block
model. In these top­down overviews, it can be clearly observed that the number of blocks that approxi­
mate zero are very limited, even at the boundaries of the blast pattern. This is quite a contrast with the
top­down views of the Nevada 1 block models that were examined in Section 5.2.3. Although it was
found in Section 5.1.1 that the EED value at a search radius of 5 m is only 0.65% of the EED value
found at 0.5 m away from a blasthole, compared to 0.71% for Nevada 1 blastholes, contributions to
the EED that lie outside of the search radius and are therefore not considered are most likely larger in
magnitude compared to the ones in the Nevada 1 blast design.

Figure 5.70: Top­down view of the difference between planned and real EED for dataset Nevada 2 (initial state of the objective),
at z = 1630.73 m.
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Figure 5.71: Top­down view of the difference between planned and optimized EED for dataset Nevada 2 (optimized state of the
objective), at z = 1630.73 m.

Although most of the core of the blast pattern seems unaffected by the drillhole deviations of the real
EED configuration, the EED values are significantly altered in a couple of deviation ‘hotspots’. Besides
the obvious alterations around x = 113605m, y = 30865m, most changes in EED can be found along the
western and southern boundaries. This is confirmed by the EED differences observed in Figure 5.70.
However, small differences are found throughout the blast pattern at the limits of search radii due to
slight drillhole deviations, judging by the large amount of circle­shaped deviation zones. The optimized
state of the EED differences in Figure 5.71 shows that a couple of large differences are introduced by
the charge adjustments, at least at this elevation, while some existing differences are clearly reduced.

Figure 5.72: Top­down view of the difference between initial and optimized state of EED differences, for dataset Nevada 2, at z
= 1630.73 m.
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This is even more clearly illustrated in Figure 5.72. The cluster of adjusted drillholes at the previously
specified coordinates seems to be quite effective at reducing the differences caused by the dispro­
portionate deviation of one drillhole, and additional improvements are made along the western and
southern boundaries of the blast pattern. In this plan view of the block model, both the radial and two­
directional transitions between negative and positive changes to the EED difference can be observed.
The magnitude of the newly introduced differences is in general relatively large in comparison to the
reductions. At this elevation, the optimized EED even passes the EED cap threshold in some blocks
closest to the altered explosive columns, which are therefore discarded. Although these new differ­
ences can be quite large, they typically do not span large areas. Reductions of EED differences are
often found to extend further. Because this occurs of course in 3D, they apparently still outweigh the
new differences that come with the charge adjustments to lead to overall improvements.

In Figure 5.73, the frequency distributions are given for the planned EED, real EED, optimized EED, as
well as the initial and optimized EED differences. The most important observation is that they are vastly
different from those retrieved from the Nevada 1 block model. Not only is the EED cap placed at a much
higher value of 1.27, but the frequency distributions show just a single peak around 0.2, as opposed to
the multimodal distribution of the Nevada 1 data (Figure 5.56, Figure 5.57). Although the EED values
are in both cases of course calculated with the same EED formula, the distinctive properties are most
likely rooted in the differences in blast design.

(a) Planned EED. (b) Real EED.

(c) Optimized EED. (d) EED differences.

Figure 5.73: Frequency distributions of the various EED configurations and their differences, for dataset Nevada 2.
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By comparing the planned EED to the real EED, one can again conclude that the drillhole deviation
has a somewhat smoothening effect on the EED frequency distribution. This seems to be even more
prevalent in the optimized EED, although differences with the real EED seem minimal. This is reflected
in the comparison between the initial and optimized EED differences. Whereas the frequency distribu­
tions of the Nevada 1 block model showed a slight increase in EED differences between 0 and 0.01,
and slight decreases between 0.01 and 0.06, the changes in the Nevada 2 block model are too small
to observe. However, the inspection of the data indicates that the same trend is found; the number of
EED differences between 0.04 and 0.13 are reduced, at the expense of more EED differences below
0.04.

Last but not least, the overall improvement of the EED difference, or the objective value, resulting from
optimization of the Nevada 2 dataset is 0.96%, which is derived from a mean initial EED difference of
0.0299 and mean optimized EED difference of 0.0296. To provide some perspective, the mean planned
EED of the block model is 0.4369. Although an improvement of 0.96% might seem small, one should
take into account that the majority of the block model remains unaffected by the 14 recommended
charge adjustments. Out of the 6.76 million non­zero blocks in the optimized configuration, the EED
difference was altered in only 742,788 of these or 11.0%. If only these blocks that are affected by
optimization are considered, the calculated improvement becomes 3.94%.
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Discussion

Although the mining industry generally recognizes drillhole deviation as an everyday problem, the po­
tential consequences it has on blast performance are often simply accepted as a margin of error. De­
spite technological advancements in GPS­positioning and automation, complete elimination of this is­
sue has proven to be difficult. Instead of focussing on the sources of drillhole deviation, it may be helpful
to search for mitigating solutions too. By making adjustments to other properties of a blasthole pattern
containing deviated drillholes, blast performance should become more consistent with expectations
based on the original design. Due to the cascading effect of fragmentation on subsequent processes
in a mining operation, this could lead to great benefits in terms of efficiency and costs.

The approach of this thesis has been to gauge the expected blast performance by comparing the spatial
explosive energy distribution throughout a blockmodel encompassing a blast with deviated drillholes to
the ideal situation with all holes in their planned location. In order to bring this ‘real’ explosive energy
distribution more in line with the planned configuration, adjustments are made to blastholes’ height of
the explosive column to reduce block­to­block differences, which are optimized using Tabu Search or
Genetic Algorithm. Because the block­to­block differences close to deviated blastholes become un­
reasonably high, satisfying results can only be obtained by applying a cap to the EED values such that
focus shifts to the differences in low­valued blocks. Application of the developed optimization program
on real Nevada blast pattern data, with both fabricated and actual drillhole deviations, has demon­
strated its ability to successfully improve the explosive energy distribution of such blasts. However,
the improvements with respect to the unaltered explosive charges were found to be small; partly due
to the introduction of new EED differences caused by the charge adjustments, the achieved reduction
of block­to­block differences relative to the planned blast design is likely not very significant given the
inherent inconsistency of blast performance due to e.g. rock mass variability.
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The design choice to minimize block­to­block differences in EED values between the planned and real
drillhole configuration as the objective of optimization has made this project more challenging than
expected. One of the major reasons for this decision is the lack of knowledge available on the behav­
ior of explosive energy within a blast and its effect on the rock mass. Although the EED formula by
[49] provides a useful estimation of the energy supplied at each discretization point, the significance
of its magnitude in relation to blast performance remains unclear. Because no generalized approach
exists to connect the obtained EED values with expectations for fragmentation, a simple value­based
approach has no merit. The EED values encountered in the real drillhole configuration can therefore
only be evaluated through comparison with the planned EED. This implies the assumption that the
explosive energy distribution corresponding to the planned drillhole locations and explosive charges
is ideal. Although it is generally a good starting point, it should be noted that the original blast design
may in fact not be optimal, since it is often established by trial­and­error instead of theoretical analysis.
Using the block­to­block comparison as optimization objective was quickly deemed more effective than
other options; the mean block value seems to increase rather than decrease with deviated drillholes (a
phenomenon that is also dependent on block size), and optimization based on frequency distributions
generally disregards drillhole deviation altogether.

An unwelcome consequence of the block­to­block approach is that deviation of drillholes causes dif­
ferences in blocks close to both the planned and real drillhole location, while the overall frequency
distribution of EED values does not necessarily change. Although the largest differences are dealt with
by the implementation of the EED cap, it may still affect the remaining lower values. In case all drillholes
would be shifted in the same direction by an equal distance, for example, the overall energy supplied
throughout the blast should not be affected, except at its designed boundaries. The block­by­block ap­
proach, however, does not allow any block values to be interchanged and would instead register many
differences, which are to be minimized through optimization. Although the individual block values at
blast pattern boundaries should remain constant to ensure the rock mass is broken at the designed
perimeter, interchangement of block values further towards the center of the blast likely has a little
significant impact on overall blast performance. Since the current setup nonetheless regards this as
deterioration of the objective, the true improvements to the explosive energy distribution may be larger
than calculated.

Despite the possibility of adjusting the bottom coordinates of the explosive columns within the devel­
oped optimization program, all optimization results have been obtained with this option turned off. The
reasoning behind this is that the obtained improvements are too insignificant to warrant the additional
practicality issues. Although the improvements from adjustments to the top of the explosive column are
not very large either, they can most likely be achieved with relatively little effort because the procedure
of explosives loading is not really altered except for the required quantity to be loaded. Adjustment of
the bottom of the explosive column, however, requires the insertion of stemming material or some kind
of plug into the drillholes before loading of explosives can commence. This would mean a significant
change to the overall blasting cycle at the expense of additional time and costs, which is unlikely to
be worthwhile given the small benefits for the blast as a whole. Moreover, it would likely increase the
duration of optimization by at least one third due to the additional options that are considered. Never­
theless, alteration of explosive columns’ bottom coordinate might aid in creating more even benches
by compensating for the observed variation in drillhole depth.
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The explosives quantity constraint was implemented in addition to the EED cap to suppress any remain­
ing charge adjustment biases. Although it could be argued that a small variation in the used amount
of explosives compared to the original blast design could be beneficial to the blast performance, a de­
cision was made to focus on the most effective use of the explosives quantity as originally designed
for the blast. After all, moving away from this exact quantity would influence the blast’s overall powder
factor. This figure has been carefully determined during blast design to fit the requirements for ap­
propriate fragmentation, and is typically not altered. This means that some optimality of the obtained
solution is discarded in favor of real­life decision­making. One might find better solutions using a dy­
namic 𝑐𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒.

On the topic of optimality, the significance of the chosen EED cap percentile should not be underes­
timated either. As demonstrated in the results, choosing different values for this control parameter,
which’s use is a direct consequence of the block­to­block comparison approach, produces vastly differ­
ent charge adjustment solutions. While the selection of the appropriate percentile of data considered
for optimization was governed by its solution’s resemblance of the planned explosives quantity to re­
duce any biases in charge adjustment, it is difficult to tell whether it results in truly optimal solutions.
An affirmative argument to this question is the consistency that is found in optimization results of the
Nevada 1 and Nevada 2 datasets, with both fabricated drillhole deviations of different magnitude as
well as actual ones. In all of these investigated cases, the behavior of optimization was more or less
as expected, meaning the 50% percentile EED cap did not result in excessive changes to the explo­
sives quantity used in the obtained solutions. It should be noted, though, that the exact EED cap value
might be influenced by block size; smaller block sizes lead to higher mean EED values, which could
have an effect on the portion that lies within the lower 50% percentile. This is just one example of the
complexities that arise due to the interconnection of various control parameters.

Although tests performed on the 5 by 5 blast pattern provided helpful insight into these relationships,
not all of it translates well to full­scale problems where different aspects are introduced and excessive
computation times impair the ability to test extensively. One of the most important factors for the high
computational requirements is the block size. Because analysis in the results section has shown that a
block size of 0.2 m is the smallest of the selected options to discretize the explosive energy distribution
well enough for the desired accuracy of the chosen optimization objective, the reliability of the results
would be greatly reduced by switching to a larger block size to improve computation times. Since
suitability of the block sizes was assessed specifically using its effect on the objective value, other ap­
plications of an EED block model may require different block sizes.

Another major component is the search radius around blastholes. While the magnitude of EED values
encountered at a distance of 5.0 m away from a blasthole was found to be less than 1% of those at
0.5 m, which might leave room for a decrease of the search radius in favor of lower computation times,
results of the Nevada 1 and Nevada 2 datasets have brought another issue to light; the suitability of the
5.0 m search radius was determined at the depths of blastholes corresponding to the maximum EED
output in the horizontal direction, whereas the relationship between the respective values at depths
above the explosive column seems to be much less optimistic. This is particularly problematic due
to the focus on this upper part of the blast as a result of capping high EED values in the core of the
blast. Hence, re­evaluation of the appropriate search radius at various depths would be advisable for
increased confidence in the results.
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Similar to the EED cap, the selected charge segment length of 0.3 m plays an important role in reducing
any biases in charge adjustments before application of the explosives quantity constraint, simply be­
cause it raises the threshold of required EED differences to make the adjustments beneficial. However,
the reduction of this sensitivity compared to a charge segment length of 0.1 m is once again a trade­off
with a degree of optimality; the current setup will always result in a slightly worse objective value than
can be achieved with a smaller charge segment length. Another decisive consideration in this is the
practicality of the chosen charge segment length. While the accuracy of 0.1 m could be challenging
to achieve during explosives loading, 0.3 m should be a lot easier to differentiate for operators. It is
especially convenient that this height is roughly equivalent to 1 foot, the preferred measurement unit in
the United States.

In most Tabu Search optimization tests on the 5 by 5 test pattern, it was found that the effect of the tabu
tenure on the final solution was limited. Although a few exceptions were encountered, generally the
same solution was eventually obtained with a number of different choices for this optimization variable.
The greatest difference is that Tabu Search with a larger tabu tenure searches further away from local
optima, but in doing so simply takes longer to reach the stopping criterion and accept a solution as
optimal. In most cases, no better solutions are found after reaching the initial optimum, and if so, it
is usually found within a couple of iterations. Although the tabu tenure can still affect optimization in
earlier stages and thus remains useful, it now appears redundant to continue searching for other op­
tima until a loop in objective values is detected. Therefore, the stopping criterion could be adjusted to
further reduce the duration of Tabu Search optimization. Still, the overall computation time of multiple
hours remains an inconvenience. The retrieved optimization paths indicate that the tabu mechanism
would provide some advantage over a simpler hill­climbing algorithm, but the benefits to the objective
value are likely not staggering. Although its effect before reaching the initial optimum might be under­
estimated, individual charge adjustments performed during optimization seem less interconnected than
expected.

Performance of the Genetic Algorithm has turned out to be inferior to Tabu Search in all cases. Due to its
more randomized, global approach, EED values throughout the block model must be recalculatedmany
times while resulting in only small improvements to the objective value. It has not been able to come
up with better solutions than the Tabu Search competitor and takes many times the duration to achieve
the same result. The only effect of changing its control parameters is on the optimization time. If the
stopping criterion of 20 generations without improvement is disregarded, randommutation ensures that
the optimal solution will eventually always be reached. To improve performance, a dynamic mutation
probability could be helpful. Computation times might be further reduced by implementing the same
‘EED copy­paste’ method used by Tabu Search to calculate the effect of charge adjustments individually
instead of recalculation of the entire block model, but the straightforward application of Tabu Search
would still be much faster. The idea that the Genetic Algorithm can make many adjustments in one
generation does not function efficiently enough to compensate for its excessive computation time, even
as a kick­start in a hypothetical hybrid solution.
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A striking observation that can be made in the solutions of both the Nevada 1 and Nevada 2 dataset, is
that the majority of the charge adjustments are made in drillholes located at the boundary of the blast
pattern. For the Nevada 2 dataset, this can be partly explained by the fact that most of the strongly
deviated drillholes are simply positioned in these areas. However, this does not hold true for the ran­
dom deviations applied to the Nevada 1 drillholes. This phenomenon may be related to the lower EED
values that are encountered at the boundaries of the blast pattern that could, in addition to the reduced
influence of nearby blastholes, make charge adjustments more effective. Moreover, when these drill­
holes have deviated outward, part of the EED values within their search radius could be shifted towards
blocks that do not contain any values in the planned configuration, which are therefore ignored. This
reduces the detrimental effect of charge adjustments at the outer boundary of the blast pattern, while
the benefits are still obtained at the ‘inner side’ of the blasthole. When a hole in the middle of the pat­
tern has deviated, it is surrounded on all sides by EED contributions from neighboring holes, and this
situation does not apply.

From cross­sections of the various EED block models, it is clear that most improvements of the ob­
jective value are due to the reduction of EED differences in the upper part of the blast. Naturally, this
occurs in the areas that are relatively close to the adjusted explosive charges. Although the EED cal­
culation is based on the entire length of the explosive columns for all discretization points, the effect of
adjustments to its top coordinate is much more apparent in blocks near this point compared to the ones
at the bottom of the blast. Because the largest benefits are evidently obtained in the upper section
(when only the top coordinates of explosive columns are adjusted), computational requirements could
be reduced by evaluating just this portion of the block model instead of the complete vertical range,
thereby focussing on the significant data only. More investigation is needed to determine at what depth
the effect of charge adjustments loses its relevance, which of course depends on the magnitude of the
adjustments made. Nevada 1 and Nevada 2 solutions contain only a single blasthole that has the height
of its explosive column adjusted by more than one charge segment length of 0.3 m. Thus, the constraint
that limits the maximum charge adjustment to half the stemming height is rarely applicable, which can
mostly be attributed to the selected EED cap percentile of 50%. Nevertheless, these charge increases
still cause the quantity of explosives in a single blasthole to exceed the original design specifications,
while reducing the stemming height. The safety implications of the resulting increase in explosive en­
ergy in some of the most shallow parts of the blast should be carefully assessed, with special attention
to the risk of flyrock. Because of its dependence on blast design and rock mass characteristics, this
will differ on a case­by­case basis.

In addition to improvements of the EED differences, the charge adjustments also cause a fair portion
of new differences in the blocks nearby. While the surrounding area as a whole evidently benefits
from the alteration, the amount of energy that some blocks close to the explosive column receive
can change dramatically due to these adjustments. Another approach to compensate for an altered
explosive energy distribution might be to allow variation in the explosive density instead of the height of
the explosive column. This would translate to the use of a selection of different explosives types if this
option is available at the mine site. Instead of mainly influencing the area surrounding charge height
adjustments, this could improve the EED along the entire length of the blasthole. An added benefit
is that the impact of such adjustments on the most shallow part of the blast are likely smaller than
alterations of the explosive column and stemming height, and thereby have a lesser effect on flyrock.
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Like mentioned before, some of the encountered issues in this project can be ascribed to the approach
of minimizing the block­to­block differences in EED. Although the application of the EED cap appears
an acceptable way of mitigating these and facilitates optimization towards good, sensible results, it
limits the confidence in whether the obtained solutions are in fact truly optimal. It seems like the EED
cap can only be avoided by changing the optimization objective to a broader method than the block­to­
block comparison. An alternative approach could be to divide the blast pattern into regions spanning a
number of blastholes, assigning mean EED values to each of them based on the individual block val­
ues that it contains. If these regions can be chosen such that there are no high EED areas displaced
across their borders due to drillhole deviation, the regions’ EED values should only change slightly,
providing manageable differences. The clear challenge in this is to find a suitable configuration that
includes each block within a region for which the mean EED does not change too dramatically due
to inclusion or exclusion of high EED zones as a result of drillhole deviation. While this method does
take away some level of detail compared to the block­to­block comparison, it would no longer treat the
interchangement of EED values between blocks (within a region) as detrimental to the objective.

The charge adjustment solutions of Nevada 1 and Nevada 2 have demonstrated that optimization of
the explosive charges in a blast pattern can not simply be based on the magnitude of drillhole deviation
alone. While some of the recommended charge adjustments are clearly found in strongly deviated
holes, it is certainly not a requirement; the deviation of one drillhole does not always need to be par­
ticularly large to warrant adjustment of its explosive column height. The results show there can be a
strong interaction between multiple less deviated, neighboring drillholes, which can cause equally sig­
nificant EED differences. Although it could definitely be helpful to first consider potential adjustments in
an area surrounding very deviated holes instead of the straightforward method of calculating the effect
of all possible adjustments in the pattern, as in the current Tabu Search algorithm, the lesser deviated
drillholes should not be ignored.

The actual drillhole locations included in the Nevada 2 dataset have provided a useful sample of real
drillhole deviations, but an important component is still missing; the coordinates are retrieved from the
GPS receiver on the drill rig, which means that errors in GPS positioning could still have an effect on
the exact location of the drillholes. In addition to this, insufficient GPS coverage may be the reason for
a ‘gap’ in the reported drillhole locations in the Nevada 2 pattern. To prevent these kinds of situations
and register the actual drillhole deviations with higher accuracy, the optimization system should be
combined with research done by [5] on the use of Unmanned Aerial Vehicles and photogrammetry for
this purpose.

Due to the particular requirements for blasting in Nevada and its differences in blast design compared to
many other places in the world, the developed optimization programmight not be applicable elsewhere,
or could require adjustment of the control parameters. One should also remember that, while some
may be useful, all models are wrong and remain a simplification of reality. Because of the inability
to accurately measure explosive energy in mining blasts and its poorly understood relationship with
blast performance, it is difficult to verify the real­life value of the optimization program without collecting
a large amount of fragmentation data and attempt to distinguish its effect from rock mass variability,
which is already a challenging task for the purpose of original blast design, let alone slight alterations
in a number of blastholes.
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Conclusion

Although deviations in the location of rock blasting drillholes are a common occurrence in surface
mining operations, little action is taken to reduce its adverse effects on blast performance. Recent
technological advancements have greatly reduced its magnitude, but this thesis has demonstrated that
the remaining inaccuracies relative to planned drillhole design can still have a pronounced effect on the
explosive energy distribution throughout a blast, as drillholes are moved closer together or further apart.

The most important sources for external drillhole deviation found in literature consist of human error
and GPS accuracy, which are influenced by operator experience, drill site topography, equipment state,
tropospheric delay, satellite availability, and multipath. By altering the explosive energy distribution, it
affects fragmentation and may require additional blasting or secondary breakage, causing production
delays and increased costs. Excess boulders lower the efficiency of all subsequent operations, and
control on ore loss and dilution can be reduced. Because it changes how the rock mass is broken, it
can also lead to slope instability, uneven benches, and increased risk of flyrock.

Through development of an explosive energy distribution optimization system it has been demonstrated
that the alteration of explosive energy due to drillhole deviation can be mitigated by adjusting the length
of explosive charges. Optimization of full­scale case study blast patterns using the developed program
provides small improvements of 0.53­1.54%, or 2.14­3.94% if the portion outside the influence of rec­
ommended charge adjustments is omitted. The applied methodology produces consistent results for
two blast patterns with varying design characteristics, using both random and actual drillhole deviations.

This research has also reasonably satisfied some of the other objectives set; by keeping the amount of
used explosives constant in the obtained solutions, the developed program theoretically leads to more
effective use of the explosive substances. Adjustment of the height of explosive columns appears
practically achievable within standard drilling and blasting procedures; the number of changes to the
original blasting plan is limited, and the designed minimum adjustment length of 0.3 m (or roughly 1
foot) should be sufficiently differentiable for operators. The required computation time is a potential
issue; although the Tabu Search algorithm reaches an optimal solution much quicker than the Genetic
Algorithm approach, its runtime of multiple hours remains an inconvenience.
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For further advancement on this topic, the following recommendations are made:

• Alternative methods to the block­to­block comparison of EED values should be examined as op­
timization objective for a more fitting representation of the improvements to the explosive energy
distribution.

• Computation times could be further reduced by, for example, evaluating only the upper part of
the blast, easing the Tabu Search stopping criterion, or first considering adjustments in drillholes
near the most deviated ones only.

• This work should be combined with the research done by [5] to include any GPS­related inaccu­
racies in actual drillhole locations.

• Assessment of the safety implications of increasing the height of explosive columns at the ex­
pense of stemming, in particular the risk of flyrock, is essential before real­life applications can
be considered.

• General knowledge on the behavior of explosive energy in surface mining blasts should be im­
proved for a better understanding of its effect on fragmentation, to allow verification of the real
benefits of adjusting charges to account for deviated drillholes.
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A
Effect of Block Size on Improvements

with Different Charge Segment Lengths

Figure A.1: Comparison of improvement in EED difference for different block sizes, for manual adjustments to the explosivecol­
umn by charge segment length 0.1 m.
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130 A. Effect of Block Size on Improvements with Different Charge Segment Lengths

Figure A.2: Comparison of improvement in EED difference for different block sizes, for manual adjustments to the explosivecol­
umn by charge segment length 0.2 m.

Figure A.3: Comparison of improvement in EED difference for different block sizes, for manual adjustments to the explosivecol­
umn by charge segment length 0.4 m.
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Figure A.4: Comparison of improvement in EED difference for different block sizes, for manual adjustments to the explosivecol­
umn by charge segment length 0.5 m.





B
Improvements of Expected Adjustments
with Different Charge Segment Lengths

Figure B.1: Comparison of improvements from expected charge reductions and increases by charge segment length 0.1 m.
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134 B. Improvements of Expected Adjustments with Different Charge Segment Lengths

Figure B.2: Comparison of improvements from expected charge reductions and increases by charge segment length 0.2 m.

Figure B.3: Comparison of improvements from expected charge reductions and increases by charge segment length 0.4 m.
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Figure B.4: Comparison of improvements from expected charge reductions and increases by charge segment length 0.5 m.





C
5 by 5 Test Pattern Solutions with

Different Charge Segment Lengths

(a) Solution for 10% percentile. (b) Solution for 20% percentile.

(c) Solution for 30% percentile. (d) Solution for 40% percentile.

Figure C.1: Charging adjustment solutions obtained using charge segment length 0.2 m, for 10­40% percentiles.
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138 C. 5 by 5 Test Pattern Solutions with Different Charge Segment Lengths

(a) Solution for 50% percentile. (b) Solution for 60­90% percentile.

(c) Solution for 100% percentile.

Figure C.2: Charging adjustment solutions obtained using charge segment length 0.2 m, for 50­100% percentiles.
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(a) Solution for 10% percentile. (b) Solution for 20% percentile.

(c) Solution for 30% percentile. (d) Solution for 40­90% percentile.

(e) Solution for 100% percentile.

Figure C.3: Charging adjustment solutions obtained using charge segment length 0.4 m, for all percentiles.



140 C. 5 by 5 Test Pattern Solutions with Different Charge Segment Lengths

(a) Solution for 10% percentile. (b) Solution for 20% percentile.

(c) Solution for 30% percentile. (d) Solution for 40­80% percentile.

(e) Solution for 90% percentile. (f) Solution for 100% percentile.

Figure C.4: Charging adjustment solutions obtained using charge segment length 0.5 m, for all percentiles.
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