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Robust Transfer Learning for Battery Lifetime
Prediction Using Early Cycle Data

Wenda Kang , Dianpeng Wang, Geurt Jongbloed , Jiawen Hu , and Piao Chen , Member, IEEE

Abstract—Battery lifetime prediction is crucial in indus-
trial applications. However, the lack of diversity in train-
ing data often poses challenges regarding the robustness
and generalization of lifetime predictions for batteries from
different batches. Motivated by the early cycle data from
lithium-ion batteries, this article proposes a robust transfer
learning method by employing a model average framework,
where the weights are determined based on the distance
between the source domain and the target domain. Kernel
regression is used to build the prediction of battery lifetime
using early cycle data, and transfer component analysis is
utilized to transfer knowledge between different domains.
The case study on lithium-ion phosphate/graphite cells
demonstrates that the proposed method can mitigate the
impact of negative transfer and has superior performance
compared to traditional methods.

Index Terms—Battery lifetime, model averaging, negative
transfer, prognostic, transfer learning (TL).

I. INTRODUCTION

LARGE battery storage systems have been widely used to
stabilize energy systems like the electricity grid and offer

various benefits [1]. However, the costliness and uneconomical
nature of batteries pose significant challenges, necessitating the
efficient utilization of their limited resources [2]. Therefore,
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extending the battery’s lifespan is a crucial objective. To achieve
this, accurately predicting battery lifetime through modeling is
essential [3].

Battery cell aging is affected by both the duration of use and
various usage conditions. The aging process is typically divided
into three stages: early, stable, and decline stages [4]. Various
approaches in the literature are available for modeling battery
aging, including physics-based, semiempirical, and data-driven
methods. Generally, physics-based and semiempirical methods
require a thorough understanding of degradation behavior based
on failure mechanisms, which may limit their applicability [5].
On the other hand, data-driven methods, such as machine learn-
ing models, have gained significant attention in recent years
due to their ability to operate without explicit knowledge of
failure mechanisms [6]. However, the machine learning methods
heavily rely on the assumption that the training and test data are
sampled from the same distribution, which is not satisfied in
many real applications. In battery lifetime prediction, although
a bunch of data is available, the data from different batches may
not follow the same distribution due to factors such as battery
type, operating conditions, and manufacturing variations that
can impact battery performance [6].

Transfer learning (TL) can help overcome this issue by trans-
ferring knowledge from a source problem (training data) to a
target problem (test data) with similar characteristics but differ-
ent underlying distributions [7]. There are many papers focusing
on using TL to predict batteries’ lifetime in the literature. For
example, Qin et al. [8] considered state-of-charge (SoC) estima-
tion by exploiting the temporal dynamics of the measurements
and the ability to transfer consistent estimates across different
temperatures. Qin et al. [9] proposed a transferable multistage
state-of-health (SoH) estimation model to perform TL across
batteries in the same degradation stage. More related references
can be found in Section II.

However, these existing methods suffer from two common
drawbacks. First, they often rely on data where battery capacity
degradation has already occurred, necessitating a certain number
of cycles. As emphasized in [4] and [10], accurate predictions
based on early-stage data—referred to as early-cycle data in
this article—are critical. They provide valuable insights into
long-term performance without the need for extended testing,
allowing for the rapid detection of early failures, manufacturing
defects, or deviations from expected performance. This acceler-
ates battery development and design optimization, lowers pro-
duction costs, and enables quick assessments of battery quality
and performance.
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(a) (b)

(c) (d)

Fig. 1. Overview and examples of features in the dataset. (a) Dis-
charge capacity curves after preprocessing. (b) Discharge capacity
curves over the first 100 cycles. (c) Example of the discharge voltage
curves for the 100th and 10th cycle. (d) Variance of ΔQ100−10(V )
against battery cycle life for all cells.

Regarding the prediction models utilizing early-cycle data, the
two primary categories [4] are models based on long short-term
memory (LSTM) [11], [12] or the convolutional neural network
(CNN) [13], [14]. Additional references can be found in the
review paper [4].

An example of early cycle battery data is depicted in Fig. 1,
where Fig. 1(a) and (b) exhibits the capacity curves for the full
life cycles and the corresponding curves for early cycles (the
first 100 cycles in this case). From Fig. 1(b), it is apparent that
there is a negligible degradation trend for capacity curves in the
early cycles, underscoring the challenge of accurately predicting
battery lifetime using such data. However, as highlighted in [10],
certain features extracted from early cycle data demonstrate
strong correlations with cycle life. An example of this is shown
in Fig. 1(c) and (d), where the later stages of degradation are
reflected in the discharge voltage curve and the features extracted
from it. More details will be introduced in Section IV-A.

Furthermore, existing work primarily focuses on what part of
data should be transferred and how to utilize the TL methods,
but without addressing the challenge of reducing the impact of
negative transfer. Negative transfer occurs when the knowledge
gained in the source domain negatively affects the performance
of a model when applied to the target domain, and this phe-
nomenon can be attributed to factors such as domain discrep-
ancies, task misalignment, overfitting to the source domain, etc.
To the best of authors’ knowledge, there is limited literature
exploring the utilization of TL for battery lifetime prediction
based on early cycle data and discussing strategies to mitigate
the effects of negative transfer.

Motivated by the aforementioned challenges and the early
cycle dataset of lithium-ion batteries in [10], this article presents
a novel robust TL framework for battery lifetime prediction
using early cycle data. The new framework addresses three key
issues: determining the relevant information (what) for effec-
tive transfer, devising an appropriate transfer strategy (how) to
leverage knowledge from source to target data, and providing a
robust TL framework by choosing appropriate weights, although
we did not explicitly identify the transferable conditions (when).

The main contributions of this article can be summarized as
follows.

1) Introduce a novel robust TL framework for predicting
battery lifetime using early cycle data, which can mitigate
the impact of negative transfer.

2) Present a method for determining the weight in the pro-
posed robust TL framework based on the distributional
difference.

3) Validate the performance of the method using a substan-
tial dataset of lithium-ion batteries.

The rest of this article is organized as follows. Section II
reviews some related work, including what, how, when to trans-
fer. Section III provides a detailed explanation of the methods
employed and details of the proposed robust TL framework.
In Section IV, a case study based on a substantial dataset of
lithium-ion batteries is conducted to validate the performance of
the proposed method. Finally, Section V concludes this article.

II. RELATED WORK

This section reviews the existing literature on TL, focusing
on three key questions: what knowledge should be transferred,
how to facilitate this transfer, and when it is most beneficial
to do so. By addressing these aspects, we aim to clarify the
mechanisms and strategies involved in effective TL, highlighting
its applications and challenges in various domains.

A. What to Transfer?

What to transfer involves selecting the relevant information or
data to transfer. Generally, most of the TL methods for battery
lifetime prediction are feature-based. According to the way of
extracting features, there are two commonly used methods for
transferring information: transferring the physical significance
features or data-driven features [15], [16]. In practice, the selec-
tion of feature type should be determined based on the specific
engineering context and requirements.

1) Physical Significance Features: In the case of physi-
cal significance features, the feature extractor remains fixed,
wherein the extracted features possess specific physical signifi-
cance. Subsequently, the transferred data can be integrated into
a data-driven predictor.

For example, Jia et al. [17] introduced a TL-based method for
predicting target SoH values using degradation data from other
batteries by employing transfer component analysis (TCA) with
an extreme learning machine algorithm. Li et al. [18] proposed a
framework to monitor SoH of batteries by integrating maximum
mean discrepancy (MMD), semisupervised TCA, and mutual in-
formation, and validates the effectiveness by using a real dataset
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containing four batteries operating under different conditions.
Jiao et al. [19] proposed a TL-based framework for battery
remaining useful life (RUL) prediction, which utilizes features
generated from electrochemical theory, capacity-differential
voltage curves, and electrochemical impedance spectroscopy
curves.

2) Data-Driven Features: Another commonly used method
is to transfer the data-driven features generated from an adaptive
feature extractor, where the feature extractor itself is also a
data-driven model [20]. LSTM and neural networks are the
most popular data-driven feature extractors. For example, in
the work by [21], a CNN-based feature extractor is utilized
to extract data-driven features from the collected data, which
include the current, voltage, and capacity characteristics of the
battery during the charging/discharging cycle. Pan et al. [22]
adopted an LSTM network model to extract data-driven features
from the collected capacity curves, and proposes a TL-based
battery RUL prediction model by integrating a particle filter
model.

B. How to Transfer?

The question how to transfer concerns selecting the appro-
priate TL method and hyperparameters. There are three main
approaches to perform TL, namely based on the fine-tuning
strategy, the discrepancy metric, or the domain adversarial [15],
[16].

1) Fine-Tuning-Based: The strategy to transfer through fine-
tuning is widely used in the lifetime prediction of batteries. The
basic idea of the fine-tuning strategy is to involve retraining a
pretrained data-driven model for better performance on specific
tasks, which uses only a small amount of data from the target
dataset [15]. Specifically, in battery life prediction, fine-tuning
involves first building a pretrained data-driven model using
source data and then retraining the model using a small amount
of target data, thereby improving accuracy.

For example, Tan and Zhao [23] proposed a TL-based frame-
work for battery SoH prediction, which combines an LSTM net-
work with adjustable fine-tuning-based fully connected layers.
Deng et al. [24] merged degradation pattern recognition with a
fine-tuning-based LSTM approach to present a TL-based SoH
prediction model, which demonstrates superior performance
compared to existing methods. Nguyen et al. [25] proposed a
TL-based framework for SoH prediction of lithium-ion batteries,
which employs a deep neural network architecture that integrates
equivalent circuit simulated layers and a fine-tuning network
hierarchy. More references can be found in review papers [15],
[16].

As mentioned earlier, the fine-tuning strategy typically ne-
cessitates a small amount of labeled target data. However, in
practical scenarios, such labeled testing data for training is
often unavailable, thereby constraining the applicability of the
fine-tuning strategy.

2) Discrepancy Metric-Based: The methods based on dis-
crepancy metrics are widely used in TL. The literature applying
TCA for transfer generally offers advantages in computational
efficiency. Despite these approaches, another common category

within discrepancy metric-based methods involves incorporat-
ing the discrepancy metric into the loss function during model
training. For example, Han et al. [26] presented a novel deep
learning framework that addresses this challenge by combining
a deep LSTM network to model the nonlinear mapping from
monitored data (e.g., terminal voltage and current) to battery
capacity, and a domain adaptation layer with MMD to align
degradation features between source and target batteries. Ye
and Yu [27] combined the MMD with a gated recurrent unit
recurrent neural network to reduce the domain discrepancy for
battery SoH prediction. Ma et al. [28] integrated the MMD loss
with a convolutional neural network to predict the battery SoH.

3) Domain Adversarial-Based: The domain adversarial-
based approach is another effective TL method aimed at learning
a domain-invariant feature space where the domain classifier
cannot distinguish the domain of the input data. Although
adversarial adaptation methods are effective, there are only a
limited number of references using them as TL strategies at this
stage. For example, Shen et al. [29] introduced a temperature-
adaptive transfer network that employs adversarial adaptation
and MMD to minimize domain divergence for estimating the
SoC in batteries. In [6], domain adversarial training and TL
methods are integrated into Bayesian deep learning to propose
an innovative RUL prediction framework capable of handling
diverse machines with limited data.

While domain-adversarial-based TL solutions have demon-
strated success, a notable drawback is the resource-intensive
nature of the adversarial training process. This computational
demand can somewhat restrict their applicability in intricate in-
dustrial scenarios. Therefore, further research and development
efforts are necessary to align these methods with the practical
requirements of the industry [15], [16].

C. When to Transfer?

Combining the methods in what (see Section II-A) and how
(see Section II-B), various TL-based methods can be generated.
Despite the effectiveness of these transfer methods, they can
encounter challenges in complex and demanding environments,
potentially resulting in negative transfer. Hence, there is a need
to develop methods for quantifying transferability or assessing
negative transfer, which is essentially a question of when to
transfer.

However, there is limited literature focusing on the when to
transfer issue in battery health management. Chehade et al. [30]
proposed a Gaussian process regression model to forecast the
capacity of batteries and uses hyperparameters of the kernel
function in the covariance matrix to control the negative transfer.
Oyewole et al. [31] introduced the product of MMD and a tuning
parameter as the penalty term in their loss function to reduce
the likelihood of negative transfer in battery SoC estimation.
Nonetheless, these methods either fail to predict battery lifetime
or require the capacity to exhibit a degradation trend, which is
inconsistent with our task of predicting battery lifetime based
on early cycle data shown in Fig. 1. In addition, they require
labeled data in the target domain, which is difficult to obtain in
practice.
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III. ROBUST TL FRAMEWORK FOR BATTERY LIFETIME

PREDICTION

In this section, the proposed robust TL framework is intro-
duced, which is designed to address the three questions outlined
in Section II.

Regarding the what to transfer issue, we prioritize the use of
features with physical significance due to their interpretability.
Specifically, in battery lifetime prediction research involving
early cycle data, domain knowledge pertaining to lithium-ion
batteries is commonly leveraged. Key features, such as initial
discharge capacity, charge time, and cell temperature are widely
employed. For further details regarding these features, refer to
Section IV and [10].

A. How to Transfer: TCA and the Kernel Regression

As discussed in Section II-B, there are three commonly em-
ployed approaches to tackle the how to transfer issue. In this
article, we employ discrepancy metric strategies for information
transfer because they do not require labeled data or substantial
computing resources in the target domain, unlike fine-tuning and
domain adversarial approaches.

The procedures of discrepancy metric strategies can be fur-
ther divided into three steps: choosing the discrepancy metric,
domain adaptation, and developing the predictor. These steps
are discussed in detail as follows.

1) Discrepancy Metric: Discrepancy metrics play a pivotal
role in the discrepancy metric-based strategy, and among the
various metrics available, MMD is particularly popular.

Consider a labeled source domain dataset (XS ,Y S) =
{(XS,1, YS,1), . . . , (XS,nS

, YS,nS
)}, where XS,i, i =

1, . . . , nS , represents the ith input of the source domain
dataset, and YS,i denotes its corresponding output. In
addition, there exists an unlabeled target domain dataset
XT = {XT,1, . . . , XT,nT

}, where XT,j , j = 1, . . . , nT ,
signifies the jth input of the target dataset. The total size of the
source and target datasets is represented by n = nS + nT . Let
P(XS) and Q(XT ) (or P and Q in short) denote the marginal
distributions of inputs from the source and target datasets,
respectively. The task is to predict the output of the target
domain, YT,j , j = 1, . . . , nT . We assume that P �= Q while
there exists a mapping function φ(·) such that the marginal
distributions P (φ(XS)) ≈ P (φ(XT )) and the conditional
distributions P (Y S |φ(XS)) ≈ P (Y T |φ(XT )).

The key issue in discrepancy metric-based TL is mapping
different domain instances onto a common space. Specifically,
MMD employs a functionφ(·) to map each instance to the repro-
duced Hilbert space H associated with the kernel k : χ× χ →
R, wherek(Xi, Xj) = φ(Xi)

Tφ(Xj), andχ is the feature space
of the source and target domains.

The MMD can be defined as the distance between two dif-
ferent projections of the means. By using a kernel trick, The
squared MMD distance can be reformulated as

MMD2(XS , XT ) = ‖ 1
nS

nS∑
i=1

φ(XS,i)− 1
nT

nT∑
j=1

φ(XT,j)‖2
H

= Tr(KL) (1)

where K =

[
KXS ,XS

KXS ,XT

KXT ,XS
KXT ,XT

]
∈ Rn×n is a compos-

ite kernel matrix, with KXS ,XS
, KXS ,XT

, KXT ,XS
, and

KXT ,XT
being the kernel matrices defined by k based on

the data in the source domain, the target domain, and across
domains, respectively. L is a matrix with the (i, j)th entry Lij

defined as Lij =

⎧⎨
⎩

1/n2
S Xi, Xj ∈ XS

1/n2
T Xi, Xj ∈ XT

−1/nSnT other.
MMD is a kernel-based distance metric that plays a crucial

role in identifying underlying patterns in data and recognizing
distribution differences. The choice of an appropriate kernel is
essential for the effective utilization of the metric. However, the
task of determining the most suitable kernel for MMD can be
intricate and remains an ongoing research area.

2) Domain Adaption: Once the discrepancy metric is se-
lected, the subsequent step focuses on minimizing the chosen
metric using the data from the source and target domains. In this
article, we employ a widely used domain adaptation method
known as TCA. Using MMD, TCA can be achieved by solving
the following kernel learning problem [7]:

min
W

Tr(W�KLKW ) + λTr(W�W )

s.t. W�KHKW = Im (2)

where W is a matrix that transforms the kernel map features
to an m-dimensional space, H = In − 1

n1n1T
n is the centering

matrix, with In ∈ Rn×n, Im ∈ Rm×m being identity matrices
and 1n ∈ Rn×1 being the column vector with all ones. Sub-
sequently, the matrix W is obtained by identifying the first
m smallest eigenvalues of (Im + λKLK)−1KHK, where λ

is a hyperparameter determined through cross-validation. More
details and explanations of TCA can be found in [7].

3) Predictor: Following the acquisition of the most closely
matched transferred data, the subsequent phase involves con-
structing a predictor. This is achieved by training a model using
the transferred source data. In practical applications, the choice
of a specific predictor depends on the context. For example, in
the case of the motivated battery dataset described in [10], the
authors employed a regularization model known as the elastic
net, which combines the Lasso and Ridge regression methods
for making predictions. The underlying assumption of the elastic
net is a linear relationship between the input variables and the
corresponding response. However, such a parametric assump-
tion may not be maintained in the transferred data after TCA.
Therefore, we adopt the widely used nonparametric approach,
the kernel regression [32], as our predictor.

Let (XS,1, YS,1), . . . , (XS,nS
, YS,nS

) be the given source data
set, the estimated result of the ith sample based on the kernel
regression can be expressed as

ŶS,i =

∑
j �=i YS,j × k(XS,i, XS,j)∑

j �=i k(XS,i, XS,j)
. (3)

Authorized licensed use limited to: TU Delft Library. Downloaded on June 04,2025 at 05:36:19 UTC from IEEE Xplore.  Restrictions apply. 



KANG et al.: ROBUST TRANSFER LEARNING FOR BATTERY LIFETIME PREDICTION USING EARLY CYCLE DATA 4643

For the target data set {XT,1, . . . , XT,nT
}, the prediction for the

ith sample can be derived as

ŶT,i =

∑nS

j=1 YS,j × k(XT,i, XS,j)∑nS

j=1 k(XT,i, XS,j)
. (4)

More details and explanations of kernel regression can be found
in [32].

B. When to Transfer: A Robust TL Method

The problem about when to transfer is important because
inappropriate TL may lead to negative transfer. It is also difficult
to verify performance since there is no labeled data in the target
domain [15].

1) Relative Change in MMD Is Not Reliable: A straightfor-
ward idea to solve this issue is using the relative change in
MMD to assess the success of TL since they are specifically
designed to measure the difference between the source and target
domains. However, the following simulation study reveals that
the reduction in MMD values does not consistently correspond
to increased similarities. In addition, the effectiveness of TCA
is observed to be contingent on the initial MMD value.

Note that the transferred knowledge in this article refers to
the data from the source and target domains that have been
transformed using the transformation matrix W . Successful
transfer indicates that the distributions of the transferred source
and target domain data are significantly closer to each other
compared to the distributions of the original source and target do-
mains. To illustrate the behavior of traditional TCA, we present
three simulated examples in Fig. 2. The first scenario involves
two samples with a small initial MMD value, the second involves
two samples with an initial MMD within an appropriate range,
and the third involves two samples with a large initial MMD
value. We utilize the widely used t-SNE [33] for visualizing the
distributional changes in the high-dimensional feature space re-
sulting from TCA, providing an intuitive representation essential
for assessing domain adaptation success and understanding the
alignment between source and target domains.

Specifically, in Fig. 2(a), we observe that when the initial
MMD value is relatively small, applying TCA, while successful
in reducing MMD (from 0.1022 to 0.0576), may introduce
alterations to the distribution shape. In such cases, the prediction
without TL, denoted as NoTL, could be preferred, as the distribu-
tion shapes of the raw source and target domains are more similar
than those after TCA. Turning to Fig. 2(b), we focus on scenarios
where the initial MMD falls within a suitable range. Here, TCA
significantly enhances the similarity between the source and
target distributions, demonstrating its effectiveness (reducing
the MMD value from 0.5177 to 0.0002). In Fig. 2(c), we explore
the case with a large initial MMD value. Despite TCA’s ability to
reduce the MMD metric (from 1.2345 to 0.2711), the transferred
data still exhibits considerable dissimilarity, emphasizing the
limitations of TCA when faced with large MMD values. Si-
multaneously, the smaller MMD values may still offer valuable
insights, given the distinct dissimilarities in distribution shapes
observed in both the raw source and target domains, as well
as the transferred source and target domains. Fig. 2(a) and (c)

(a)

(b)

(c)

Fig. 2. Illustrative examples of TCA and distribution preservation with
varying initial MMD values. (a) Example 1: The impact of a small initial
MMD value on distribution shape. (b) Example 2: Improving distribution
similarity with an appropriate initial MMD value. (c) Example 3: Non-
negligible differences in distribution shape after transfer still exist for a
larger initial MMD value.

illustrates that although the MMD values decreased after apply-
ing TCA, indicating improved global alignment, the increased
divergence observed in the t-SNE visualization suggests that
local differences may have become larger. This highlights that,
in some cases, the relative change in MMD may be less reliable.

The insights from Fig. 2 suggest that the initial value of MMD,
indicating the similarity between the original source and target
domain, highly influences the performance of TCA. Thus, a
robust TL framework is essential to strike a balance between
NoTL and those with TL.

2) Robust TL Method Based on Model Averaging: To miti-
gate the impact of negative TL, this article adopts the idea of
model averaging [34] to propose a more robust TL method.

Let Ŷ T,1 be the predicted result using NoTL, and Ŷ T,2

be the predicted result using TL. Then, the final result Ŷ T =
(1 − w)× Ŷ T,1 + w × Ŷ T,2, where w ∈ [0, 1] is the weight to
balance NoTL and TL. Thus, the issue turns to finding a suitable
form of w.

Considering the similarity between the raw source data P
and target data Q, if P and Q yield a small initial MMD value,
indicating their similarity in this case, then w should be set to
0. This concern is affirmed by the results shown in Fig. 2(a),
where TCA increased the dissimilarity of the distribution shapes
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Fig. 3. Basic structure of the proposed robust TL approach.

when P and Q yielded a small initial MMD value. In addition,
w should also be smaller when there is no similarity between
the transferred source data Pnew and target data Qnew as this case
indicates that after TL, the source and target domain are still very
different, as shown in Fig. 2(c). As significant distributional dif-
ferences persist after transfer in such cases, the effectiveness of
TCA becomes uncertain. Choosing traditional machine learning
algorithms is preferable in these instances, as they do not rely
on the assumptions associated with TL.

To quantify the degree of similarity, a threshold is necessary.
In this article, we utilize the empirical distribution of the MMD
metric to determine such a threshold, which can be obtained
through a permutation approach [35]. Specifically, the empirical
distribution function of the MMD is derived by repeatedly
shuffling the datasets and recalculating the MMD value. Subse-
quently, the 1 − α quantile of the derived empirical distribution
is employed as the threshold, denoted as T . If the original
MMD value, denoted as MMD0, exceeds T , we conclude that
the two distributions are different; otherwise, we state that the
two distributions are similar enough. Naturally, the probability
of obtaining results at least as extreme as the result actually
observed, denoted as p, can be chosen as a weight. Thus, the
final form of the weight term w can be expressed as

w = p× I{MMD0>T } (5)

where I{MMD0>T } is the indicator function, whose value is equal
to 1 when the MMD0 calculated by P and Q exceeds T , and 0
otherwise.

The weight form in (5) satisfies the aforementioned properties
we desired. When the raw source and target distributions P and
Q are similar enough, the calculated MMD0 should be located
within the threshold T , resulting in the value of w being equal to
0. Otherwise, TL should be performed, and the corresponding
value of w is equal to p, which is derived from the transferred
distributions Pnew and Qnew.

C. Robust TL Framework

The proposed robust TL framework is presented in Algo-
rithm 1, and the fundamental structure of the approach is il-
lustrated in Fig. 3. Following data preprocessing, we extract
selected features from both the source and target domains. Sub-
sequently, the weight term w in (5) can be determined following
the procedure introduced in Section III-B. The weight term w is
then utilized to balance the predictions Ŷ T,1 and Ŷ T,2.

Algorithm 1: The Proposed Robust Transfer Learning
Framework.

Input: Source domain XS and corresponding response
Y S , target domain XT , kernel function type, λ;

Output: Predicted response for target domain Ŷ T .
1: Data preprocessing, encompassing techniques such as

smoothing and outlier handling;
2: Generate features according to the preprocessed data;
3: Calculate the weight term w following the procedure

introduced in Section III-B;
4: Derive the prediction Ŷ T,1 using NoTL method;
5: If w �= 0, derive the prediction Ŷ T,2 using TL method,

otherwise, set Ŷ T,2 = 0;
6: Derive the final prediction

Ŷ T = (1 − w)× Ŷ T,1 + w × Ŷ T,2.

IV. CASE STUDY

In this section, a case study on the lifetime data of 124 lithium-
ion batteries is presented to demonstrate the implementation of
the proposed framework.

A. Data Overview

The dataset used for the case study is taken from [10], which
comprises 3 batches consisting of a total of 124 lithium-ion phos-
phate/graphite batteries (41/43/40 in batch 1/2/3, respectively).
The batches can be considered as separate experiments, with
batch 3 conducted nearly a year after batches 1 and 2. For each
battery, the following data are attached.

1) Cycle life: The number of cycles until the battery’s capac-
ity has decreased below 80% (and for batch 2, 75% ) of
its nominal capacity.

2) Charge policy: All batteries are charged according
to different fast-charging conditions in a temperature-
controlled environment, see [10] for more details.

3) Summary data: The summary data contains information
for each cycle, including the cycle number, discharge
capacity, charge capacity, internal resistance, maximum
temperature, average temperature, minimum tempera-
ture, and charging time.

4) Cycle data: The information contained within a cycle
includes the time, charge capacity, current, voltage, tem-
perature, and discharge capacity. In addition, calculated
variables such as the discharge rate, the discharge ca-
pacity interpolated linearly, and temperature interpolated
linearly are also included.

Note that the dataset is the largest publicly available for nom-
inally identical commercial lithium-ion batteries cycled under
controlled conditions.

B. Prediction Models and Analytical Scenarios

For the prediction model, the original paper [10] uses a
feature-based method. After preprocessing the curves and fitting
a polynomial to the discharge capacity as a function of voltage in
the 10th and 100th cycle ΔQ100−10(V ), several features can be
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TABLE I
DIFFERENT SCENARIOS FOR SOURCE AND TARGET DATA

extracted from these values, such as mean, variance, minimum,
skewness, and kurtosis. The logarithmic values of the summary
statistics exhibit a strong correlation with the logarithmic cycle
life, while the discharge capacities of only the first 100 cycles are
weakly correlated with the cycle life. The capacity curves and
an example of the discharge voltage curves are shown in Fig. 1.
The battery cell “b2c1,” which has a relatively low lifetime, will
be excluded from the dataset to prevent its negative impact on
the results.

As detailed in [10], three prediction models incorporating
different features are considered: the variance, discharge, and
full models. The variance model operates as a univariate model,
utilizing log(Var(|ΔQ100−10(V )|)) to predict log cycle lives. In
contrast, the discharge model encompasses summary statistics
of ΔQ100−10(V ), including minimum, mean, variance, skew-
ness, and kurtosis, alongside other candidate features derived
during discharge. The full model extends the features of the
variance and discharge models by incorporating additional data
streams, such as temperature and internal resistance. Further elu-
cidation on the configuration of these three models is available
in [10].

To fully utilize the dataset, we consider seven different sce-
narios for both the source and target data, allowing for compre-
hensive comparisons. A summary of these scenarios is presented
in Table I, providing a clear overview of the variations studied.
Both the root mean squared error (RMSE) and the mean absolute
percentage error (MAPE) are used as prediction performance
metrics.

C. Prediction Performance

The performance of kernel regression and TL is affected
by the hyperparameter λ in (2) and the choice of the kernel
type. In this article, we adopt four widely used kernel types:
linear, polynomial, radial basis function (Rbf), and Laplace
kernel. To ensure fair comparisons across different scenarios, the
hyperparameter λ is determined through cross-validation, and
the hyperparameters of the kernel functions remain consistent
across all scenarios. Taking scenario 2 as an example, RMSEs
for different models across various kernel types are displayed
in Fig. 4, where the red, green, and blue boxes represent the
results derived from NoTL, TL, and the proposed robust TL
methods, respectively. Fig. 4 indicates that the proposed robust
TL framework does indeed possess the desired ability to balance
NoTL and TL methods for different models. Similar results for
MAPEs are observed but not displayed to save space.

Fig. 4. Example of RMSEs for different methods via kernel types.

Taking the linear kernel as an example, in the variance model
case, the NoTL approach outperforms TL, indicating that TL
introduces a negative effect. In this scenario, the proposed
method favors NoTL, resulting in predictions that align closely
with NoTL, thereby minimizing the negative impact caused
by TL. Conversely, for the discharge and full models, TL
significantly outperforms NoTL. In these cases, the proposed
approach prioritizes TL, with final predictions derived from a
weighted combination of TL and NoTL using weight w, thereby
leveraging the benefits of TL.

Regarding the RMSEs of lifetime predictions under all scenar-
ios, kernel types, and models, the results are reported in Table II.
Cases where the proposed robust TL framework successfully
mitigates the impact of negative TL in direct TL are highlighted
in bold for enhanced visibility.

In terms of computational cost, the TCA-based approach took
0.02 s for data transformation. The experiments were conducted
on the following system specifications.

1) Operating System: Windows 10 (Version 10.0.22621).
2) CPU: Intel 16-core processor (Intel64 Family 6 Model

141).
3) Memory: 32 GB.

The results presented in Fig. 4 and Table II demonstrate
that the proposed robust TL framework effectively balances
NoTL and TL in general. Specifically, the proposed method
performs well in extracting positive outcomes from TL when it
significantly improves prediction results. Conversely, when TL
yields unfavorable results, the proposed method favors the NoTL
approach, aligning the results with NoTL for comparability.
These observations are particularly noticeable in scenarios 2,
3, 4, 6, and 7.

However, exceptions exist, particularly in scenarios 1 and
5. The performance in scenario 1 exhibits instability. Upon
investigating the root cause of this instability, we identify a
potential factor: a violation of the fundamental assumption of
TL, namely, the sharing of the same distribution between the
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TABLE II
RMSES VIA DIFFERENT SCENARIOS, KERNEL TYPES, AND MODELS

TABLE III
P -VALUES FOR HYPOTHESIS TEST ON RESPONSES DISTRIBUTION

HOMOGENEITY ACROSS SCENARIOS AND KERNEL TYPES

responses of the source and target domains. As the performance
of the proposed framework is influenced by kernel types, a
kernel two-sample test introduced in [35] is employed. The
p-values resulting from hypothesis tests across scenarios and
kernel types, assessing whether the responses of the source and
target domains share the same distribution, are presented in
Table III. Taking scenario 2 as an example, the p-values across
different kernel types are all larger than 0.01, indicating that we
cannot reject the null hypothesis. This suggests that, in scenario
2, the response distribution in scenario 2 is not statistically
different and likely shares the same distribution. Notably, for
various kernel types, scenario 1 consistently rejects the null
hypothesis that the responses of source and target domains share
the same distribution.

For scenario 5, where the initial MMD value of the raw source
and target data is already smaller enough, the results should
align with the NoTL method, as w = 0 in this case. The results
presented in Table II reflect the performance without considering

TABLE IV
RMSES VIA DIFFERENT SCENARIOS USING DIFFERENT APPROACHES

UNDER THE FULL MODEL

this setting, confirming the necessity of the indicator function
in (5). Moreover, results for scenario 5 indicate that when the
raw source and target data derive a small initial MMD value,
TL may provide unstable results, potentially worsening overall
predictions.

To further demonstrate the robustness of the proposed ap-
proach, we conducted additional experiments based on the full
model, integrating the framework with LSTM and CNN-based
techniques. The results, presented in Table IV, further high-
light the robustness of the proposed framework. Specifically,
“-KR,” “-LSTM,” and “-CNN” represent the corresponding re-
sults based on kernel regression, LSTM, and CNN, respectively.
Regardless of the method used, the results in Table IV indicate
that when TL is significantly impacted by negative transfer, our
method tends to favor the NoTL approach, effectively minimiz-
ing the negative effects.

In terms of computational cost, the approach based on kernel
regression took approximately 0.89 s per scenario, while the
LSTM-based approach took around 5.59 s and the CNN-based
approach around 4.05 s. This level of computational efficiency
suggests that the proposed method is feasible for use in real-
world battery management systems.

D. Sensitivity Analysis

According to the results, both the hyperparameter λ in (2) and
the choice of kernel type significantly impact the performance.
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Fig. 5. Example of RMSEs for different methods via the tuning param-
eter λ and kernel types.

Given that selecting suitable kernel function types remains an
ongoing area of research, we specifically focus on exploring
the sensitivity associated with the hyperparameter λ. This un-
certainty can influence the performance of both the TL and the
proposed robust TL framework.

Taking the full model in scenario 1 as an example, we find that
the optimal λs for four commonly used kernel types in the pro-
posed robust TL framework fall within the range [0.001, 0.01].
Consequently, we present the RMSEs for different methods
across various kernel types, with λ values set to 0.001, 0.003,
0.005, 0.007, and 0.01, in Fig. 5.

The results presented in Fig. 5 demonstrate that the proposed
robust TL framework consistently achieves a balance between
the NoTL and TL methods, irrespective of the kernel types.
Notably, this balancing function remains unaffected by specific
values of λ.

V. CONCLUSION

This study introduces a robust TL framework that balances the
outcomes of NoTL and TL through a weight form associated
with the MMD metric. The strength of the proposed frame-
work lies in its flexibility, enabling the integration of various
traditional machine learning algorithms within the TL process.
The case analysis results, conducted on early cycle battery data
for predicting lifespan, demonstrate that the proposed method
tends to favor TL results when TL performs well and leans
toward NoTL results when TL performance is suboptimal. This
robustness is crucial in practical applications as TL can not
guarantee consistently better performance.

This article proposes a novel analytical framework where the
specific weight form and TL algorithm can be adapted based on
the nature of the problem at hand. Thus, as for future research,
one potential direction involves exploring alternative forms of
weights and TL algorithms. Another possible research direction
entails further investigation into the choice of kernel function
types, aiming to provide more practical and tailored selection
methods. In addition, potential optimizations, such as paral-
lelizing computations, could further enhance the computational

efficiency of the proposed method. Furthermore, improving
model interpretability using techniques like Shapley additive
explanations or local interpretable model-agnostic explanations
could offer valuable insights for engineers. Exploring ensemble
learning methods may also enhance accuracy by combining the
strengths of multiple models.
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