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Abstract

Nowadays, climate change and global warming phenomena are becoming more and more
serious issues. In order to sustain the enormous worldwide energy demand, society
consumes a high amount of fuel, resulting into the steep increase of the level of CO4 in
the environment. Therefore, the massive greenhouse gases emissions in the atmosphere,
generated by burning fossil at a great pace, are the main reason behind the previously
mentioned phenomena.

Heat transfer augmentation methods can considerably contribute to the decrease of
fuel consumption, resulting into a reduction of the greenhouse gases emissions. There-
fore, this can be an effective approach to tackle the climate change and global warming
phenomena. Particularly, rough surfaces are a well known heat transfer augmentation
technique. Such surfaces induce turbulence and thereby the flow is well mixed. This
mechanism assists convective heat transfer and as a result, heat transfer is augmented.
In addition, buoyancy-influenced turbulent flows frequently occur in many engineering
applications. These flows combine natural and forced convection which are due to buoy-
ancy and the bulk flow respectively and contribute both to heat transfer. Particularly,
buoyancy-aided flows can promote laminarization and therefore heat transfer deteriora-
tion.

The main focus of this study is to examine the impact of surface roughness and
buoyancy effects on turbulent heat transfer. Initially, a 3D rectangular channel is con-
sidered with the streamwise, wall normal and spanwise dimensions being 5.63 x 2 X
2.815. Subsequently, two different wall roughness geometries are constructed. Both of
them have a sinusoidal shape, however the direction of travel is in the streamwise direc-
tion for the one and in the spanwise for the other. Moreover, the surface roughness is
placed on the top and bottom isothermal walls of the geometry. Regarding the space
and time discretization, central differences are used for the former one and second order
Adams-Bashforth for the latter one. Finally, the immersed boundary method is utilized
in order to incorporate the surface roughness. A series of direct numerical simulations
is performed to gain an insight on how surface roughness and buoyancy forces affect the
heat transfer.

The results display that both roughness schemes enhance heat transfer. Particularly,
the Reynolds stresses show an increase in both rough wall cases, signifying that mixing is
improved. In addition, the turbulent heat flux as well as the Nusselt numbers also exhibit
a growth for both streamwise and spanwise orientation, implying that heat transfer is
augmented.

Comparing the streamwise and spanwise orientations with each other, both Reynolds
stresses and turbulent heat flux graphs are significantly higher in the streamwise rough-
ness case. Moreover, the streamwise roughness is enhancing the Nusselt number approx-
imately 1.8 times more than the spanwise roughness for the zero-buoyancy case and
approximately 1.4 times more for the buoyancy-aided scenario.

Noteworthy is the fact that, the results show that the buoyancy-aided case predicts
larger Reynolds stresses, turbulent heat flux and Nusselt numbers for all of the surfaces.
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Introduction

1.1. Introduction

Undoubtedly, todays working society is sustained by the massive electric energy con-
sumption. Development in urbanization is giving electricity additional importance as
the main energy source. Moreover, during the last two decades there was a steep rise
in fuel consumption due to population explosion. Strongly connected with that is the
increase in food production and usable water; procedures that demand high amounts of
energy [39][52]. However, this enormous fuel consumption comes with a price. It is well
known that society experiences climate change and global warming phenomena, having
both being consequences of burning fossil fuels at a great pace and generating a high
amount of carbon dioxide emissions (Figure 1.1) [2].

35 billion t Cement

30 billion t -
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1751 1800 1850 1900 1950 2000 2017

Figure 1.1: Global CO2 emissions by fuel type in billions of tonnes per year [2].
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Heat transfer augmentation can significantly contribute to the reduction of fuel con-
sumption and greenhouse gas emissions [1]. During the last years, heat transfer aug-
mentation studies gain more attention, as heat transfer is crucial to many engineering
applications. It is also well known that heat transfer is extremely important to many
applications regarding thermodynamic power cycles and heat pump cycles, thus maxi-
mizing the cycle requires effective heat transfer. In addition, the increased cost of energy
and material generated an additional effort intended to develop more efficient heat ex-
change equipment. Particularly, in space applications it is necessary to miniaturize heat
exchangers and this can be done through an improvement of heat transfer [18]. With the
rapid evolution and increasing performance of microdevices used in electronic devices,
the demand of new efficient heat transfer intensification techniques arises [3]. Regarding
marine applications, fouling and scaling of heat exchangers increase the thermal resis-
tance, resulting in searching new methods to augment heat transfer [18]. All of the above
clearly state the importance of designing a compact heat exchanger, which achieves a
high heat transfer rate using minimum pumping power.

A widely known heat transfer augmentation technique is rough surfaces. This tech-
nique is under the umbrella of passive methods which require no direct application of
external power, in contrast to the active ones [4]. Subsequently, rough surfaces can be
classified as regular or irregular. Regular rough surfaces are fundamentally surface mod-
ifications which are made intentionally, in order to induce turbulence. Having in mind
that turbulence promotes mixing of the flow, while mixing of the flow assists convective
heat transfer, the augmentation therefore occurs [60]. Most regular rough surfaces are
discrete 3D surface indents and protrusions, based on simple geometric patterns [46][8].
However, the majority of engineering surfaces are irregular due to the level of finishing
or due to erosion. The main difference from regular roughness is the fact that irregular
has a completely random shape.

Heat transfer augmentation techniques are applied for forced convection, even though
buoyancy-influenced turbulent flows often occur in many engineering applications. Specif-
ically, buoyancy-influenced turbulent flows are a combination of natural and forced con-
vection which are due to buoyancy and the bulk flow respectively and contribute both
to heat transfer [27]. These flows can be separated to assisted flows where the natural
convection is in the same direction as the bulk flow and to opposed flows if the two
directions are opposed to each other [65]. It should be noted that the literature contains
an extensive research on these types of flows within different geometries and will be
discussed in detailed below.

Since, most previous fundamental research on turbulent mixed convection flow over
rough surfaces is focused on regular roughness and on the momentum transfer [45],
the purpose of this study is to investigate the effect of irregular roughness on turbu-
lent mixed convection heat transfer. In the following part, research studies regarding
buoyancy-influenced flows are discussed in detail. Subsequently, heat transfer enhance-
ment techniques are mentioned with concentration on regular and irregular rough sur-
faces. Finally, a review of numerical studies is given, followed by details of the current
thesis as well as the main objective.
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1.2. Buoyancy-Influenced Turbulent Flows

Buoyancy-influenced turbulent flows or turbulent mixed convection flows are frequently
found in the engineering industry. Particularly, these types of flows combine the forced
convection and the natural convection. The forced convection originates from the bulk
flow and the natural convection arises due to gravitational body forces as a conse-
quence of a non-uniform density variation [27]. In addition, turbulent mixed convection
flows are distinguished in buoyancy-assisted flows and buoyancy-opposed flows. Dur-
ing the buoyancy-assisted flows, natural and forced convection are aligned, while in
the buoyancy-opposed flows the two are flowing in the opposite direction of each other
(Figure 2).

Wang et al. [60] reported an experimental study of buoyancy-assisted and buoyancy-
opposed turbulent flows within a vertical plane passage, having one wall heated and the
opposite one adiabatic. Regarding the buoyancy-assisted case, increasing the influence
of buoyancy resulted into a reduction in the heat transfer efficiency. Wang explained this
by stating that there is a decrease in the shear stress, in the layer of buoyant fluid near
the wall. Therefore, the production of turbulence is deteriorated and this negatively
affects the diffusion of heat by turbulence. On the other hand, increasing the buoyancy
effect in the buoyancy-opposed flow, resulted into a heat transfer enhancement, since the
shear stress now increases and turbulence is induced. Similar conclusions were drawn
by Kasagi et al. [32] who investigated turbulent mixed convection between two vertical
parallel plates kept at different temperatures, through Direct Numerical Simulations
(DNS). Zhang et al. [65] studied experimentally the buoyancy-assisted case in a vertical
square channel with asymmetric heating conditions. Four heating models were created
based on the combinations of four groups of heaters, placed on two opposite sides of the
square channel (Figure 3). Surprisingly, even though the flow was buoyancy-assisted,
Zhang observed a considerable augmentation in heat transfer, due to distortions in the
flow caused by the buoyancy effect.

«— Q)

- RN T
et [ T -

bulk flow

Figure 1.2: Two channels with heated walls. Gravity is pointing downwards, thus natural convection
due to buoyancy has an upward direction. Left channel: buoyancy-assisted flow where natural
convection is aligned with the bulk flow. Right channel: buoyancy-opposed flow where natural

convection is opposed to the bulk flow.
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Figure 1.3: Zhang’s set up. Four groups of heaters are placed on two opposite sides of the square
channel to generate asymmetric heating conditions [65].

Jackson [26] presented an experimental study with uniformly heated vertical tubes,
using carbon dioxide at a pressure slightly above and slightly below the critical value.
The results showed that at both pressures, it was observed that there was a considerable
impairment of heat transfer in the case of buoyancy-assisted flow. However, in the case
of the buoyancy-opposed flow no such thing was noticed and the effectiveness of heat
transfer was consistently better than with the buoyancy-assisted flow. More importantly
Jackson gave a detailed explanation, similar to Wang, on why this deterioration takes
place in the buoyancy-assisted flow. Jackson states that turbulence is sustained by an
energy input, which arises from the shearing of the turbulent fluid. As the temperature
near the wall increases, the buoyant layer becomes thicker and consequently shear stress
is reduced (Figure 4). Therefore, the turbulent diffusivity € is reduced and turbulence is
not maintained:

e=lpx I x ) (L.1)

where p is the density in kg/m?, L is the turbulent mixing length in m and 7; is the
turbulent shear stress in Pa. Hence, heat diffusivity also decreases leading to heat
transfer deterioration.

Nieuwstadt et al. [40] explained this using the production term of the turbulent
kinetic energy:

P, = —uv— (12)

where w0’ is the time-averaged product of the velocities of the fluctuations in the di-
rections along and normal to the wall respectively, w is the time-averaged velocity in
the direction along the wall and y is the normal distance from the wall. During the
buoyancy-assisted case both fluctuation velocities as well as the gradient in the average
flow (i.e. shear) are reduced in locations where a large amount of turbulence production
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it is normally expected. Therefore, laminarization of the flow is promoted resulting to
heat transfer impairement.

pipe

Uniform density

—_—

Share stress

RS o h S SUNOR e NN N e N R ORI

Figure 1.4: Jackson’s explanation on why heat transfer deterioration occurs in the buoyancy-assisted
flow. As the buoyant layer becomes thicker, the shear stress is reduced and turbulence is not
maintained leading to heat transfer impairment [26].

1.3. Heat Transfer Enhancement Techniques

Heat transfer augmentation techniques can remarkably positively affect the engineering
applications. With heat transfer enhancement the dimensions and mass of a device can
be reduced considerably. In addition, there is a vital decrease in the power required
to pump the heat carriers through the device, while maintaining the thermal capacity
[46]. Consequently, implementing techniques which increase the heat transfer efficiency,
will definitely combat the climate change and global warming phenomena which are
considered as the main motives.

Various engineering industries are applying heat transfer augmentation techniques to
their applications. For example, in the process industry enhanced heat transfer surfaces
are used in tubes [37] and in plate heat exchangers [1]. Regarding the electronic industry,
the fast evolution of microdevices causes an increased amount of heat production in this
equipment. Since traditional air-cooling methods are not sufficient anymore, heat trans-
fer enhancement methods are therefore applied [3]. Another area in which heat transfer
augmentation is applied is waste heat recovery. Waste heat recovery is the process of
heat integration, where the heat energy that would be dumbed in the environment is
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recycled back into the system [29]. Lastly, these methods are also applicable in aerospace
where there is a need for miniaturization as well as in marine applications where it is
common to have reduced heat transfer coefficients due to fouling [18].

Enhancement techniques can be categorized as active, passive and compound en-
hancement. Active techniques such as surface vibration, fluid vibration and electrostatic
fields, are techniques which require external power [4]. However, these methods are not
commercially viable due to cost, noise, safety, reliability and high-power consumption.
The bulk of commercially feasible enhancement techniques consists of passive techniques
[37]. Passive techniques opposed to the active ones, do not require external power. Nev-
ertheless, during those methods heat transfer enhancement occurs while pressure drop
increases, thus increasing the pumping power. Some of the passive techniques are rough
surfaces, extended surfaces and inserts and additives like twisted tapes and wire coils
(Figure 5). Finally, the third category which is compound enhancement is a combina-
tion of the above techniques. Two or more methods can be employed concurrently to
generate an intensification that is usually greater than the individual methods utilized
separately. An example of this category is having a rough surface with a twisted-tape
swirl flow device [4]. The main objective of all these techniques is to decrease the ther-
mal resistance of the near-wall layers by inducing turbulence and consequently increase
the heat transfer coefficient.

Radial Internal External Twisted Tube
Ridges Fins Fins Tube Insert
Static Mixer

Figure 1.5: Pipes with different passive techniques for heat transfer enhancement [66].

1.4. Passive Techniques

More focus is given on the passive methods, since these methods are commercially viable,
in contrast to the active ones. Popov et al. [46] reported a review of passive methods
used for enhancing heat transfer in industrial thermal engineering devices. Popov states
that for rough surfaces heat transfer can be improved by a factor of 2.5-3.5, depending
on the geometrical parameters of the surface. In addition, swirling flow devices such
as twisted tubes, can enhance heat transfer by a factor of 1.8-5 and coils by a factor
of 1.3 to 3. Bayrak et al. [3] gave attention on surface modification techniques in a
microchannel heat sink, instead of inserts and additives among passive enhancement
methods. It has been concluded that, surface modification improves the convective heat
transfer, however it also increases the pressure drop. Dewan et al. [18] presented a review
of passive enhancement techniques, with emphasis given on twisted tapes and wire coils,
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since these are economic tools. In order to compare the thermohydraulic performance
of each tool, Dewan used the overall enhancement ratio which is defined as the ratio of
the heat transfer enhancement ratio to the friction factor ratio:

n= —Nu/Nluo (1.3)
(f/fo)'/?

where Nu, f, Nug and fy are the Nusselt numbers and friction factors for a configuration
with and without inserts respectively. In this paper it is stated that the principal thermal
resistance in a turbulent flow is limited to a thin viscous sublayer near the wall and in
a laminar flow is limited to a thicker region. Therefore, Dewan comes to the conclusion
that wire coils are well suited for turbulent flows, since they effectively mix the flow in the
viscous sublayer near the wall. Subsequently, twisted tapes are more effective in laminar
flows, because they mix the bulk flow better compared to the wire coils. In addition,
Wen-Tao Ji [28] reported an extensive literature survey, comparing the thermohydraulic
performance of internal integral-fins, twisted tape inserts, corrugations, dimples and
compound enhancement techniques in pipes. Some of the experimental results of this
paper are presented in Table 1. A nice observation that can be made is the fact that for
the twisted tape inserts the friction factor ratio is remarkably increased as Re increases.
In contrast, the corrugated tubes show the opposite behaviour.

H Researcher Re Passive Method f/fo Nu/Nug H
Prasad and Shen [47] 35-92 x 10° Wire Coil Inserts 17.5-22.4  1.7-2.2
Chakroun and Al-Fahed [11] 0.23-2.3 x 103 Twisted Tape 3.4-7.6 1.3-3.2
Eiamsa-ard et al. [20] 3.7-21 x 10° Twisted Tape 5.2-8.4  2.1-2.8
Promvonge et al. [48] 6-60 x 10° Twisted Tape 10.4-20.7  3.6-6.2
Darzi et al. [15] 5-20 x 103 Corrugated 2.5-3.1 2.7-3.2
Kathait and Patil [33] 7.5-50 x 107 Corrugated 2.5-2.7 1.5-2.6
Gowen and Smith [23] 6-100 x 10° Sand Roughness 3.5-5.8 2.3-3.3
Liao et al [36] 5-80 x 10°  Extended Protrusions 3.8-4.4  2.9-3.6
Li et al [35] 15-60 x 103 Discrete Ribs 2.8-35  2.0-2.1
Webb [62] 124 x 10° Coned 3646 2.64.5

Table 1.1: Thermohydraulic performance of internal integral-fins, twisted tape inserts, corrugations,

dimples and compound enhancement techniques in pipes.

1.5. Regular Roughness

Regular rough surfaces are surfaces which were intentionally modified, in order to im-
prove the heat transfer coefficient. They consist of discrete 3D surface indents and
protrusions, based on simple geometric patterns such as hemispheres and truncated
cones. These surface modifications not only increase the heat transfer area but most
importantly induce turbulence, which helps mixing the flow and thus improves heat
transfer. Owen et al. [44] proposed a simple model which describes how heat transfer is
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enhanced due to surface roughness. The model consists of horseshoe eddies which wrap
themselves round the individual roughness elements (Figure 6). These eddies, pull fluid
down into the valley-like regions and scour the area between the adjacent protrusions.
Subsequently, the fluid rises back to the roughness crests and mixes with the bulk flow.
This scouring action is the mechanism behind the augmentation of heat transfer in rough
surfaces.

Figure 1.6: Owen’s model states that horseshoe eddies wrap themselves round the individual
roughness elements and scour the area, leading to a heat transfer augmentation [44].

Hosni et al. [25] used two different shapes of regular roughness: hemispherical pro-
trusions and truncated cones. In addition, the element spacing was also varied to make
the surface more or less element dense. Hosni et al. came to the conclusion that as
the roughness density increases, the Stanton number also increases for both types of
elements, with the hemispherical shape having slightly higher rise than the truncated
cone (Figure 7). Particularly, increasing the roughness density of the truncated cones
configuration could improve the Stanton number by 55% over the equivalent smooth
wall case. For the hemisphere configuration, increase in the roughness density resulted
into a 75% increase over the equivalent smooth wall case. To compare the data for rough
surfaces with the smooth wall results, the smooth wall Stanton number expression was
used:

St = 0.185[log( Re)] 2% pr—04 (1.4)

where Re and Pr are the Reynolds and Prandtl numbers respectively.

Regarding the skin friction coefficients, surprisingly there was no increase observed
for both roughness shapes and for all the roughness density variations. Scaggs et al. [51]
also noted no difference in friction factor for cones and hemispheres.

1.6. Irregular Roughness

Most engineering rough surfaces are irregular surfaces. The reasons for this statement
vary. Irregular rough surfaces can be generated due to the nature of the procedure
by which they are made. In fact, grinding or boring which are considered as surface
finishing processes, produce irregular surfaces even though it is expected to generate
smoothness [54]. In turbomachinery applications, erosion, corrosion, pitting and fuel
deposition can cause irregular roughness on the turbine blades [5]. Regarding marine
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Figure 1.7: Stanton number for truncated cones (left) and hemispherical protrusions (right) for
different Reynolds numbers. Clearly, there is an increase in the Stanton number for both type of
elements, in respect to the smooth wall Stanton curve [25].

engineering, organic and inorganic fouling processes result in generation of roughness,
which therefore is responsible for the increase in the fuel consumption [58|[59]. Even
on atmospheric-relevant scale, most of the urban roughness can be irregular and can
influence the regional climate [12][14].

Many researches are focused on the effect of irregular roughness on pressure drop.
At the beginning of the nineteenth century, Darcy carried out pressure drop experiments
on pipes with different roughness. However, the groundbreaking work of correlating the
impact of surface roughness on pressure drop, was conducted by Nikuradse. Nikuradse
[41] constructed sand-grain roughness on the inside walls of the pipes and his work
established the effect of relative roughness on the flow features. Later, important studies
were reported by Colebrook and Moody, in which the Moody diagram was established
as an appropriate method of evaluating the pressure drop as a function of the relative
roughness [31]. In addition, Dipprey et al. [19] presented experimental results regarding
the correlation between heat transfer and friction in smooth and rough tubes. For the
comparison, Dipprey evaluated the heat transfer coefficient C'y and friction coefficient
CF of distilled water flowing upwards through electrically heated tubes. The experiments
were conducted with surfaces having a closed-packed sand grain-type roughness. This
choice was taken because the sand grain roughness simulates natural roughness due to
the random shape of the elements, thus the results would be considered as an expansion
of Nikuradses work. Dipprey’s results indicated that with the type of roughness used,
the 2Cy /Cr values can only be reduced by roughening if Pr < 3. However, if Pr > 3
there is always a possibility to choose a finite roughness to acquire 2C'y /Cr values higher
than those for the smooth tube.
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1.7. Numerical Studies

Computational fluid dynamics (CFD) is a powerful numerical tool which is utilized to
obtain insight into fluid motion. It combines mathematical physics, numerical solutions
for the Navier-Stokes equations and state-of-the-art visualization techniques, in order to
accurately represent the flow [42]. Since turbulent flows are prevalent in nature and in
most engineering applications, the majority of simulations require a turbulence model.
Turbulent flows are characterized by a large range of vortical structures at different scales.
The largest scales contain most of the kinetic energy and break into smaller ones. As
this breakdown takes place, energy is transferred from the large to the small scales, until
the effect of viscosity can convert the kinetic energy into thermal energy [40]. Therefore,
the following numerical methods aim to solve the Navier-Stokes equations, either the
full set or a reduced set of equations including modeling part of certain scales.

Direct Numerical Simulation (DNS) is the most accurate but computationally ex-
pensive numerical method for flow representation. This approach resolves both the
macrostructure and microstructure without relying on any modeling of the turbulent
flow. However, the computational effort for a DNS, increases almost with the cube of
the Reynolds number.

computational effort = O(Re!''/4) (1.5)

Due to this computational expensiveness, DNS has been mainly limited to low to mod-
erate Reynolds numbers and simplified flow geometries like channels and pipes. That
is also the reason why this approach is not preferred in the industry and is almost
exclusively used in research institutions.

Large Eddy Simulation (LES) is another numerical technique, which is less accurate
and less expensive compared to DNS. In LES, the smallest scales are filtered out while the
largest scales which contain most of the energy are resolved directly [10]. This method
was developed for situations in which there is an interest only in certain quantities, such
as lift and drag force on an object; quantities where only the large scales should be
considered as these scales carry most of the momentum.

Reynolds Averaged Navier-Stokes (RANS) is the least accurate and computationally
expensive method compared to the other two. With RANS, a simpler set of the Navier-
Stokes equations is solved, which is based on a time-averaged operation and on the
Reynolds decomposition. However, this approach contains some additional terms called
Reynolds Stresses that need to be modelled. RANS modelling is the most common
and widespread approach in industrial applications as it can give large scale information
about the system like the average drag or lift relatively fast [50][10].

In the literature all the above-mentioned numerical approaches are utilized in ge-
ometries with rough surfaces. Tamura et al. [56] investigated turbulent-boundary layer
flows over a hill-shaped model, at moderately high Reynolds numbers using LES. Henn
et al. [24] carried out LES for separated turbulent flow over wavy smooth surfaces in a
channel. Gong et al. [22] studied aerodynamically rough turbulent boundary-layer flows
over a sinusoidal surface, through LES. Stoesser [53| simulated turbulent channel flows
over rough beds, employing again LES. Wang et al. [61] computed the skin friction and
heat transfer coefficients on real rough surfaces utilizing a RANS approach. In addition,
Xie et al. [63] investigated turbulent flows over wall-mounted obstacles using both LES
and RANS. Comparing the two methods, Xie emphasizes that RANS provided inade-



1.7. Numerical Studies 11

quate and less satisfactory results compared to LES. Jin et al. [30] validated RANS
models of turbulent flows in rough wall channels, based on DNS results. The critical pa-
rameters that were varied for the validation process were the Reynolds number and the
non-dimensional size of the roughness elements k/H where k is the width of the element
size and H is half the distance between the two walls. Orlandi et al. [43] investigated
heat transfer in the presence of regular rough walls, using explicitly DNS. A research
similar to the current thesis topic, was conducted by Peeters et al. [45] who investigated
turbulent heat transfer in channels with irregular roughness through DNS. In this paper,
a bulk heated fluid flows through a constant wall temperature channel, which consists
of a grit-blasted surface. The results show that the mean temperature far away from
the wall (y* > 10) decreases with increased roughness k™ (Figure 8). The main reason
behind this is the recirculation zones generated, which draw heat from the bulk of the
fluid (Figure 9). This also agrees well with the theory as roughness induces turbulence
which helps mixing the flow and increases heat transfer. In addition, this temperature
downward shift can be described by the temperature wall roughness function:

ret =L “In(kt) + 8(Pr) - §(kj)0-2pr0~44 (1.6)

K 4
where Pry is the turbulent Prandtl number, x is the von Karman constant, g'(Pr) =
(3.85Pr'/3 —1.3)2 + (Pry/r)In(Pr) — 7.4 and k7 is the sand grain equivalent roughness
height. In addition, Peeters also inspected the momentum wall roughness function AU,
Comparing the two wall roughness functions it was concluded that there is a difference
between the two values, due to the recirculation zones. Consequently, the Reynolds
analogy fails.
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Figure 1.8: Mean temperature with respect to distance from the wall. The mean temperature far away
from the wall (y* > 10) decreases with increased roughness k™ [45].
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Figure 1.9: Recirculation zones are produced and draw heat from the bulk of the fluid to decrease the
temperature gradients and improve the heat transfer [45].

1.8. Main Objective of the current Thesis

Although the impact of wall roughness on momentum transfer is being thoroughly ex-
amined, less emphasis has been given to the effect of wall roughness on turbulent heat
transfer. In addition, both regular and irregular rough surfaces have been studied over
the years for various reasons. For example, studying irregular rough surfaces can provide
an insight on how the flow is modified when the inside of a pipe suffers from corrosion
or when the level of finishing is not high. On the other hand, studying regular rough
surfaces can give an indication on how the flow is altered when a certain pattern is added
inside the pipe to enhance heat transfer. Moreover, buoyancy is also a parameter which
should be taken into consideration, as it is found in many engineering applications and
can significantly influence the results depending on its direction.

Taking all of the above into consideration, the current thesis is focused on the fol-
lowing objectives:

e Investigation of the impact of two different types of regular roughness on heat transfer,
in turbulent mixed convection flows. Both of them have a sinusoidal shape, however
the direction of travel is in the streamwise direction for the one and in the spanwise
for the other. Parameters like the mean velocity, the mean temperature, the mean
Reynolds stresses and the mean turbulent heat flux are examined.

e Investigation of the impact of buoyancy on heat transfer for the same types of regular
roughness, in turbulent mixed convection flows. For each type of roughness, the
Richardson number will be modified to have a buoyancy-aided flow. Parameters like
the mean velocity, the mean temperature, the mean Reynolds stresses and the mean
turbulent heat flux are examined.

e Comparison between the two different types of regular roughness regarding heat trans-
fer.
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In particular, for the first two objectives a series of direct numerical simulations will
be executed to represent a flow past the two different regular rough surfaces, which are
constructed based on a sinusoidal wave. To account for the roughness, the immersed
boundary method will be used. For the last objective, the two types of roughness
will be compared with each other to decide which one has the highest heat transfer
augmentation.



Methodology

2.1. Governing Equations

The behavior of a Newtonian fluid flow is governed by the Navier-Stokes equations. The
Navier-Stokes equations describe the conservation of mass, momentum and energy. For
an incompressible flow, the Navier-Stokes equations read:

aui

— 2.1
. 0 (2.1)
ou; duju; 0P 0%u;
"ot TP o, om  Fomon, 1Y (22)
or  or  o°T

(2.3)

ot Yan T “onom,

where 7, 7 =1,2,3; x is the Cartesian position vector in m, also denoted as z, y, z; u repre-
sents the velocity vector in m/s, also denoted as u, v, w. The gravitational acceleration
g in m/s? acts along the z—direction. In addition, ¢ represents the time in s, P the pres-
sure in Pa and T the temperature in K. Regarding the properties of the fluid, p depicts
the density in kg/m?, u the dynamic viscosity in Pa-s and « the thermal diffusivity in
m?/s. In summary, equations (2.1), (2.2) and (2.3) represent the conservation of mass,
momentum and energy, respectively.

One way to implement buoyancy effects into the Navier-Stokes equations is to use
the Boussinesq approximation. The Boussinesq approximation considers density varia-
tions only in the body force term and relates the density difference to the coefficient of
thermal expansion and temperature difference. In addition, it can be applied when the
density variations are small. However, the equation which describes the conservation of
momentum needs to be modified before applying the Boussinesq approximation.

It is common to introduce a reference density p,., which is possibly the density at
some far-field free stream [17]. Then p = p, + p — p, and the momentum equation can
be written as:

Pot TP 0w, ~ 0w Mowo1,

+ prgi + (P — pr)gi (2.4)

14
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It should be reminded that this modification only occurs in the body force term, since
the Boussinesq approximation states that the density variation is only important there.
Therefore, since the density difference can be neglected in the rest of the equation, one
can accept that the density in the left-hand side of the equation is equal to the reference
density. Finally, assuming that the reference density is constant, equation (2.4) can be
written as:

ou; — Ouju; (P — prgi;) n 0w (2.5)

In Equation (2.5), the term P — p,.g;x; portrays a reduced pressure P, by which the
flow is driven. The benefit of this implementation is to decrease magnitudes used in the
computation of momentum sources, both in the pressure gradient and in the body force
term. Therefore, round-off errors are diminished [17].

The Boussinesq approximation states that the density differences can be overlooked
in all but the body force term and depend exclusively on temperature differences. Con-
sequently,

Ap = —Bp, AT (2.6)
or
pP—pPr= _5PT(T - Tr) (27)
Subsequently, the thermal expansion coefficient 5 is defined as:
1 dp
__ - Zr 2.8
B o oT (2.8)

_ Substituting equation (2.8) in equation (2.5) and making use of the reduced pressure
P =P — p.g;z;, yields:

ou; Ouju; 1 0P 0%u;
+p =——a—+V
ot ox; pr 0x; O0x;0x;
where v is the kinematic viscosity in m?/s. It should be noted that the minus sign in front
of the body force term is chosen such that equation (2.9) represents a buoyancy-opposed
flow, that is a flow in which natural convection is opposed to the bulk flow.
Now that the Boussinesq approximation is applied, equations (2.1), (2.3), (2.9) are
non-dimensionalised. The problem is then governed by the following dimensionless
Navier-Stokes equations:

—B(T —T.)gi (2.9)

ou?

L= 2.10
ox} (2.10)
ou N Outuy opP* N 1 0%u R0 (2.11)
= ——+ = — R1070; .
Pot- 77 ox} dr;  Redxj0z; ’
* * 1 2 N*
00 ! 00 00 (2.12)

ot "0xf  PedxiOx!
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where 7,5 =1,2,3; x* is the non-dimensional Cartesian position vector, also denoted as
x*,y*, 2%, u* represents the non-dimensional velocity vector, also denoted as u*,v*, w*.
Moreover, t* represents the non-dimensional time, P* the reduced pressure and 6* the
non-dimensional temperature. The scales applied to non-dimensionalise these variables
are the height of the channel Hy = 2h as the length scale, the bulk velocity ug = u; as
the velocity scale, to = Hp/ug as the time scale and Py = p, - ug as the pressure scale.
The bulk velocity is specified as:

fo% udy

fOQh dy

Temperature is formed non-dimensional as 0* = (T'—T,,)/(T, — T\y) where T, is the wall
temperature of the channel and 7, is the bulk temperature and is defined as:

(2.13)

Up =

B f02h puCyT dy
~ T2

fo puC, dy
In addition, ® represents a dimensionless heat generation term, which volumetrically
heats the bulk of the flow.

Using these scales, the characteristic dimensionless groups rising are the Reynolds
number, Richardson number and the Peclet number:

T, (2.14)

inertial forces g - Hy

Re = — = (2.15)
viscous forces v

Ri — natural convect‘ion _ 9 B (T ; T) - Hy (2.16)
forced convection ug

heat transfer by convection  ug - Ho

e (2.17)

" heat transfer by conduction o

2.2. Direct Numerical Simulation

The three most common numerical methods, which aim to solve the Navier-Stokes equa-
tions are the Reynolds Averaged Navier-Stokes (RANS), the Large Eddy Simulation
(LES) and the Direct Numerical Simulation (DNS). As already mentioned, turbulent
flows are defined by a large range of scales of motion. Particularly, the energetic large
eddies break up into smaller eddies until the microstructure has been reached. Then the
kinetic energy is dissipated into heat through viscous friction. Some of these numerical
methods solve the full set of the equations while the others solve a reduced set and model
a part of certain scales, depending on their accuracy.

Starting with RANS, it has the lowest accuracy and computational cost compared to
the other two. It is based on decomposing a quantity on its time-averaged and fluctuating
quantities, known as the Reynolds decomposition. Moreover, RANS method provides a
time-averaged solution to the Navier-Stokes equations. Consequently, RANS is utilized
to gain insight on large scale information about the system like the average drag or lift.

Subsequently, the LES method is more accurate and more computationally expensive
compared to RANS. In LES the largest scales are resolved directly, while the smallest
scales which contain the least energy are modelled. Similar to the RANS technique, LES
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is mostly used in situations where only the large scales are considered, like the lift and
drag force on a system.

Finally, DNS is the most accurate and the most computationally expensive numerical
method out of the three. During the DNS method both macrostructure and microstruc-
ture are resolved without any modeling. Opposed to the other two methods, DNS is
used almost exclusively for research purposes due to its relatively high computational
cost.

For the purpose of this thesis, the Direct Numerical Simulation method is chosen to
solve the Navier-Stokes equations and represent the flow. The reason behind this choice
is the high accuracy of this method and the capability to resolve even the small scales
of motion that will be generated close to the rough walls.

2.3. Numerical Implementation

The incompressible Navier-Stokes equations for a fluid with uniform density p and kine-
matic viscosity v are solved to represent the flow. For the solution, central differences
are employed to discretize the spatial derivatives. The second order Adams-Bashforth
scheme combined with the Pressure Projection Method are used for the time integration.
The finite difference code acts on a staggered grid (Figure 2.1), in order to prevent the
decoupling of pressure and velocity fields and therefore avoid the checkboard problem
[21].
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Figure 2.1: Schematic of a 2D staggered grid.

2.3.1. Central Difference Method

The space discretization is achieved by the Central Difference Method. Central Differ-
ence is selected instead of Forward or Backward Difference since the truncation error of
the Central Difference scheme is order of O(h?) where h is the step size, opposed to the
O(h) of the other methods. Consequently, the approximation of the spatial derivatives
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by the Central scheme is considerably more accurate compared to the other two.

2.3.2. Second order Adams-Bashforth, Pressure Projection Method
The governing equations are integrated in time explicitly with a second order Adams-
Bashforth method. In addition, since there is no equation for the temporal evolution of
the pressure, a coupling is formed between the pressure and velocity fields [49]. Therefore,
the Pressure Projection Method is introduced to decouple the equations and split the
solution into distinct steps for the velocity and pressure. The combination of the two
methods will be demonstrated on the general form of the Navier-Stokes momentum
equations.
The incompressible Navier-Stokes momentum equation may be written as:

Ou +(u-Vu= —EVP +vVu (2.18)
ot 0

where u is the velocity vector, p is the density, P is the pressure, v is the kinematic
viscosity and ¢ is the time. The first step of the Pressure Projection Method is the com-
putation of an intermediate velocity w/ by ignoring the pressure gradient and focusing
only on the convection and diffusion terms. Moreover, for the calculation of the interme-
diate velocity, the second order Adams-Bashforth method is utilized. The intermediate

velocity w/ is given by:

—y 1
4 Atu = g[—(u" -Vu" + vV — é[un_1 AV R AV T (2.19)

where the index n represents the current discrete time and At is the time step. Sub-
sequently, the Pressure Poisson equation is formed and solved to obtain the pressure
gradient which will be used to calculate the velocity of the next discrete time n + 1.
To form the Pressure Poisson equation, the momentum equation is discretized in time,
considering only the pressure term:

n+l _ o/ 1
v oW _ Cyp (2.20)
At p

Then the divergence of Equation (2.23) is taken:

V- -u"t!t — V.o 1
= _—-viprtl 2.21
At p ( )

Having in mind that the continuity equation V -u = 0 applies for the next discrete time,
Equation (2.24) reduces to the Pressure Poison equation:

~V -u/ 1,
— = —=Vvpt! 2.22
A7 v (2:22)

Once the pressure gradient is calculated, the velocity of the next discrete time u
is given by rearranging Equation (2.23):

n+1

At
't =u/ — —vpt! (2.23)

p
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2.4. Immersed Boundary Method

To take into account the surface roughness, the immersed boundary method is applied.
This method was previously used in simulations where the surface had an irregular type
of roughness and again the effect on heat transfer was examined [64]. The main principle
of this method is the discrimination of the staggered grid points into 3 categories (Figure
2.3):

e the solid points (black stars), which exist in the solid domain

e the bulk points (blue stars), which exist in the fluid domain and have no direct
neighbor in the solid domain

e the forcing points (red stars), which exist in the fluid domain and have at least
one direct neighbor in the solid domain

The classification occurs based on the signed distance function (x,y, z) which is
positive in the fluid domain, negative in the solid domain and zero on the boundary. The
time-integration scheme for the bulk points stays the same as before. Regarding the solid
points, since they represent the stationary rough wall, their velocity is set to zero. Finally,
the velocity of the forcing points is defined by the Lagrange interpolating polynomial
method. This method constructs a polynomial based on the existed velocity values and
thereafter the velocity of the forcing points is estimated based on the polynomial. The
interpolation occurs between the two bulk points in the fluid domain P;, P, which are
located above the forcing point and the projection of the forcing point on the solid
boundary Pp where the signed distance function v is equal to zero (Figure 2.4). Lastly,
the velocity at Pp is set to zero since it is equal to the wall velocity.
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Figure 2.2: A 2D example of the discrimination of the staggered grid points. Solid points are
represented by black stars, bulk points by blue stars and forcing points by red stars. Note the signed
distance function v which is positive in the bulk domain and negative in the solid domain.
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Figure 2.3: The velocity of the forcing point P is determined by the Lagrange interpolating
polynomial method. The polynomial is constructed based on three points: the two bulk points Py, P,
which are located above the forcing point and the projection of the forcing point on the solid
boundary Pg.

2.5. Mean statistics - Averaging Procedure

The following averaging method is used, in order to gather the mean velocity and mean
temperature statistics. The mean temperature is acquired by plane averaging the time-
averaged temperature ¢ over the fluid domain:

o= (@) - % /A 86dA (2.24)

where 0 represents the time-averaged temperature and A denotes a plane parallel to the
wall. In addition, 3 is a function which indicates whether the time-averaged quantity
is located inside or outside the fluid domain. Therefore, § is equivalent to unity within
the fluid domain and zero outside the fluid domain. Likewise, U is calculated by plane
averaging the time averaged streamwise velocity .

The calculations of the instantaneous fluctuations of the temperature, streamwise
and wall-normal velocities are given respectively by:

!

0 =0-10 (2.25)
U =u—1u (2.26)
v =v—10 (2.27)

Finally, the Reynolds stresses «'v” and turbulent heat flux «'6" can be computed through
the temperature and velocity fluctuations, as mentioned above.
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2.6. Validation

The above-mentioned numerical methods were validated with two different cases. A
simulation of a channel with a smooth wall, reported by Kim et al. [34] and a simulation
of a channel with irregular wall roughness, reported by Thakkar et al. [57]. The surface
that is considered in Thakkar’s study is a filtered surface of a grit-blasted surface (Figure
2.5) and it has demonstrated to act as a surrogate for Nikuradse-type roughness.

LZ

Figure 2.4: Graphic representation of the computational domain of Thakkar’s study. On the top, a
schematic of the wall-roughness of the channel is illustrated. On the bottom, the z — z plane is viewed.
The red dashed lines denote the top and bottom mean reference planes and the blue dash-dot line
denotes the center line of the channel [57].

Both studies use the friction Reynolds number instead of the bulk Reynolds number.
The friction Reynolds number is given by:

Re, = —— (2.28)

where u, is the friction velocity, ¢ is half the height of the channel and v is the kine-
matic viscosity. During the validation process the friction Reynolds number was set
to 180. In addition, the domain dimensions, non-dimensionalised by ¢ are 5.63, 2 and
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2.815 for the streamwise, wall-normal and spanwise directions respectively. Regarding
the computational mesh, the smooth wall case lattice contains 196 grid points in the
streamwise direction, 196 in the wall-normal direction and 140 in the spanwise direction.
However, for the irregular roughness case the has to be finer, especially near the walls,
to capture all the scales of motion that are generated due to the increased turbulence.
Therefore, the number of grid points is 280 in the streamwise direction, 280 in the wall-
normal direction and 140 in the spanwise direction. The parameters for the validation
are summarized in Table 2.1
|

H Researcher ~ Re. L,/0 L,/0 L./§ N, N, N,

Kim et al. 180  5.63 2 2.815 196 196 140
Thakkar et al. 180  5.63 2 2.815 280 280 140

Table 2.1: Parameters of the two validation cases. x,y and z denote the streamwise, wall-normal and
spanwise direction, respectively. Note that the number of grid points for Thakkar’s study is larger
than Kim’s. The reason behind this is the need to capture all the scales of motion, since the channel
has irregular roughness and therefore promotes turbulence.

Figures 2.6 and 2.7 demonstrate that the present results overlap with both Kim’s
and Thakkar’s results regarding the mean velocity profiles. Therefore, since there is a
good agreement between the current code and the literature results, the simulations for
the cases of this thesis can take place.
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Figure 2.5: Validation of the present code with Kim’s simulation of a channel with smooth walls. As
observed, there is a great agreement between Kim’s results and the current code.
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Figure 2.6: Validation of the present code with Thakkar’s simulation of a channel with irregular rough
walls. As observed, there is a great agreement between Thakkar’s results and the current code.

2.7. Simulations-Geometry

Six different simulations take place. Buoyancy and roughness geometry are the two
main variables that characterize each simulation. Regarding the aspect of buoyancy,
the Richardson number takes the values of 0 and -0.8. In other words, Ri = 0 means
that the flow has zero buoyancy and Ri = —0.8 means that the forced and natural
convection are aligned and therefore the flow becomes buoyancy-aided. On the other
hand the roughness geometry is distinguished between three cases. A case of a smooth
wall, a case of a sinusoidal roughness with the direction of travel being in the streamwise
direction, parallel to the flow (Figures 2.8 and 2.9) and a case with the same sinusoidal
shape but the direction of travel being in the spanwise direction, normal to the flow
(Figures 2.10 and 2.11).
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Figure 2.7: 3D view of the sinusoidal roughness with the direction of travel being in the streamwise
direction, parallel to the flow.
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Figure 2.8: Different angle of view of the sinusoidal roughness with the direction of travel being in the
streamwise direction, parallel to the flow.
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Figure 2.9: 3D view of the sinusoidal roughness with the direction of travel being in the spanwise
direction, normal to the flow.

Figure 2.10: Different angle of view of the sinusoidal roughness with the direction of travel being in
the spanwise direction, normal to the flow.
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The function by which the roughness is constructed in the streamwise direction is:

y = O.lsin(ZO(?T—Gz)) (2.29)

meaning that there are 20 sin waves with the amplitude of 0.1, along the x—dimension
which has a length of 5.63.

Similarly, the function by which the roughness is constructed in the spanwise direc-
tion is:

21z

2.815)) (2:30)
meaning that there are 10 sin waves with the amplitude of 0.1, along the z—dimension
which has a length of 2.815.

The reason behind the choice of a sinusoidal shape of roughness is the fact that
many industrial applications use square fins or grooves as a heat transfer augmentation
technique. However, the current code is not suited for square shapes, thus the geometry
is simplified by smoothing the square fins to sinusoidal shape fins. In addition, the liter-
ature contains rough surfaces similar to the current geometry. For example, Maas and
Schumann investigated the impact of a wavy surface on turbulent flow by direct numer-
ical simulations (Figure 2.12) [38]. Likewise, Cherukat et al. examined the turbulent
flow over a sinusoidal solid wave surface by a direct numerical simulation [13]. Therefore,
the current thesis can provide useful insights regarding the heat transfer aspect to the
previous literature.

As already mentioned in the introduction, buoyancy can drastically affect the flow.
Buoyancy-opposed flows induce turbulence and therefore heat transfer is augmented.
On the other hand, buoyancy-aided flows promote laminarization, causing heat transfer
deterioration. As described previously, the focus of this study is mainly on zero-buoyancy
and buoyancy-aided flows, since the literature contains many bouyancy-opposed flows
and less aided cases. It should be noted that the effect of buoyancy should be taken into
consideration only when the density differences of the fluid are important, depending
mainly on the fluid. Therefore, the present study covers both scenarios.

In conclusion, the results will give an insight on how the two types of regular rough-

ness affect the heat transfer, when there is no buoyancy and when the flow is buoyancy-
aided.

y = 0.1sin(10(

=
T
R
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i

Figure 2.11: Flow configuration and geometry by Maas and Schumann [38].
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2.8. Mesh

H Simulation N, N, N, H
Smooth Ri =0 196 196 140
Smooth Ri = —0.8 196 196 140
Streamwise Roughness Ri = 0 280 280 140
Streamwise Roughness Ri = —0.8 280 280 140
Spanwise Roughness Ri = 0 280 280 140
Spanwise Roughness Ri = —0.8 280 280 140

Table 2.2: Number of grid points in each direction. z,y and z denote the streamwise, wall-normal and

spanwise direction, respectively.

Table 2.2 summarizes the number of grid points in each direction. Note that for
the cases where the walls are rough, the mesh is finer compared to the smooth wall
cases. The reason behind this is the fact that the roughness of the wall is expected to
induce turbulence to the flow. Therefore, in order to portray both the macro and micro
structure of the flow, more grids are added to the mesh. Moreover, in the literature it
is stated that buoyancy-aided flows promote laminarization. Consequently, one could
argue that the simulations with R: = —0.8 are expected to display less turbulence than
the zero-buoyancy cases and thus the mesh could be coarser. However, it is chosen to

stay as it is in case where laminarization eventually is not promoted.
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2.9. Boundary Conditions

Periodic boundary conditions are used for all the simulations. Having periodic boundary
conditions decrease the size of the domain and therefore the number of grid points.Regarding
the initial conditions, to this point they don’t matter since the simulations run until the
initial conditions are diffused out of the system and thus the flow reaches a steady state.
The top and bottom walls which are the only rough walls, are kept cool with 8, = 0,
while the bulk of fluid is heated volumetrically. Finally, Reynolds and Prandtl numbers
are kept constant at 5500 and 1 respectively.

No slip boundary condition, 6, = 0

Heat source

Figure 2.12: Schematic of the smooth wall domain with boundary conditions. The walls are kept cool
with 6, = 0, while the bulk of fluid is heated volumetrically. Periodic boundary conditions are used
for the inlet and outlet.



Results-Discussion

Six simulations are performed; smooth walls, rough walls with streamwise orientation
and rough walls with spanwise orientation is the one variable while zero-buoyancy and
aided-buoyancy is the other. The variables of interest in this study are the mean velocity,
the mean temperature, the mean Reynolds stresses, the mean turbulent heat flux and
the Nusselt number for each case. These variables are examined through the wall normal
distance for half the height of the channel. Figure 3.1 indicates the starting point (y/h=0)
and the ending point (y/h=1, middle of the channel) of the wall normal distance, on
which the variables are examined for the smooth wall cases. Finally, the domain for the
rough wall cases extends to y/h=—0.1 (Figure 3.2).

y/h=0

Figure 3.1: Schematic of the geometry for the smooth wall case.y/h=0 is the starting point and
y/h=1 indicates the ending point and the middle of the channel as well.

»
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Figure 3.2: Schematic of the geometry for the streamwise roughness.y/h=—0.1 is the starting point
and y/h=1 indicates the ending point and the middle of the channel as well.
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3.1. Smooth VS Streamwise, Ri=0

Figures 3.3 to 3.6 show how the sinusoidal streamwise roughness affcets the flow, com-
pared to the smooth wall case when there are no buoyancy effects. At first sight, it can
be clearly observed in all of the figures, that the streamwise roughness (blue) produces
a quite alterative profile for all the variables of interest, comparatively to the smooth
wall case (black).

Figure 3.3 displays the velocity profile for both cases. Specifically, from y/h=0 to
y/h=0.05, the streamwise roughness model predicts negative values of the velocity flow
field. These negative values occur due to the recirculation zones that are generated
near the wall (Figure 3.7). Recirculation zones can be explained as a significant reversal
of the flow (indicated by the green fluid inside the black box) in turbulent flows near
a rough wall, which is due to the adverse pressure gradient [9]. As it is indicated by
Figure 3.3, for y/h<0.25 the streamwise roughness case develops lower velocity values,
than the smooth wall case. This is due to the recirculation zones which exist near the
rough walls, in contrast to the smooth wall case in which no flow reversal zones are
generated. However, for y/h>0.25 the streamwise orientation predicts higher velocity
values compared to the smooth wall case, since the effect of the recirculation zones is
impaired and the mass flow rate has to stay constant to conserve the momentum.

Figure 3.4 presents the Reynolds stresses for the streamwise roughness (blue) and
the smooth wall case (black). In general, the Reynolds stresses represent an indication
for the magnitude of turbulence of the flow. This means that high Reynolds stresses
imply a great mixing of the flow, thus heat transfer improvement. Comparing the two
curves, the Reynolds stresses of the streamwise roughness are much larger than the
Reynolds stresses of the smooth wall case. Therefore, it is expected that heat transfer
is augmented. Yet again, the change from positive to negative values for the streamwise
case is a consequence of the recirculation zones, which exist near the wall. Remarkable
is the fact that for y/h=1, which corresponds to the center of the channel, the Reynolds
stresses for both cases decrease to zero, meaning there is no production of turbulence.
This agrees pretty well with the velocity profile for both cases (Figure 3.3), as near the
center the profile becomes flat and thus the gradient of the velocity with respect to the
wall normal distance du/d(y/h) is zero.

The turbulent heat flux has a similar behavior to the Reynolds stresses and it can
be correlated to the Nusselt number (ratio of convective to conducting heat transfer)
which is discussed later. As can be seen in Figure 3.5, the magnitude of the turbulent
heat flux for the streamwise roughness (blue) is much larger than the magnitude of the
smooth wall case (black). This indicates the fact that the heat transfer of the streamwise
roughness is much more powerful. Moreover, there is an agreement with the Reynolds
stresses graph which shows that mixing of the flow is improved, thus heat transfer is
magnified. In addition, analogously to the Reynolds stresses, the turbulent heat flux
also decreases to zero at the center of the channel (y/h=1).
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Figure 3.3: Velocity profile for the smooth wall and the streamwise roughness cases, when there is zero
buoyancy.
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Figure 3.4: Reynolds stresses profile for the smooth wall and the streamwise roughness cases, when
there is zero buoyancy.
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Figure 3.5: Turbulent heat flux profile for the smooth wall and the streamwise roughness cases, when
there is zero buoyancy.
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Figure 3.6: Temperature profile for the smooth wall and the streamwise roughness cases, when there is
zero buoyancy.
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Finally, Figure 3.6 indicates how the temperature field is affected by the two different
types of surfaces. The results display that for y/h<0.25 the streamwise roughness model
predicts a lower temperature profile than the smooth wall case. However, for y/h>0.25
the streamwise roughness develops higher temperature values, compared to the smooth
wall scenario. This can be justified by the fact that for y/h<0.25 the Reynolds stresses
reach their maxima, denoting a high production of turbulence, thus the mixing is finer.
In addition, the turbulent heat flux is also at its peak in that region, meaning again that
heat transfer is augmented. Recirculation zones are also present near the wall, which is
something that should be taken into account. Therefore, these three facts can explain
well the decreased temperature of the streamwise roughness case for y/h<0.25. On the
other hand, due to the heat source term ® which is discussed in Chapter 2 and the
energy conservation law, the streamwise roughness case develops larger temperatures
than the smooth wall case, for y/h>0.25. This behavior is analogous to the velocity
profile in which momentum has to be conserved.

Figure 3.7: Recirculation zones are generated near the wall for the streamwise roughness case. This
phenomenom can be explained as a significant reversal of the flow (denoted by the green fluid inside
the black box), as a result of the adverse pressure gradient.



3.2. Smooth VS Spanwise, Ri=0 35

3.2. Smooth VS Spanwise, Ri=0

Figures 3.8 to 3.11 present the impact of the sinusoidal spanwise roughness on the
flow, compared to the smooth wall case when there is zero-buoyancy. Similarly to the
streamwise direction, the spanwise roughness model (red) predicts a different profile for
the variables of interest, compared the smooth wall case (black).

Beginning with Figure 3.8, the velocity profiles for both scenarios are presented. It
can be seen that for y/h<0.175 the smooth wall model predicts larger magnitude for
the velocity, but for y/h>0.175 the spanwise roughness velocity profile overcomes the
smooth wall one. This again can be justified by the fact that roughness delays the flow
near the walls and therefore the velocity near the middle of the channel increases to
conserve momentum.

Moving on to Figure 3.9, the Reynolds stresses are displayed. Comparing the two
curves, for y/h<0.7 the Reynolds stresses for the spanwise roughness have greater values
than the smooth wall case. This indicates that the former one has a better mixing of the
flow than the latter one, thus increasing the overall heat transfer. However, for y/h>0.7
both curves have the same value. Once more, it should be noted that for y/h=1, which
corresponds to the center of the channel, the Reynolds stresses for both cases reduce
to zero, meaning there is no production of turbulence. This agrees quite good with the
velocity profile of both cases (Figure 3.8), as near the center the profile becomes flat and
thus the gradient of the velocity with respect to the wall normal distance (du/d(y/h))
is zero.

Analogous result to the Reynolds stresses has the turbulent heat flux. As it can be
seen in Figure 3.10, the magnitude of the turbulent heat flux for the spanwise roughness
(red) is much higher than that for the smooth wall case (black). This points out that
the heat transfer of the spanwise orientation is stronger and also corresponds to the
Reynolds stresses graph which presents that turbulence is induced, thus the mixing of
the flow is improved.

Finally, Figure 3.11 displays how the temperature field is affected by the two different
types of surfaces. The results show that for y/h<0.2 the spanwise roughness model
predicts a lower temperature profile than the smooth wall case. However, for y/h>0.2
the spanwise roughness develops larger temperatures, compared to the smooth wall one.
This is similar to the temperature profile of the streamwise orientation. Particularly, in
the region of y/h<0.25, the Reynolds stresses reach their maxima implying a fine mixing.
In addition, the turbulent heat flux is also at its peak. Both phenomena denote heat
transfer improvement for the spanwise orientation and for this reason the temperature
values of the smooth wall case are larger. However, for y/h>0.25 the spanwise case
predicts greater temperature values than the smooth wall case, since the heat source
term @ provides heat to the flow and energy has to be conserved. Once more this
behaviour is analogous to the velocity profile in which momentum is conserved.
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Figure 3.8: Velocity profile for the smooth wall and the spanwise roughness cases,
buoyancy.
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Figure 3.9: Reynolds stresses profile for the smooth wall and the spanwise roughness cases, when there

is zero buoyancy.



3.2. Smooth VS Spanwise, Ri=0

3
05 x10 |

-4+ — Smooth 4
m— Spanwise roughness
_45 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1
y/h

Figure 3.10: Turbulent heat flux profile for the smooth wall and the spanwise roughness cases, when
there is zero buoyancy.
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Figure 3.11: Temperature profile for the smooth wall and the spanwise roughness cases, when there is

zero buoyancy.
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3.3. Smooth VS Streamwise, Ri=-0.8

Figures 3.12 to 3.15 show how the sinusoidal streamwise roughness affects the flow,
compared to the smooth wall case when the flow is buoyancy-aided. Certainly, the
streamwise roughness model (blue) creates velocity, temperature, Reynolds stresses and
turbulent heat flux profiles with distinct differences, when compared to the smooth wall
case.

Figure 3.12 displays the velocity profile for both cases. Both curves clearly indicate
the formation of the "M" shape velocity profile. In other words, buoyancy forces are
aligned with the flow and since buoyancy is taken into account, the velocity near the wall
is increased. However, near the center of the channel the values are diminishing, thus
resulting in the "M" shape velocity profile. Regarding the streamwise roughness, for
y/h<0.075 the values drop below zero indicating again the presence of the recirculation
zones. Once more, the recirculation zones have an impact on the flow by maintaining
the velocity magnitude of the streamwise roughness low (y/h<0.15), compared with the
smooth wall case in which no flow reversal zones are generated. However, from y/h>0.15,
the streamwise roughness develops a higher value for the velocity profile than the smooth
wall case, since the effect of the recirculation zones is impaired and the mass flow rate has
to stay constant to conserve the momentum. Highly important is the velocity gradient
of each curve which is strongly connected to the Reynolds stresses in Figure 3.13. It
can be observed that after the two curves reach their maximum values, the velocity
gradient (or slope) of the streamwise roughness is greater than the smooth wall one.
This leads to the conclusion that the Reynolds stresses of the streamwise roughness in
that area are expected to be larger and therefore the mixing of the flow is improved.
Analogously, the Reynolds stresses for the smooth wall case are expected to be larger
between y/h=0.2 and y/h=0.25, since the velocity profile of the streamwise roughness
reaches its maximum and therefore the velocity gradient is zero.

Figure 3.13 presents the Reynolds stresses for the streamwise roughness (blue) and
the smooth wall case (black). To begin with, the change from positive to negative values
for the streamwise case really close to the wall (y/h<0.075), is once more a result of the
recirculation zones, which exist in that area. However, both curves are flipped compared
to the zero-buoyancy case due to the "M" shape of the velocity profile. Specifically, the
velocity gradient becomes negative, thus making the Reynolds stresses positive. It can
also be observed that when the velocity profiles for both surfaces reach their maximum
value (when du/d(y/h)=0), the Reynolds stresses are equal to zero (y/h=0.215 for the
streamwise roughness and y/h=0.1 for the smooth wall case). In addition, the magni-
tudes of the Reynolds stresses agree pretty well with the velocity gradients in Figure 3.12.
Simply put, for 0.2<y/h<0.25 the smooth wall case has higher Reynolds stresses since
its velocity gradient is larger compared to the streamwise roughness. On the other hand,
for the rest of the channel, the streamwise orientation presents higher Reynolds stresses
as a result of the steeper velocity shifts. Finally, for y/h=1, which corresponds to the
center of the channel, the Reynolds stresses for both cases decrease to zero, meaning
there is no production of turbulence.

Figure 3.14 shows the turbulent heat flux for both scenarios. Once more, the values
of the turbulent heat flux for the streamwise roughness are much higher than those for
the smooth wall case. This again indicates the fact that heat transfer is improved for
the streamwise direction related to the smooth wall case. It also does not conflict with
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the Reynolds stresses which show high production of turbulent kinetic energy for the
streamwise roughness and therefore better mixing.

Finally, Figure 3.15 indicates how the temperature field is affected by the two differ-
ent types of surfaces. The results display that for y/h<0.215 the streamwise roughness
model predicts a lower temperature profile than the smooth wall case. However, for
y/h>0.215 the streamwise roughness develops higher temperature, compared to the
smooth wall. Similarly to the zero-buoyancy case, one can justify the decreased temper-
ature of the streamwise roughness for y/h<0.215 with the Reynolds stresses. In other
words, the Reynolds stresses reach their maxima in that area, denoting that the pro-
duction of turbulence is high, thus the mixing is finer. In addition, the turbulent heat
flux is also at its peak in that region, meaning again that heat transfer is augmented.
Recirculation zones are also present near the wall, which is something that should be
considered. Therefore, these three statements can explain the decreased temperature
of the streamwise roughness case for y/h<0.215. On the other hand, due to the heat
source term ® which is discussed in Chapter 2 and the energy conservation law, the
streamwise roughness case develops larger temperatures than the smooth wall case, for
y/h>0.215. This behavior is analogous to the velocity profile in which momentum has
to be conserved.
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Figure 3.12: Velocity profile for the smooth wall and the streamwise roughness cases, when the flow is
buoyancy-aided.
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Figure 3.13: Reynolds stresses profile for the smooth wall and the streamwise roughness cases, when
the flow is buoyancy-aided.
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Figure 3.14: Turbulent heat flux profile for the smooth wall and the streamwise roughness cases, when
the flow is buoyancy-aided.
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Figure 3.15: Temperature profile for the smooth wall and the streamwise roughness cases, when the
flow is buoyancy-aided.
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3.4. Smooth VS Spanwise, Ri=-0.8

Figures 3.16 to 3.19 present the impact of the sinusoidal spanwise roughness on the flow,
compared to the smooth wall case when the flow is buoyancy-aided. Once more, the
spanwise roughness model (red) predicts a different profile for all the variables of interest,
in comparison with the smooth wall case (black).

Starting with Figure 3.16, the velocity profiles for both scenarios are presented. As
it is shown, both profiles form the "M" shape which is also observed in the streamwise
roughness as well. In particular, the velocity is increased near the wall due to the
buoyancy effect and decreases near the center of the channel. Major remark on the
velocity profiles are the gradients of each graph which are related to the Reynolds stresses
in Figure 3.17. It can be observed that, after the two profiles reach their maximum values,
the velocity gradient (or slope) of the spanwise roughness case is higher than the smooth
wall one. As a result, the Reynolds stresses of the spanwise orientation in that area are
expected to be larger, thus the mixing of the flow is anticipated to be finer.

Proceeding to Figure 3.17, the Reynolds stresses are displayed. Comparing the two
curves, the spanwise roughness model predicts higher Reynolds stresses values than the
smooth wall case for the whole half channel. This states that the former one has a finer
mixing of the flow compared to the latter one, thus increasing the overall heat transfer.
In addition, the magnitudes of the Reynolds stresses agree pretty well with the velocity
gradients in Figure 3.16. Otherwise stated, the spanwise roughness has higher Reynolds
stresses since its velocity gradient is higher compared to the smooth wall case. Another
observation is the fact that even though both surfaces have the same shape for the
velocity profile, their Reynolds stresses profiles are different. Specifically, the smooth
wall case has negative Reynolds stresses for y/h<0.1, then hits zero and then has only
positive values. This agrees really well with the velocity profile, which increases for
y/h<0.1 until it reaches its maximum value at y/h=0.1 and then decreases for the rest
of the channel. On the other hand, the spanwise roughness has only positive Reynolds
stresses.

Similar result to the Reynolds stresses has the turbulent heat flux. As it is presented
in Figure 3.18, the values of the turbulent heat flux for the spanwise roughness (red)
are much higher than those for the smooth wall case (black). This points out that the
spanwise orientation has an enhanced heat transfer compared to the smooth wall case.
In addition, it is in agreement with the Reynolds stresses graph which presents that
turbulence is generated, thus the mixing of the flow is improved.

Finally, Figure 3.19 displays how the temperature field is affected by the two different
types of surfaces. The results show that for y/h<0.2 the spanwise roughness model
predicts a lower temperature profile than the smooth wall case. That is due to the fact
that in the region of y/h<0.25, the Reynolds stresses reach their maxima denoting a fine
mixing and turbulent heat flux is also at its peak. Both phenomena indicate heat transfer
improvement for the spanwise orientation and for this reason the temperature values of
the smooth wall case are larger. However, for y/h>0.2 the spanwise roughness develops
higher temperature, compared to the smooth wall case, since the heat source term &
provides heat to the flow and energy has to be conserved. Once more this behaviour is
analogous to the velocity profile in which momentum is conserved.
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Figure 3.16: Velocity profile for the smooth wall and the spanwise roughness cases, when the flow is
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Figure 3.17: Reynolds stresses profile for the smooth wall and the spanwise roughness cases, when the
flow is buoyancy-aided.
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Figure 3.18: Turbulent heat flux profile for the smooth wall and the spanwise roughness cases, when
the flow is buoyancy-aided.
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Figure 3.19: Temperature profile for the smooth wall and the spanwise roughness cases, when the flow
is buoyancy-aided.
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3.5. Streamwise roughness VS Spanwise roughness

Subsequently, the streamwise and spanwise surface roughness are compared to each other
for both zero-buoyancy and buoyancy-aided flow. This comparison can give an insight on
which roughness results in the best mixing and therefore the most enhanced heat transfer.
In Figure 3.21, it is shown that in most of the region the streamwise roughness has higher
Reynolds stresses than the spanwise orientation, for both buoyancy scenarios. Therefore,
the mixing of the flow for the streamwise roughness can be considered as the best out
of the two. Regarding the turbulent heat flux (Figure 3.22) once more, the streamwise
roughness model anticipates greater values than the spanwise one. Consequently, it
can be stated that the streamwise orientation has a more enhanced heat transfer rate
compared to the spanwise case. In addition, the temperature profiles show that for
y/h<0.3 the streamwise orientation predicts lower magnitude compared to the spanwise
one, due to the recirculation zones. However, for y/h>0.3 the streamwise roughness
case has a larger temperature magnitude, due to the heat source ® and the energy
conservation law. Finally, Figure 3.20 indicates the presence of the recirculation zones
for the streamwise roughness near the wall, in contrast to the spanwise orientation which
does not have any flow reversal zones.

In conclusion, all the variables of study show that the streamwise roughness case
has a better mixing and therefore an enhanced heat transfer compared to the spanwise
orientation.
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Figure 3.20: Velocity profile for the streamwise and spanwise roughness cases, when there is
zero-buoyancy (left) and when the flow is buoyancy-aided (right).
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Figure 3.21: Reynolds stresses profile for the streamwise and spanwise roughness cases, when there is
zero-buoyancy (left) and when the flow is buoyancy-aided (right).
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Figure 3.22: Turbulent heat flux profile for the streamwise and spanwise roughness cases, when there
is zero-buoyancy (left) and when the flow is buoyancy-aided (right).
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Figure 3.23: Temperature profile for the streamwise and spanwise roughness cases, when there is
zero-buoyancy (left) and when the flow is buoyancy-aided (right).
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3.6. Nusselt number calculation
For the calculation of the Nusselt number of each case a macro balance is constructed
(Figure 3.24):

dT

POV = Ly L — oLy Le — @sLoLe — Lo Lo + OLoL, L (3.1)

where p is the density, C, the specific heat capacity, V' the volume, T the temperature
and L,, L,, L, the dimensions of the macrobalance. In addition, ¢, g2, g3 and g4 are heat
fluxes and @ is the volumetric heat source/sink that is explained in the Methodology
part.

Having in mind that, the macrobalance is constructed when the flow reaches a steady
state, ¢ is equal to g due to the periodic boundary conditions and ¢s is equal to gy
and equal to ¢,q; which represents the heat flux normal to the isothermal rough walls,
Equation 3.1 reduces to:

L
Quall = Ty (3.2)
In addition, the convective heat transfer coefficient is calculated via:
Qwall
h=——— 3.3
Ty — Twau (3:3)
and finally the Nusselt number is calculated using:
h -2
Nu = 7 (3.4)

where 20 is the height of the channel and k is the termal conductivity.

The simple method of the macrobalance is used to calculate the Nusselt numbers for
the rough wall cases, since those geometries are complex. However, considering that the
smooth surface is a much simpler geometry, the Nusselt numbers for the smooth wall
cases are calculated by the Gnielinsky correlation for smooth walls [55]:

%1 (Re — 1000) P A\ [ Pr,\ "
Nu— 2 Pr (f") ] (P—Tm) (3.5)
1+12.7/ L (Prs — 1) T

where dj, is the hydraulic diameter of the channel, Pr,, and Pr,, are the Prandtl numbers
at the bulk and wall temperature respectively, L is the length of the channel and C} is
the friction factor given by Dean’s correlation [16]:

Cy = 0.073Re™ % (3.6)

Table 3.1 presents the Nusselt numbers for each simulation. Beginning with the zero-
buoyancy scenario, clearly the roughness improve the Nusselt number and therefore
the heat transfer as well. In particular, the streamwise roughness increases the Nusselt
number by 163% while the spanwise roughness by 45%. It should also be noticed that the
streamwise roughness is enhancing the Nusselt number approximately 1.8 times more
than the spanwise roughness. The fact that streamwise roughness improves the heat
transfer much more than the spanwise one, is also shown in the Reynolds stresses and
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Simulation Nusselt
Smooth Ri =0 39.0
Streamwise Ri = 0 102.7
Spanwise Ri =0 56.7

Smooth Ri = —0.8 67.4
Streamwise Ri = —0.8 | 167.7
Spanwise Ri = —0.8 116.9

Table 3.1: Nusselt number of each simulation based on the macrobalance method.

turbulent heat flux figures between the two roughness schemes. Regarding the buoyancy-
aided case, the streamwise roughness increases the Nusselt number by 149% while the
spanwise roughness by 74%. Once more the streamwise roughness increases the Nusselt
number approximately 1.4 times more than the spanwise roughness.

Flow

q4 > ) — (>

il

qs3

Figure 3.24: Macrobalance constructed for the calculation of the Nusselt number.
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3.7. Does the buoyancy-aided flow promote laminariza-
tion?

Throughout the literature it is well known that during a buoyancy-assisted case, the heat
transfer efficiency decreases [60]. The explanation behind this phenomenon according
to Wang is the fact that there is a reduction in the shear stress, in the layer of buoyant
fluid near the wall. Consequently, the production of turbulence is deteriorated and
this negatively affects the diffusion of heat by turbulence. In addition, Nieuwstadt
et al. [40] stated that during the buoyancy-assisted case, the time-averaged product
of the fluctuation velocities which represents the Reynolds stresses, is decreased. Thus,
laminarization is promoted resulting to heat transfer impairment. However, Figures 3.25
to 3.27 as well as Table 3.1 show that when the flow is buoyancy-aided, the Reynolds
stresses and Nusselt number increase, indicating that the production of turbulence is
increased as well as the heat transfer rate.

A possible explanation that could be given is the fact that for aided flows, buoyancy
can be strong enough to create more turbulent kinetic energy instead of reducing it [6],
also known as recovery. Bruch et al.[7] explained this by investigating experimentally the
heat transfer characteristics of a cooled vertical turbulent flow of supercritical carbon
dioxide. Particularly, he states that for low values of the mixed convection parame-
ter Gr/Re*" (Figure 3.28), where Gr is the Grashof number, forced convection is the
main mechanism of heat trasnfer and free convection is insignificant. This causes the
parameter of the experimental Nusselt number divided by a Nusselt number calculated
with pure forced convection to stay close to unity. Subsequently, as Gr/Re* increases,
buoyancy has a stronger impact on the flow and for aiding mixed convection, relami-
narization occurs, Nu,,/ Nupc decreases and heat transfer is deteriorated. Finally, for
higher values of Gr/Re?7, free convection dominates, N Uezp/ Nupc increases and heat
transfer is improved.

To check whether the buoyancy-aided case of the current study falls within the region
where free convection dominates and heat transfer is improved, the ratio Gr/Re?7 is
calculated via Equation (3.7)

Gr Ri
Re2T — Re0T (3.7)

The ratio of the current study is equal to 0.0019 and indeed falls in the region where
free convection dominates and heat transfer is improved.
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Figure 3.25: Reynolds stresses for the smooth wall case when there zero-buoyancy and when the flow
is buoyancy-aided.
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Figure 3.26: Reynolds stresses for the streamwise roughness case when there zero-buoyancy and when
the flow is buoyancy-aided.
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Figure 3.27: Reynolds stresses for the spanwise case when there zero-buoyancy and when the flow is
buoyancy-aided.

10

L 4
A

Turbulent aiding mixed convection
Turbulent opposing mixed convection

b Free convection

4 Forced convection

A TAS )
WYY T Y R
< )

Figure 3.28: Bruch’s experimental investigation of the heat transfer characteristics of a cooled vertical
turbulent flow of supercritical carbon dioxide. [6]
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4.1. Conclusions

The main focus of this study is to examine the impact of surface roughness and buoyancy
effects on turbulent heat transfer. Initially, a 3D rectangular channel is considered
with the streamwise, wall normal and spanwise dimensions being 5.63 x 2 x 2.815.
Subsequently, two different wall roughness geometries are constructed. Both of them
have a sinusoidal shape, however the direction of travel is in the streamwise direction
for the one and in the spanwise for the other. Moreover, the surface roughness is placed
on the top and bottom isothermal walls of the geometry. Regarding the space and time
discretization, central differences are used for the former one and second order Adams-
Bashforth for the latter one. Finally, the immersed boundary method is utilized in order
to incorporate the surface roughness.

The results display that both roughness schemes enhance heat transfer. Particularly,
the Reynolds stresses show an increase in both rough wall cases, signifying that mixing is
improved. In addition, the turbulent heat flux as well as the Nusselt numbers also exhibit
a growth for both streamwise and spanwise orientation, implying that heat transfer is
augmented.

Comparing the streamwise and spanwise orientations with each other, both Reynolds
stresses and turbulent heat flux graphs are significantly higher in the streamwise rough-
ness case. Moreover, the streamwise roughness is enhancing the Nusselt number approx-
imately 1.8 times more than the spanwise roughness for the zero-buoyancy case and
approximately 1.4 times more for the buoyancy-aided scenario.

Regarding the impact of buoyancy on the heat transfer, the results show that the
buoyancy-aided case has larger Reynolds stresses, turbulent heat flux and Nusselt num-
bers for all of the surfaces.

52
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4.2. Suggestions

Suggestions for future research are provided in this final part, in order to solve some
issues that appeared and improve the final result.

It is a well-known fact that buoyancy-aided flows promote laminarization and thus
heat transfer is deteriorated. However, in the current research it is presented that
during the buoyancy-aided case, the Reynolds stresses, turbulent heat flux and Nusselt
number increase, indicating that heat transfer is augmented. According to Bruch’s
experimental investigation, for strong buoyancy cases free convection dominates and heat
transfer is improved. After calculating the ratio Gr/Re?7, it is observed that, having the
Richardson number equal to -0.8, falls into the region where buoyancy forces are strong
enough to cause heat transfer augmentation in buoyancy-aided flows. Therefore, the
simulations should be repeated with a decreased Richardson number and examine for a
possible reduction in the Reynolds stresses, turbulent heat flux and Nusselt number. In
addition, the simulations can be repeated with positive Richardson number, to reproduce
a buoyancy-opposed flow and check if heat transfer is augmented.

Another statement that exists in the literature is that, surface modifications improves
the convective heat transfer, however it also increases the pressure drop. Therefore, in
order to have a complete study for the particular rough surfaces, the overall enhancement
ratio which is defined as the ratio of the heat transfer enhancement ratio to the friction
factor ratio (Equation (1.3)) should be calculated. Subsequently, the values will be
compared and at the end it will be shown whether these rough surfaces can be established
in engineering applications.
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