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Abstract

In recent years, researchers on dielectric resonant antennas (DRAs) have highlighted some of the attractive
features.This type of antenna does not suffer from conduction losses like conductors and are characterized by
high radiation efficiency when excited properly. The performance of a DRA is susceptible to various parame-
ters, like dimensions, shapes, feeding options and the relative dielectric constant of the material. Estimating
the performance of a DRA up to today is rather limited. Although some general methods, like FDTD and
MOM, can work accurately, they sometimes cost too much time and require intensive compute processing
and memory. With the development of artificial intelligence, the machine learning method starts to be ap-
plied in the electromagnetic field, creating a novel and efficient way to analyze the feasibility of a DRA for
specific design requirements.
This thesis proposes constructing such a tool from the machine learning domain to realize a quick and pre-
cise way of estimating the performance of dielectric resonant antennas integrated in the lamps of Signify. The
design range of the antenna parameters will be clarified according to the practical lamp products from the
company. Within this range, the research aims at finding a suitable machine learning method and optimizing
the learning model based on a priori simulation dataset. In this way, even non RF engineers can have a con-
cept of the performance of the antenna before it is made. A proper dielectric resonant antenna for the Signify
HUE lamp will be designed and estimated by the learning tool at the end of the thesis.

S. Chen
Delft, September 2018
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1
Introduction

1.1. Motivation
1.1.1. Application Background
Signify has been looking for the proper sensors that can be integrated in their LEDs lamps. In this way, they
can achieve the purpose to produce intelligent lighting products, which can control the level of illumination
depending on the detected human motion. For consumers, they can construct their own wireless lighting
system at home to enjoy a smarter and more convenient life. For environment, more energy can be used
wisely and saved by wireless control, since the microwave sensor can help to adjust the light automatically
according to human activities. It will never forget to turn the bulbs off if no one is at home.
They have made lots of interesting attempts, like passive infrared sensor(PIR), ultrasound sensors and VGA
camera. However, these choices have irreparable drawbacks. PIR and ultrasound sensor call for a window on
the bulb housing so that the signal can be transferred, which may violate the IP code(International Protection
Rating[52]) that the company has to obey. If so, the company needs to pay more money on redesigning
other parts in the bulb to fix this problem. For the VGA camera, things become even more complicated. The
camera cannot be integrated in a bulb, causing more troubles for bulb installing process. Besides, the data
processing task for such a camera is heavy as well as expensive. Of course, camera is also likely to violate
privacy regulations.
They finally looked into microwave sensors for their good ability in detecting human motion plus it can be
fixed within a closed bulb environment. A crucial part of the microwave sensor is the antenna. Based on the
antenna topology comparison work which had been done by Miss Mai-han Truong and the author during
their internship in the company, the dielectric resonant antenna, which will be illustrated in next chapter,
was chosen for this application.

1.1.2. Dielectric Resonator and Machine Learning
Dielectric resonant antennas DRA have attracted attention for a long time. For many years, the dielectric
resonators were mainly used for oscillators and filters in microwave circuits[25]. In these applications, the
material of dielectric resonators always have a high permittivity and Q-factor. That’s why the dielectric res-
onator used to be treated more as energy storage. Using the dielectric resonator(DR) as antenna was widely
accepted from around 30 years ago. At that time, with the frequency of interest increasing constantly, people
started to find the metallic antenna suffering from serious conduction losses. Also, the antenna efficiency
drops severely in the millimeter wave range[40]. Conversely, dielectric material has some attractive qualities
in these aspects. Due to the dielectric, the wavelength is reduced by a factor of 1/

p
εr compared to the wave-

length in free space. The dielectric material also implies the possibility of designing smaller antenna. From
that time on, research is boosted in the DRA.
The DRA, like other microwave components, is traditionally analyzed and designed by electromagnetic nu-
merical methods, which is a time consuming, as well as computationally expensive work. From the end of the
1990s, machine learning computational modules started to be recognized as a novel and useful tool for RF
and microwave modeling and design[58]. Machine learning was first named in 1959 by Arthur Samuel. After
a dormant period, machine learning was accepted as a separate field and started to flourish in the 1990s. It
combines calculations and data retrieval to make the computer system appear to be learning and making

1



2 1. Introduction

rational decisions according to previously knowledge and experience[50].
In the area of antenna design, the concept of machine learning can also be applied. Training a "machine"
to learn the behavior of an antenna under different design requirements can provide fast answers. After the
proper model has been constructed, a quick estimation about antenna performance can be attained. Then,
later simulation and optimization work about the antenna design can be more targeted.

1.1.3. Objective of Thesis
The main goal for this thesis is to exploit the idea from the machine learning domain[19] to analyze the fea-
sibility of creating a computationally efficient model for predicting circuit and radiation parameters of a di-
electric resonant antenna.
As it is introduced in the former section, dielectric resonant antenna will be applied in the lamp applica-
tion. However, the performance of a DRA is susceptible to various parameters, like the antenna dimensions,
shapes, feeding options and relative dielectric constant of the material[27]. Especially at high frequencies,
antennas are even more sensitive to the changes of those parameters. On the other hand, the working envi-
ronment within the bulb housing varies between the different types of bulb. The truth is that Signify possesses
so many different kinds of bulbs, with diverse shapes, inner structures and LEDs array configurations. Even
the same series of bulbs may be redesigned to a newer version afterwards. Under this condition, it can be
assumed that the DRAs in each kind of bulbs have to be identical. This brings some problems. Dielectric
resonant antenna, which will also be mentioned in subsequent chapters, cannot be designed directly by any
explicit functions up to now. The full-wave electromagnetic analysis in the DR is quite difficult, requiring
complicated as well as long-duration simulations and optimizations.
In order to simplify the antenna design process for the potential lamp configurations, the company would
first like to obtain a dataset containing possible antenna parameters. In this way, they can easily find the rel-
ative antenna parameters, avoiding the design process which asks for professional antenna knowledge and
design skills. However, since the DRA is very sensitive at such a high frequency(24GHz), as mentioned be-
fore, even slight changes in the DRA may make a big difference on its final performance. So, if the dataset is
desired to be qualified for most of the antennas that are integrated in their lamp production, the amount of
data collected beforehand by simulation and optimization is huge. In other words, to create such a dataset is
extremely time consuming and expensive.
Hence, a more efficient method, which can help to assess the antenna performance in the future design,
but does not ask for a complete data base, is the numerical performance prediction model. This inspires
the thesis to apply the machine learning method in the field of antenna. Machine learning is widely em-
ployed in computing tasks when designing and programming explicit algorithms with good performance is
infeasible[53]. This is exactly what is wanted in this situation. The idea to apply the machine learning method
in electromagnetics(EM) is not unique to this thesis and some researchers have already proven that this tech-
nique can be utilized to solve EM design problems, including antenna array, frequency selective surfaces and
filters etc[11]. Yet it is the first time it has been used to estimate and analyze the DRA performance under
diverse and complicated design space by using the machine learning method in this thesis.

1.2. Thesis outline
The thesis will be constructed according to outline below:

• Chapter 1
A general introduction to the thesis. The objective of this thesis is specified in this chapter, as well as
goals of research and approach.

• Chapter 2
In this chapter, the basic theory of DRAs is presented. Based on relative literatures, the excitation meth-
ods, common geometries and field analysis of DRAs will be specified. After this, more details about
rectangular DRAs will be given, since for the later research, rectangular DRAs are the main object of
this thesis. The last section is about the transparent DRA, showing the possibility of employing DRAs as
a part of optical device in practical application.

• Chapter 3 This chapter is all about machine learning. The fundamental concepts of machine learning
will be shown in the first section, followed by two important learning techniques, neural network and

Signify Classified – Confidential



1.2. Thesis outline 3

support vector machine. Furthermore, some examples and instructions about how to apply machine
learning in EM aspect will be given.

• Chapter 4 This chapter describes the construction process of the machine learning model. The design
space of the DRA will be specified at first. Within this scope, neural network learning model and support
vector machine model are built respectively. Their training results will be compared so that the better
one for this application can be chosen. The optimization of the preferred model will also be displayed
afterwards.

• Chapter 5 This chapter is focused on the experimental verification results. Real antenna prototypes will
be designed in this part and their performances will be measured in laboratory. Measurement results
will be used to test the reliability of the simulation and learning model.

• Chapter 6 Conclusions and reflections of the thesis project are presented in final chapter, as well as the
suggestion for future work.
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2
Dielectric Resonant Antenna

2.1. Introduction
2.1.1. Excitation Methods
There are various options for feeding the DRA, which enables more possibilities in designing a DRA. In this
part, the mostly common used excitation techniques will be introduced.

Coaxial Probe-Fed DRA
Fed by coaxial probe is one of the earliest methods to excite DRA[43]. The configurations of this excitation
method are shown in figure 2.1. The dielectric resonators are placed on the ground plane directly. Mean-
while, the coaxial probe can be inserted into the DR (shown in figure2.1(a)) or be placed so as to attach to one
surface of the DR.
The first configuration has the advantage of better radiation efficiency, due to the good coupling between the
probe and DR. But drilling holes in the resonator also causes some problems. If the dimensions of the holes
do not match to the probes perfectly, air gap between resonator and probe may influence the effective dielec-
tric constant of the resonator. As a result, the resonance frequency of the antenna may be shifted. Besides,
the manufacturing process also becomes more difficult, which means the cost of production goes up. On
the other hand, placing the probe adjacent to the DR can make manufacturing easier and cost less money.
However, the drawback is the poorer coupling between the coaxial probe and the DR.
For both configurations, adjusting the lengths or positions of the probes, the input impedance of the DRA
can be changed. This is the way to control the resonance frequency of the DRA. But for high-frequency appli-
cations, where the circuits are highly integrated, this excitation method is not very practical.[27]

Aperture Coupling Feeding
Aperture coupling feeding is another very popular method. Although the figure 2.2 shows a cylindrical DRA,
this excitation technique can be used for DRA of all shapes. The DR is deposed on the ground plane, below

Figure 2.1: Coaxial probe fed DRA[27]

5



6 2. Dielectric Resonant Antenna

Figure 2.2: Slot aperture feeding[27]

which is the substrate. Microstrip feed line is at the lowest layer. Through the slot aperture, the guided wave
along the feed line is coupled to the resonant modes of the DR. The analysis about how the displacement of
the DR effects the aperture coupling can be found in [35]. It was proved that the best coupling is achieved
when the DR is centered at the top of the slot center. In addition, adjusting the microstrip stub properly can
cancel out the reactive component of the slot, resulting in the impedance matching to the DRA.
Aperture coupling avoids direct electromagnetic interaction between the DRA and feed line. The DR can be
regarded as a kind of waveguide in this topology, thus, the spurious radiation will be reduced, leading to the
higher polarization purity of the DRA. However, this method also has its own drawbacks. It is well known that
the slot length should be around half wavelength at the working frequency. Then if the antenna works at low
frequency, it will be very challenging to make a circuit compact due to the long slot[28].

Direct Feeding by Microstrip Line
Feeding the DRA directly by microstrip line is also equally applicable to DRAs of all topologies as it is shown
in figure 2.3, Below the DR, the circuit can be deemed as a microstrip antenna. The microstrip coupling will
excite the magnetic fields in the DR to produce a short horizontal magnetic dipole mode. The coupling level
between the transmission line and the DR is dependent on the permittivity of the DR and how much the DR
overlaps the transmission line. For lower permittivity, the coupling level is not very high and the radiation
efficiency is not ideal either. In order to have a better coupling, a DRA array is needed. For a linear DRA
array, the transmission line can feed them in series. The disadvantage is that the polarisation of the array is
influenced by the orientation of the microstrip line[30].

Co-planar Waveguide Feeding
The last common feeding method that will be introduced here is co-planar waveguide(CPW) excitation.
There is an example shown in figure 2.4.This method was first reported in [31]. This CPW under the DR can be
modified in many ways, like adjusting its size and shape, to realize the optimization of the DRA’s performance.
In [18], the author replaced the circle CPW with inductive slot and capacitive slot.(shown in figure2.4(b),(c)).
It is proved that the capacitive slot can provide an additional resonance which causes a dual-band behavior.
This may be applied for multiple frequencies of application. Currently, CPW feeding technique is used for
many millimeter-wave applications, especially for those being integrated in a system on chip (SoC). Since the
ground plane separates the DR from the lossy silicon substrate, the antenna efficiency can be quite high in
this situation.[27]

2.1.2. The Common geometries of the DRA
With the suitable excitation method, any dielectric resonator can become a radiator, working as an antenna
at the desired frequency. Various shapes of the DRA can also effect the radiation performance of the antenna.
Three shapes of the DRA, which is the most basic and commonly used, are introduced in this section. They
are the cylindrical DRA(CDRA), hemisphere DRA(HDRA) and rectangular DRA(RDRA). The analysis of their
field mode configurations, resonant frequency and radiation pattern etc. will also be illustrated[40].

Cylindrical DRA
Cylindrical DRA (CDRA) offers great design flexibility. The resonant frequency and the Q factor are controlled
by the height and the radius of the CDRA. In [39], the brief analysis of the field excited in the DRA is given.

Signify Classified – Confidential



2.1. Introduction 7

Figure 2.3: Microstrip feeding[30]

Figure 2.4: Co-planar waveguide feeding[27]

Resonant frequency: The topology of the CDRA is shown in figure 2.5 and a relative coordinator is built
there. Image theory is applied in this situation and the surfaces of the DRA can be assumed to be perfect
magnetic conductors, where the feed probe is ignored temporarily. In this case, wave functions which are
transverse electric (TE) to z and transverse magnetic (TM) to z are:

ψT Enpm = Jn

(
Xnp

a
ρ

)(
si nnφ

cosnφ

)
si n

[
(2m +1)π

2d

]
(2.1)

ψT Mnpm = Jn

(
X ′

np

a
ρ

)(
si nnφ

cosnφ

)
si n

[
(2m +1)πz

2d

]
(2.2)

where the Jn is the Bessel function of the first kind. Combined with the separation equation k2
ρ +k2

z = k2 =
ω2µε, the resonant frequency of the npm mode can be written as:

fnpm = 1

2πa
p
µε

√√√√(
X 2

np

X ′2
np

)
+

[πa

2d
(2m +1)

]2
(2.3)

In practical applications, the most attractive mode is the fundamental mode, which has the lowest resonant
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8 2. Dielectric Resonant Antenna

Figure 2.5: Diagrammatic sketch of cylindrical DRA[40]

frequency. In the CDRA, the fundamental mode is the T M110 mode, whose resonant frequency is:

fT M110 =
1

2πa
p
µε

√
X ′

11
2 +

(πa

2d

)2
(2.4)

where X ′
11

2 equals 1.841.

Far-field pattern: The spherical coordinator of the CDRA is shown in figure 2.5. The far field of the funda-
mental mode T M110 is discussed in this part. Based on equation 2.2, the wave function of the T M110 mode is
found:

ψT M110 = J1

(
X ′

11ρ

a

)
cosφcos

zπ

2d
(2.5)

From the wave function, the E-fields can be found:

Eφ = 1

jωερ

∂2φ

∂φ∂z
, Ez = 1

jωε

(
∂2

∂z2 +k2φ

)
, Eρ = 1

jωε

∂2φ

∂ρ∂z
(2.6)

The magnetic currents on the CDRA surface can then be found by applying the equivalence principle. Through−→
M =−→

E × n̂, where the n̂ is a unit normal of the DRA surface and points to the surface outside. Then the mag-
netic currents(for the side wall) can be expressed as:

Mz ′ =
pi

2 jωεad
j1(X ′

11)si nφ′si n
πz ′

2d
(2.7)

Mφ′ = 1

jωε

(
X ′

11

a

)2

cosφ′cos
πz ′

2d
(2.8)

Now, the far field can be explored based on the above derivation of the currents. In the spherical coordinates(r,
θ, φ),the source currents are interpreted as:

Mθ = Mρ′cosθcos(φ−φ′)+Mφ′cosθsi n(φ−φ′)−Mz ′ si nθ (2.9)

Mφ =−Mρ′ si n(φ−φ′)+Mφ′cos(φ−φ′) (2.10)
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2.1. Introduction 9

Then the electric vector potentials can be computed as:

Fθ =
e− j k0r

4πr

∫ ∫ ∫
Mθe j k0[ρ′si nθcos(φ−φ′)+z ′cosθ]ρ′dρ′dφ′d z (2.11)

Fφ = e− j k0r

4πr

∫ ∫ ∫
Mφe j k0[ρ′si nθcos(φ−φ′)+z ′cosθ]ρ′dρ′dφ′d z (2.12)

where k0 =ωpµ0ε0 is the wavenumber in free space. In far field region, the electric fields Eθ , Eφ are propor-
tional to the electric vector potentials Fφ, Fθ respectively.
Many other researchers also devoted a lot to the analysis of the CDRA, like Shum and Luk applied the finite-
difference time domain(FDTD) method in[48]. Gregory P. Junker used the body of revolution(BOR) method
to analyze the CDRA[24].

Hemisphere DRA
Compared to the rectangular DRA, the hemisphere DRA has a simpler interface between the DR and air, which
makes it easier to analyze the field by Green’s function. The configuration of the hemisphere DRA is shown in

Figure 2.6: Diagrammatic Sketch of Hemisphere DRA[34]

figure 2.6. This HDRA is fed by the coaxial probe. In the coordinator, the field is denoted by −→r (r,θ,φ) and the
source point is represented by −→r ′(r ′,θ′,φ′). The single mode T E111 will be discussed as an example in next
paragraph and more details about the field analysis can be found in [34].

T E111 mode analysis: The single-mode approximation[33] and image theory are applied in the analysis.
Then the Green’s function of the E-filed in the spherical coordinator is:

GT E111 =
−3k

8πωεr r ′ si nθsi nθ′cos(φ−φ′)
[
Φ(kr )Ψ(kr )+αT E Ĵ1(kr ′) Ĵ1(kr )

]
(2.13)

where

Φ(kr ) =
{

Ĵ1(kr ′), r > r ′

Ĥ1
(2)

(kr ′), r < r ′ , Ψ(kr ) =
{

Ĥ1
(2)

(kr ), r > r ′
Ĵ1(kr ), r < r ′ (2.14)

αT E = −1

∆T E

[
Ĥ1

(2)
(ka)Ĥ1

(2)′
(k0a)−p

εr Ĥ1
(2)′

(ka)Ĥ1
(2)

(k0a)
]

(2.15)

∆T E = Ĵ1(ka)Ĥ1
(2)′

(k0a)−p
εr Ĵ1

′
(ka)Ĥ1

(2)
(k0a) (2.16)

In the above equations, k0 =ωpµ0ε0, k =p
εr k0. Ĵ1(X ) and Ĥ1

(2)
(x) are the first-order spherical Bessel func-

tion of the first kind and spherical Hankel function of the second kind respectively. Applying the Green’s
function, the electric field Ez excited by the probe current Jz can be found:

Ez (−→r ) =
Ï
S0

GT E111 (−→r ,−→r ′)Jz (z ′)dS′ (2.17)
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10 2. Dielectric Resonant Antenna

and

Jz (z ′) = J0si nk(l −|z ′|), −l ≤ z ≤ l (2.18)

Jz is the surface current which is assumed flowing on the imaged probe surface S0. With the surface cur-
rent, the input impedance of the antenna can be determined by applying the variation formula. In[40], the
theoretical results of the impedance are compared with the measurement made by McAllister and long[42].

Rectangular DRA
The rectangular DRA(RDRA) is also very commonly-used in practical life. Although the theoretical analysis
of the RDRA is even more difficult than the other two shaped DRA that are introduced before, the RDRA
provides practical advantages over cylindrical and hemispherical DRAs. The RDRA is characterized by three
independent geometrical dimensions, giving more possibilities of designing compared to the CDRA and the
HDRA. The mode degeneracy can be avoided if the three dimensions of the RDRA are properly chosen. In the
case of a spherical DRA and a cylindrical DRA, the mode degeneracy or hybrid modes always exist.[44].
Combined with the scope of the application that is mentioned at the beginning of this report, the RDRA will
be mainly studied and applied for the rest of the thesis. More details and research about the RDRA will be
specified in the next section. Hence it will not be explored here.

2.2. Rectangular Dielectric Resonant Antenna
Theoretically, analysis of the RDRA is more difficult than the cylindrical and hemispherical DRA due to the
edge shaped boundaries. The dielectric waveguide model is usually applied to solve this problem. Shum and
Luk[49] used a more accurate approach, the FDTD method, to analyze the aperture-coupled RDRA, but the
time cost is higher, also requiring intensive memory. In the next part, the dielectric waveguide method will
be mainly discussed.

2.2.1. Dielectric Waveguide Model
In [41], the dielectric waveguide model was first came up for determining the guided wavelength in di-
electric with rectangular corss-section. The sketch of the dielectric waveguide and the filed distribution
on its cross section are shown in figure 2.7. It defines the width a in the x-direction, height b in the y-
direction and waves propagating in the z-direction. T E y

mn and T M y
mn denote the field modes in the guide,

where m and n stand for the number of field extrema in the x-direction and y-direction respectively. The
fields in the guide are supposed to vary sinusoidally and the fields outside the guide are decay exponentially.

Figure 2.7: Dielectric waveguide[40]

Then based on figure 2.7, the wave propagation numbers in each direction
and the attenuation constants in the x and y directions can be determined.

kz =
√
εr k2

0 −k2
x −k2

y (2.19)

kx = mπ

a

(
1+ 2

ak0
p
εr −1

)−1

(2.20)

ky = mπ

a

(
1+ 2

bk0
p
εr −1

)−1

(2.21)

α= 1√
(εr −1)k2

0 −k2
x

(2.22)

γ= 1√
(εr −1)k2

0 −k2
y

(2.23)

In above equations 2.19, the subscriptions denote the directions of the wave
propagation numbers within the guide. α and γ are the attenuation con-
stants in the x and y directions respectively. k0 is the wave number in the
free space which can be expressed as:

k0 = 2π

λ0
= 2π f0

c
(2.24)
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2.2. Rectangular Dielectric Resonant Antenna 11

where c is the speed of light in the free space, λ0 is the wavelength in the free space and f0 is the working
frequency.

2.2.2. Field Analysis in Rectangular DRAs
The dielectric waveguide theory can be applied to solve the RDRA problem now. The orientation of the RDRA
needs to be specified here. The width of the tube is along x direction, named "a". The length "d" is along z
direction, while the height "h" is along y axis. Different from figure 2.7, the height of the RDRA is only half
of "b" (h = 1

2 b) due to the ideal ground plane. If the dimensions of the DRA obey the rule that a,b > d , the

Figure 2.8: RDRA with ground plane[40]

lowest order mode will be T E z
11σ. The fileds within the DRA are like[44]:

Hx = (kx kz )

jωµ0
si n(kx x)cos(ky y)si n(kz z) (2.25)

Hy =
ky kz

jωµ0
cos(kx x)si n(ky y)si n(kz z) (2.26)

Hz =
k2

x +k2
y

jωµ0
cos(kx x)cos(ky y)cos(kz z) (2.27)

Ex = ky cos(kx x)si n(ky y)cos(kz z) (2.28)

Ey =−kx si n(kx x)cos(ky y)cos(kz z) (2.29)

Ez = 0 (2.30)

Besides,
k2

x +k2
y +k2

z = εr k2
0 (2.31)

kz t an(kz
d

2
) =

√
(εr −1)k2

0 −k2
z (2.32)

2.2.3. Resonant frequency and Q factor
From the equations above, the resonant frequency of the RDRA can be found according to the wave numbers
on each direction (kx ,ky and kz ). Here, the fundamental mode T E111 is specified as an example[45]:

f0 = c

2π
p
εr

√
k2

x +k2
y +k2

z

kx = π

a

ky = π

2h

d = 2

kz
t anh

(
kz0

ky

)
ky0 =

√
k2

x +k2
z

(2.33)
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12 2. Dielectric Resonant Antenna

In [44], the radiation Q-factor of the RDRA is:

Q = 2ωWe

Pr ad
(2.34)

We is the stored energy and Pr ad is the radiated power. They can be computed by:

We = ε0εr abd

32

(
1+ si n(kz d)

kz d

)
(k2

x +k2
y ) (2.35)

Pr ad = 10k4
0 |pm |2 (2.36)

and the magnetic dipole pm is:

pm = − j 8ωε0(εr −1)

kx ky kz
si n(

kz d

2
)ẑ (2.37)

Then from the radiation Q-factor, the impedance bandwidth of the RDRA can be estimated as:

BW = S −1

Q
p

S
(2.38)

The "S" in the equation 2.38 is the maximum acceptable voltage standing wave ratio (VSWR).

2.2.4. Influence of finite ground plane
Until now, all the computations and equations about the RDRA are made on the assumption that the RDRA is
placed on an infinite ground plane. However, this is just too ideal to believe for the practical applications. Ra-
diation patterns of these applications are influenced by the scattering wave from the edges of a finite ground
plane. For a small ground plane, numerical methods can be applied to predict the effect of the scattering
wave(with ground plane ∼ 1λ). But when the size of ground plane increases, numerical method becomes
less useful due to computer memory requirements. Geometric Theory of Diffraction is used more for large
ground plane (with the size ∼ 8λ to 10λ)[40]. If the ground plane size extends beyond 10λ, the scattering
effect can be ignored normally.

2.3. Transparent DRA: the Aesthetic Antenna
In [37], the optical function of transparent DRA is firstly proposed. The author made the hemispherical DRAs
out of Borosilicate Crown glass(Pyrex), which is a kind of transparent dielectric material. This hemispherical
dielectric resonator not only serves as a part of the antenna, but also provides the function of a lens in figure
2.9. The focusing lens allows the light to pass through it and illuminates the solar cell that is under the DR. In

Figure 2.9: The transparent hemispherical DRA and the solar cell panel[37]

other words, the focusing effect of the DRA can help to improve the Voltage and Current outputs of the solar
cell. Thus, the circuit can be quite compact since no extra footprint is needed for the solar cell.
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2.4. Conclusion 13

Another application of the transparent DRA, which is also the main application that this thesis studies, is to be
a light source. As it is mentioned in the beginning of this thesis report, the antennas that the company desire
are those that can be integrated in the lamp without affecting the illumination. In [36], there is a successful
example applying the transparent antenna in this case. As it is shown in the figure 2.10, the clear lamp cover is

Figure 2.10: Transparent DRA made of glass[36]

also used as the dielectric resonator of the DRA. Also in [36], the group of Prof. Kwok Wa Leung manufactured
some decorative antennas based on crystal and glass material. These beautiful antenna artworks are potential
in the situation where the standalone or visible antennas are not wanted.

2.4. Conclusion
In this chapter, brief structure of dielectric resonant antenna has been introduced firstly, including its com-
mon excitation methods and geometries. Rectangular DRA fed by slot aperture is chosen as the targeted
topology for this thesis. Because the design of RDRA has a relatively wide degree of freedom and it is low cost
in manufacturing. What’s more, the existence of transparent dielectric material makes the DRA more appli-
cable to the application that mentioned in the Chapter 1.

Then from the analysis of the fields distributed in the RDRA, the difficulties and computation loads of design-
ing the RDRA are displayed. Besides, the miss of completely accurate analyzed model and the influence form
finite ground plane make theoretical computation results of the RDRA become less reliable. This stresses the
motivation and importance to develop an artificial intelligent model which can provide a fast and accurate
estimation of the RDRA.
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3
Machine Learning

In this thesis, two popular machine learning methods are proposed to build the model. They are Neural
Network (NN) and Support Vector Machine (SVM). This chapter represents the study of the structure and
working principles of these two methods.

3.1. Neural Network
Artificial neural network(ANN) is motivated by the information processing system in human brains. Human
brains are capable of organizing neurons to perform highly complex, nonlinear and parallel computation
in an extremely effective way. Take our visual ability as an example, people can recognize the face of an ac-
quaintance easily in a totally unfamiliar environment, which can be accomplished within 200 ms. No existing
computer, even the most powerful one, can achieve this computation speed.[19]

Many researchers have put effort on simulating the neuron system in the human brains. Back to the late
1940s, Hebbian learning[21], a learning method suggested by D.O.Hebb, was created based on "neuron plas-
ticity" [56]. In 1958, Rosenblatt created the perceptron algorithm [46] and he described circuitry with mathe-
matical notation. Until the year of 1965, the first functional multi-player network was put forward by Ivakhnenko
and Lapa. However, the development of neural network was retained due to the low processing power of the
computer at that time. After 1975, Werbos’s backpropagation algorithm redrew the research attention back
to neural network. Until the end of 1990s, Simon Haykin clearly defined neural network in the book Neural
Network and Learning Machine[19] as:
"A neural network is a massively parallel distributed processor made up of simple processing units that has
a natural propensity for storing experiential knowledge and making it available for use. It resembles the
brain in two respects:
1. Knowledge is acquired by the network from its environment through a learning process;
2. Interneuron connection strength, known as synaptic weights, are used to store the acquired knowledge."

3.1.1. Basic Structure of a Neural Network
Neuron Model
The fundamental unit of an ANN is a neuron. The basic nonlinear structure of the Kth neuron in an ANN is
shown in figure 3.1. In order to mimic a biological neuron[55], the artificial neural model should has three
basic elements:

• Synapses are the connecting links of a neuron. Each synapse has its own weightω. The input signal xm

of the synapse m multiplies the weight ωkm .

• An adder is used to sum up the weighted input signals.

• An activation function ϕ(·), also called as squashing function, which can limit the neuron output am-
plitude.

15



16 3. Machine Learning

Figure 3.1: The model of Kth neuron

Besides, the bias bk in neuron k can modulate the range of the input of the activation function.
The mathematical relationship between the output and input of the neuron k can be written as:

yk =ϕ(
m∑

j=1
ωk j x j +bk ) (3.1)

Or the bias bk can be rewritten as bk =ωk0x0, then the equation 3.1 can be formulated as:

yk =ϕ(
m∑

j=0
ωk j x j +bk ) (3.2)

Activation Function
The two most used activation functions are threshold function and sigmoid function.
The threshold function is as simple as:

ϕ(v) =
{

1 if v Ê 0
0 if v < 0

(3.3)

The sigmoid function is defined as:

ϕ(v) = 1

1+exp(−av)
(3.4)

where a is the slope parameter of the sigmoid function. Different from equation 3.3, the equation 3.4 is
differential, which is very important to a neural network. Hence, the sigmoid function is, in some way, more
popular than threshold function.

3.1.2. Multilayer Feedforward Networks
Feedforward network is the first also important architecture. The information move direction is from input
to output, without any recurrent loop. The structure of a simple multi-player feedforward network is shown
in figure 3.2. In this example, the connections between nodes and layers are clearly stated. The information
is first sent by source nodes in the input layer, through hidden layer(s), finally output by the last layer.

G.Cybenko proved, in 1989 that with sigmoid activation function, any given function can be represented by
multi-player neural network[14]. Later in the year 1991, K. Hornik proved that any activation function can
work too[22]. These are concluded as the Universal Approximation Theorem and it is stated as:
Under mild assumptions of the activation function, any continuous function on compact subsets of Rn can
be approximated by a feed-forward network with a single hidden layer.[57]
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3.1. Neural Network 17

Figure 3.2: Multiplayer feedforward network with one hidden layer and one output layer

Of course, the number of hidden layers and their nodes can be adjusted in specific cases, instead of only
one layer, to attain better learning results. However, the theorem doesn’t touch upon the algorithm methods
on the network parameters computation. For EM problem, it is not necessarily to have an ultra multiplayer
network, since the design space of a particular antenna is limited to relatively small range compared to some
more complicated learning cases, like image processing. Thus the network parameters in this thesis are more
designed and optimized by experiments.

3.1.3. Backpropagation Algorithm
For multiplayer feedforward network, the learning techniques can be batch learning, on-line learning and
backpropagation learning etc. Backpropagation somehow is the enhancement of on-line learning. In this
thesis, the neural network will be constructed based on this algorithm for its maturity and high learning
accuracy. Backpropagation algorithm[19] is a kind of supervised learning method in most of the cases. Here,
the output error is computed by comparing the network outputs and the real training value and then the error
is used as feedback to adjust the weights and layers of the network. The signal flow details of the kth neuron

Figure 3.3: Signal flow of output neuron k

in the nth iteration are shown in figure 3.3. The outputs of neurons in the last layer function as the inputs of
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18 3. Machine Learning

neuron k. ωi k is the weight of link between neuron i and neuron k. The local field vk can be written as:

vk (n) =
m∑

i=0
ωi k (n)yi (n) (3.5)

With the activation function ϕ(·), the output of neuron k is:

yk (n) =ϕ(vk (n)) (3.6)

Comparing the output yk with the target value dk , the error can be computed as:

ek (n) = dk (n)− yk (n) (3.7)

According to the error ek , the network will correct the weight ωi k . Here the cost function, defined by Gauss-
Newton method is introduced as:

ε(n) = 1

2

∑
k∈C

e2
k (n) (3.8)

By summing the ε(n) of all the neurons in the output layer, the total instantaneous error energy of whole
network ε(n) is obtained. The weight correction is proportional to the partial derivation of ε(n). Then by

solving ∂εk
∂ωi k

, the correction ∆ωi k (n) can be found.

∂εk

∂ωi k
= ∂ε(n)

∂ek (n)

∂ek (n)

∂yk (n)

∂yk (n)

∂vk (n)

∂vk (n)

∂ωi k (n)
(3.9)

Based on the chain rule of calculus, the Equation 3.9 can be resolved by differentiating both sides of the
relative functions(equation 3.5 3.8) and the results are:

∂ε(n)

∂ek (n)
= ek (n)

∂ek (n)

∂yk (n)
=−1

∂yk (n)

∂vk (n)
=ϕ′(vk (n))

∂vk (n)

∂ωi k (n)
= yi (n)

Then the equation 3.9 can be rewritten as:

∂εk

∂ωi k
=−ek (n)ϕ′(vk (n))yi (n) (3.10)

and the correction ∆ωi k (n) is:

∆ωi k (n) =−η ∂εk

∂ωi k
= ηek (n)ϕ′(vk (n))yi (n) (3.11)

where η is the learning rate of the backpropagation algorithm. When η is small, the synaptic weight changes
in small steps from one iteration to another, which means the changing process will be smoothly but the
learning rate will be slow. On the other hand, if η is too big, learning process will definitely be faster, while the
model will work under the risk of instability. To reduce the conflict between learning accuracy and speed, the
generalized delta rule can be applied to function 3.11. The improved expression can be written as:

∆ωi k (n) =α∆ωi k (n −1)+ηδk (n)yi (n) (3.12)

where δk (n) = ek (n)ϕ′(vk (n))yi (n) is the local gradient factor. α, normally positive, controls the feedback
loop acting around ∆ωi k (n). The derive process can ba found in [23].

The computation process above consists two phase of backpropagation algorithm. They are forward phase
and backward phase. In the former part, the function signal yk is computed and the synaptic weight remains
unchanged for now. Then the function signal is compared with the target dk and the error signal ek can be
found here. In a word, forward phase starts from the first hidden layer with passing the signal from input layer
and ends at the output layer with the error signals. As for the backward phase, the error signal oppositely be-
gin passing from the output layer and back toward the input layer, adjusting the synaptic weight based on the
computation rule stated in function 3.11.

The adjustment of synaptic weight stops when the model attains some well-defined criterion. Here two con-
vergence criterion, which are widely accepted, are introduced[29]:
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3.2. Support Vector Machine 19

1. "The backpropagation algorithm is considered to have converged when the Euclidean norm of the gra-
dient vector reaches a sufficiently small gradient threshold."
However, for this criterion, the critical drawback is the longer training process and complicity in the compu-
tation of the gradient vector g (ω) . Hence, another standard is provided as:
2. "The backpropagation algorithm converges when the absolute rate of change in the mean squared error
per epoch is small enough.[19]"
The risk for the second criterion is that the error may be correlated for nonlinear models, even though the
mean squared error or its variation rate is small[59]. To overcome this, more criterion is suggested in [4]. In
a word, the forward pass and backward pass will be iterated by presenting new epochs of training samples to
the network until it satisfies the prescribed stopping criterion.

3.1.4. Advantages of Neural Network
According to the definition mentioned in the beginning of the chapter, neural network has highly parallel
computation structure and strong ability to learn from environment, thus neural network is regarded as a
powerful method to be applied in pattern recognition and function fitting problems. Although it is still far
away from constructing a neural network which can be comparable to human brain, it already shows many
useful properties which are critical for complicated computation.

• Nonlinearity: Due to the nonlinear neurons that construct the interconnection, the nonlinearity is
distributed all over the neural network. This enables the network to cope with the cases where the
relationships between inputs and outcomes are highly nonlinear. For example, nonlinearity exists in
most of the electromagnetic filed issues.

• Input-Output mapping: The supervised learning method[15], one of the most important learning
methods in NN, can construct the input-output mapping of the target problems by learning from the
a set of labeled training examples. This merit inspires the study of nonparametric statistical inference.
"Nonparametric" suggests that there is no prior assumptions are made on a statistical model for the
input data. In other word, the network, taught by a set of examples, can estimate arbitrary decision
within the input signal space for the pattern-classification or function fitting problems.

• Adaptivity: As it is mentioned in last section, the synaptic weights of a neural network can ba mod-
ulated in the training process, which means the NN is capable of adapting to the changes in the sur-
rounding environment. It can even be designed to overwrite the weight value in real time when the
NN is working in a non-stationary environment. Generally, when a system becomes more adaptive, the
longer it can be stable, the more robustness can be achieved when the system is required to work in a
changing environment[19]. However, this doesn’t mean that adaptivity always brings in robustness. In
[6], the dilemma between adaptivity and robustness, as well the relative solutions, are introduced.

• Fault Tolerance: A neural network, in some extent, can be regarded as fault tolerant. This is due to
the distributivity of the information on the whole neural network. When part of the neurons and their
connections crash, as long as they are not extremely extensive, the performance of the neural network
will degrade in a graceful way. In practical, measurements in algorithm designing process can be taken
to ensure the fault tolerance of the NN in a better way.

Neural network is advantageous in many other aspects either. For example, the highly parallel structure of
NNs provides fast computation speed for specific tasks. Also, it makes the possibility to implement vary-
large-scale-integrated (VLSI) technology for the NNs, which means there is a chance for NNs to extract very
complex behavior in the highly hierarchical issues.

These merits of neural network are strong reasons for its application in electromagnetic related problems,
considering that the analysis of EM filed is mostly underlying complicated nonlinear environment and re-
quires for large amount of computation. In the later chapters, the thesis will specify how to implement the
neural network on assessing the performance of a dielectric resonant antenna when different antenna pa-
rameters are given.

3.2. Support Vector Machine
Support vector machine(SVM), an elegant kernel-learning method, is another important machine learning
algorithm. The main idea of SVM is:
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"The support vector machine can construct a hyperplane as a decision surface under a given training sam-
ple. The margin of separation between positive and negative examples is maximized[19]."
Based on this concept, SVM is developed to deal with the more difficult case of nonlinearly separable pattern.
However, at the very beginning, the SVM can be simply described by a classical binary classification problem.

3.2.1. Linearly Separable Patterns
Spots with two different colors are shown in figure 3.4 (a). Surface A and B are used to divide these spots
into two groups by colors. These surfaces are called "decision surface" in SVM. The positions of the dotted
lines are decided by the orientation of the decision surface and the spots which are the nearest to the surface.
The area between the two dotted lines is the "margin of separation". Referring to the idea of SVM, decision
surface A is thought to be better than B, since the margin of separation is obviously wider in (b). If the margin
of separation in (b) is the maximum one that can be found, then the decision surface A is called the "optimal
hyperplane". In a word, the task of SVM is to find the optimal hyperplane.

Figure 3.4: Description for binary classification problem (adopted from [10]): (a) Two different groups of spots; (b) Divide spots by
hyperplane A; (c) Divide spots by hyperplane B

The surface plane can be expressed as:
ωT x+γ= 0 (3.13)

The bold symbols represent vectors. Soω= [ω1,ω2]T is the weight vector and x = [x1, x2]T is an input vector.
γ is the bias. The size of the separation margin can be simplified as the computation of distance "d", shown
in figure 3.5, from the closest spots to the decision surface. d can be computed as[1]:

d = |ωT x+γ|
‖ω‖ (3.14)

Now the objective function 3.14 is obtained. Another critical factor for classification problem is the constraint
condition. For this linearly separation problem, there are three constraint conditions:

1. The plane should divide all the spots into the right group;

2. Bias γ should make the decision surface in the middle of the margin of separation;

3. The vector x in the objective function should be the support vector, which means the points in x should
be the samples that are closest to the decision surface.

In order to express the constraint conditions, each sample point xi is labeled as yi , meaning:

yi =
{ +1 for yel low poi nt s

−1 for bl ue poi nt s
(3.15)

Then the first constraint condition can be expressed as:{
ωT xi +γ> 0 for yi =+1
ωT xi +γ< 0 for yi =−1

(3.16)
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Figure 3.5: Computation of the separation margin(adopted from [10])

The second constraint condition can be written as:{
(ωT xi +γ)/‖ω‖ Ê d ∀yi =+1
(ωT xi +γ)/‖ω‖ É−d ∀yi =−1

(3.17)

If both sides of equation 3.17 are divided by d, a new group of equations can be attained: (ωT
d xi +γd ) Ê 1 ∀yi =+1

(ωT
d xi +γd ) É−1 ∀yi =−1

(3.18)

where
ωd = ω

‖ω‖d
, γd = γ

‖ω‖d

Since ‖ω‖d is a constant for one surface, then the equation 3.18 can be simplified as: (ωT xi +γ) Ê 1 for yi =+1

(ωT xi +γ) É−1 for yi =−1
(3.19)

Now the function 3.19 can be regarded as the fundamental description of the constraint conditions for SVM
optimization problem. When xi is the sample of support vector, the equation can establish. Combine with
the equation 3.14, the distance between the support vector sample and the decision surface can be written
as:

d = |ωT xi +γ|
‖ω‖ = 1

‖ω‖ (3.20)

where xi is a support vector.

Like what is mentioned before, the task of SVM is to find the proper parameters (ω,γ) to make the margin
of separation, W = 2d , reach the maximum. In other words, the problem is transferred to minimize ‖ω‖,
amounting to the minimization 1

2‖ω‖2. The coefficient 1
2 and squaring are applied only for simplifying the

later derivation process.

The mathematic description of the SVM optimization problem for the linearly separation pattern can be
concluded as:

mi nω,γ
‖ω‖2

2

s.t . yi (ωT xi +γ) Ê 1, i = 1,2, ...,m

(3.21)

3.2.2. Non-separable Pattern
In practice, however, things become more complicated. Like what is shown in figure 3.6 (a), there are two
"irregular" points which result these points cannot be divided by a single line or plane anymore. Another
situation is shown in (b), the model can still be divided, but the generalization ability of the decision surface
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Figure 3.6: Non-separable Patterns

is weakened seriously by the two "irregular" points.
Due to these problems, the soft separation margin is introduced. Compared to the hard margin of separation
3.21, a slack variable is lead-in. Correspondingly, the slack variables will result in extra costs. Hence, the
learning conditions of SVM for soft margin are rewritten as[3]:

mi nω,γ
1
2‖ω‖2 +C

m∑
i=1

ξi

s.t . yi (ωT xi +γ) Ê 1−ξi , i = 1,2, ...,m

ξi Ê 0, i = 1,2, ...,m

(3.22)

Where ξi is the slack variant and C is the penalty factor. With ξi , the distances between the support vectors
and the decision surfaces are no longer strictly required to be bigger than 1. The penalty factor C is used to
control the influence of the error. The bigger the C is, the greater penalty for misclassification and vice verse.
In practice, C will be selected through parameter adjusting. Functions 3.22 can be optimized and solved
based on Lagrange function. The details can be found in [17], which are not recorded here.

3.2.3. Kernel Functions for SVM
Above the hard separation margin and the soft margin are discussed. They are very useful on dealing with
the linearly separable patterns. However, SVM becomes weak when the pattern is not linearly separable any-
more. The problem motivates people to map the data into a possibly higher dimensional vector space where
the linear relationship stands again. Then a linear algorithm can be applied in this new space. However, an-
other problem cropped up. Representing data into high dimensional space, sometimes when the mapping
dimension is too high, is computationally difficult. That’s why an alternative solution, kernel function, is put
forward[5].

Kernel function, in short, is used to calculate a similarity measure in the feature space instead of the coordi-
nates of the vectors there. Then apply algorithms that only need the value of this measure[32]. The similarity
measure is a dot product. More formally, kernel function can be defined as:
Suppose φ is a H-mapping from a low-dimensional input space χ to a high-dimensional Hilbert space. If
there is a function κ(x,z), for any x,z ∈χ, there is:

κ(x,z) =<φ(x) ·φ(z) >
where bold letters x,z represent vectors and < · > means inner production. Then κ(x,z) is called Kernel Func-
tion. With kernel function, computation in high dimensional space is avoided, since κ(x,z) is computed in
the low dimensional feature space and the classification results are actually mapped to the high dimensional
space.
Here, the most popular kernel functions are concluded[8]:
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1. Linear Kernel: The function that is used in linearly separable SVM

κ(x,z) = x ·z

2. Polynomial Kernel: Common kernel that is used in linearly non-separable SVM

κ(x,z) = (γx ·z+ r )d

where parameters γ,r,d are needed to be optimized through experiments and d means degree of poly-
nomial equation.

3. Gaussian Kernel: This is also called Radial Basis Function, RBF. It is the most popular kernel function
for nonlinear classification and regression in SVM field.

κ(x,z) = exp(−γ‖x−z‖2 + r )

where γ> 0

4. Sigmoid Kernel: Another common function for linearly non-separable SVM

κ(x,z) = t anh(γx ·z+ r )

3.2.4. Support Vector Regression
In above sections, the utilization of support vector on classification and relative algorithms have been intro-
duced. In fact, SVM can also be applied to solve regression problems, such as function fitting and pattern
recognition. This is one reason that SVM is thought to be promising in this project.

Unlike the classification model, the object for regression is to make each point in the training dataset can
be as close as possible to a linear model. Usually, the mean square error is regarded as the loss function for
regression model. However, for support vector regression problem, the loss function is defined[38] as:

er r (xi , yi ) =
 0 for |yi −ω ·φ(xi )−b| É ε

|yi −ω ·φ(xi )−b|−ε for |yi −ω ·φ(xi )−b| > ε
(3.23)

ε is a predefined constant, which is always bigger than 0. For any point (xi , yi ), if |yi −ω ·φ(xi )−b| É ε, then it
is thought to be fit the pattern or function well. In other word, this point locates in the acceptable area which
is shown in figure 3.7 with yellow color. Otherwise, the loss is brought in and the loss can be expressed by the
length of the red line. Thus, the regression model of SVM can be concluded as 3.24:

Figure 3.7: Description for linear regression problem of SVM (adopted from [10])
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24 3. Machine Learning

mi n 1
2‖ω‖2 +C

m∑
i=1

(ξ∨i +ξ∧i )

s.t . −ε−ξ∨i Éi −ω ·φ(xi )−b Ê ε+ξ∧i i = 1,2, ...,m

ξ∨i Ê 0, ξ∧i Ê 0 i = 1,2, ...,m

(3.24)

where ξ∨i and ξ∧i both are slack variant. The computation process of solving the function 3.24 can be found
in many classical literatures, such as [19], which will not be repeat here.

3.3. Conclusion
In this chapter, two proposed machine learning methods, neural network and support vector machine, have
been discussed. For neural network, the author mainly study about the multilayer feedforward network that
is trained by backpropagation algorithm. For SVM, the principles of dealing with the classification and re-
gression problems are learned.

In a word, both of NN and SVM show their potential to model and assess the rectangular DRA in this thesis.
Hence,the decision that which method will be finally applied in this thesis can be made only after comparing
their ability of predicting the RDRA’s performance.
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4
Learning Model for the RDRA Design

Purpose of this chapter is to construct the proper learning models for the rectangular dielectric resonant
antennas. There is no possibility for a learning model to predict the antennas’ performance indefinitely, so
the design space of a rectangular DRA is firstly specified in this chapter. This space is required to compromise
the theories of RDRA, also the practical application. An amount of training and test data will be simulated
within this design space. Later, two training models, neural network model and SVM model, will be built by
applying the training data. Their training results will be tested by data which is out of the training dataset.
The better learning model will be chosen through comparison. The last step is about optimizing the model.

4.1. Design Space of Rectangular DRA
4.1.1. Definitions of Antenna Parameters
The performance of an antenna can be characterized in several different ways. This section will introduce
some fundamental parameters of antennas[12]. The learning model which will be designed in this project is
to predict parts of these parameters. In other words, the learning model can predict the antenna performance
in some way by estimating these parameters.

Radiation Pattern
According to the IEEE Standard Definitions of Terms for Antennas (IEEE Std 145-1983), antenna radiation pat-
tern is defined as "a mathematical function or a graphical representation of the radiation properties of the
antenna as a function of space coordinates. In most cases, the radiation pattern is determined in the far
field region and is represented as a function of the directional coordinates."

Figure 4.1: Two-dimensional normalized power pattern (in
dB, adopted from [47])

A single power pattern of an antenna array is shown in fig-
ure 4.1. The antenna radiation power is normalized to their
maximum value. Normally, the power pattern is plotted on
a logarithmic scale and the unit is "dB", since the logarith-
mic scale can contain more details for those parts where the
power is too small or very large. "Lobes" describe differ-
ent parts of the pattern, which may be subclassified into
main and minor lobes. Main lobe is "the radiation lobe
containing the direction of maximum radiation.(IEEE Stan-
dard Definition)" For some antennas, there may be more
than one main lobe. On the other hand, minor lobes rep-
resent any lobes except the main lobe, including side lobe
and back lobe, which are usually the power radiation in the
undesired directions.

Beamwidth
Beamwidth is another parameter which is associated with the radiation pattern. It is the "angular separation
between two identical points on opposite side of the pattern maximum[12]". In figure 4.1, "HPBW" repre-
sents one of the most used beamwidth - the Half-Power Beamwidth. HPBW, defined by IEEE, is the angle,
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26 4. Learning Model for the RDRA Design

in the plane containing the directions of the maximum of a beam, between the two directions in which the
radiation intensity is one-half value of the beam. In power radiation pattern, HPBW means the angle of the
area which is within the two "-3dB" points, as it is shown in figure 4.1. In practice, if no specific notification,
the term beamwidth refers to HPBW.

Beamwidth is an important index since it can be used as the trade-off of main lobe and minor lobes. With
beamwidth increases, the level of the side lobes will decrease. In other words, more energy will be radiated in
the desired direction when beamwidth is comparably wide. In this project, beamwidth is a estimated object
of the learning model.

Directivity
In the 1993 version of the IEEE Standard Definition of Terms for Antennas, directivity of an antenna is defined
as "The ratio of the radiation intensity in a given direction from the antenna to the radiation intensity
averaged over all directions". The average radiation intensity equals to the total antenna radiation power
divided by 4π. If no specific direction is provided, the direction of maximum radiation intensity is implied. In
mathematical form, directivity is written as:

D = U

U0
= 4πU

Pr ad
(4.1)

where U is the radiation intensity and U0 is the radiation intensity of isotropic source.
In this project, the antenna radiation pattern is directional since the dielectric resonator can somehow guide
the power radiated from the feedline. For directional pattern, the computation of directivity can be approxi-
mated as[12]:

D0 = 4π

ΩA
≈

4π

θ1rθ2r
(4.2)

TheΩA is the beam solid angle of radiation pattern and it is close to the product of θ1rθ2r , where θ1r and θ2r ,
shown in figure 4.2, are the HPBW in two planes which are mutually orthogonal. Unit of these two HPBWs
are all in radians.

Figure 4.2: Antenna directivity calculation by antenna beam solid angles[12]

Antenna Efficiency
Not all the power transferred to the antenna can be radiated. Part will be lost due to the reflection caused by
the mismatch between the feeding transmission line and the antenna. The conduction and dielectric losses
also lead to decreasing antenna efficiency. Generally, the efficiency of antenna can be computed as[12]:

e0 = er ec ed (4.3)
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where:
e0 is the total efficiency;
er is the mismatch efficiency. er = (1−|Γ|2);
Γ is voltage reflection coefficient at the input terminals of an antenna and it can be written as:

Γ= Zi n −Z0

Zi n +Z0
(4.4)

Zi n is the antenna input impedance which will be introduced later. Z0 is characteristic impedance of the
transmission line;
ec is conduction efficiency;
ed is dielectric efficiency.
ec and ed are usually determined by experiments instead of computation which is quite difficult. What needs
to be noticed is that the experimental measurements for ec and ed are always combined. Hence, the equation
4.3 is usually rewritten as:

e0 = ecd er = ecd (1−|Γ|2) (4.5)

where ecd implies antenna radiation efficiency.

From function 4.5, it is clear that the antenna efficiency is tightly related to the reflection factor. Under the
same radiation efficiency, the smaller is the Γ, the higher antenna efficiency is. Whether in the process of
theoretical design, or based on the requirements of industrial products, this index is very important. Thus, in
this project, the reflection factor is selected as one of the learning objects for the model.

Gain
Gain is another parameter of antenna performance which is close to directivity, but gain contains the influ-
ence of antenna efficiency and its directional ability. According to the IEEE definition, gain is "the ratio of the
intensity to the radiation intensity that would be obtained if the power accepted by the antenna were radiated
isotropically in a given direction." The mathematical expression of gain is:

Gai n = 4π
U (θ,φ)

Pi n
(4.6)

where
U (θ,φ) is the radiation intensity;
Pi n is the total input power that the antenna received. Since there is the relationship that Pr ad = ecd Pi n , the
equation 4.6 can be written as:

G(θ,φ) = ecd

[
4π

U (θ,φ)

Pr ad

]
(4.7)

Combined with equation 4.1, the relationship between antenna gain and directivity can be found:

G(θ,φ) = ecd D(θ,φ) (4.8)

Input Impedance
Input impedance is "the impedance presented by an antenna at its terminals". Antenna input impedance is
crucial to the power radiated and received by the antenna. Here, take the transmit mode of antenna as an
example. Its Thevenin equivalent circuit is shown below. According to the circuit 4.3, the antenna resistant
can be written as:

RA = Rr +RL (Ω) (4.9)

where Rr is the antenna radiation resistant and RL is the loss resistance of antenna.
Consider the antenna reactance, the input impedance is:

ZA = RA + j X A (Ω) (4.10)

The left side at the terminal a-b (in figure 4.3) is a generator, whose impedance is:

Zg = Rg + j Xg (Ω) (4.11)
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Figure 4.3: Thevenin equivalent circuit of antenna transfer mode[12]

where Rg and Xg are the resistance and reactance of the generator respectively.
The circuit current i (unit: Ampere) can be computed now.

i = Vg

ZA +Zg
= Vg

(Rr +RL +RA)+ j (X A +Xg )
(A) (4.12)

where the Vg is the peak voltage of the generator. The power (unit: Watt) radiated by the antenna radiation
resistant Rr can be obtained;

Pr = 1

2
|Ig |2Rr = 1

2
|Vg |2

[
Rr

(RA +Rg )2 + (X A +Xg )2

]
(W ) (4.13)

The maximum radiated power is achieved when RA = Rg and X A =−Xg . The maximum radiated power is:

Pr = 1

2
|Vg |2

[
Rr

(2RA)2

]
= 1

8
|Vg |2

[
Rr

(Rr +RL)2

]
(W ) (4.14)

In practice, it is important to match the antenna impedance to the connected circuit so that the most of the
power can be radiated. In order to realize this, a matching circuit may be inserted between generator and the
antenna. Knowing the input impedance is crucial during the design process of the antenna. Hence, in this
project, the learning model will also be trained to calculate the antenna input impedance.

A short summary
Some of the antenna parameters were introduced briefly in this section. They were the antenna radiation
pattern, beamwidth, directivity, antenna efficiency, gain and input impedance. Among these parameters, the
HPBW, reflection factor and input impedance were chosen as the learning objects of the learning model.

4.1.2. Practical Requirements on Antenna Parameters setting
In Chapter 2, the advantages of the rectangular dielectric resonant antenna have been stated,as well as some
design principles and theories. The performance of the RDRA is difficult to be analyzed by classical numerical
method. The purpose of this project, to emphasis again, is to construct a learning model which is capable
of predicting the antenna performance under some preset parameters. A design space should be defined
beforehand, so that the model can be more objective.

Slot aperture feed method
In figure 4.4, the sketch of the aimed RDRA is shown. The resonant cube is on the top of the ground plane,
where the slot aperture is. Under the plane is the substrate board. The feed line is attached below the sub-
strate. The signal of 24 GHz will be input from the end of the feed line. Reason to choose this topology is
stated in the Internship Progress Report of the writer, which will not be repeat here.
Since the working frequency is asked to be 24 GHz, the slot length is supposed to be around the half of the
wavelength (refer in Chapter 2).

Lsl ot ≈
1

2
λ0 = 1

2
× c

f0
= 1

2

3×108

24×109 = 0.00625 (m)

where c is the light speed in vacuum.
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Figure 4.4: Schematic diagram of rectangular DRA structure

Consider the error and manufacture accuracy, the slot length is made as 6.3 millimeter in this project. The slot
width, Wsl ot , should be as small as possible. In practical design, the value of Wsl ot is usually one tenth of the
slot length. Too narrow a slot makes it difficult and expensive to manufacture. Hence, in this project, Wsl ot =
0.63 millimeter. The ground plane is made of aluminum, which is a good conductor and relatively cheap.
The thickness of the ground plane is 1 millimeter. Under the aluminum board is the substrate layer. The
material of this layer is Rogers 4350B, whose relative dielectric constant is 3.48 at 24 GHz[13]. The height of
the substrate, hsub is 0.508 mm. The lowest part is a microstrip feedline that is made of the copper. Generally,
the thickness of copper microstrip, t, is as thin as 0.035 mm in industry. Width of the feedline, W f eed , can be
computed according to the equation[7] below:

W f eed = 7.48×hsub

e(z0

p
εr +1.41

87 )
−1.25× t (m)

where εr is the relative dielectric constant of the substrate, equal to 3.48 here. The computed result of W f eed

is around 1.02 mm. However, through simulation on the port impedance, the value is adjusted to 1.05 mm.

As for the Lstub , it represents how long the feedline exceeds the center of the slot. In theory, the microstrip
stub can be open-circuited or short-circuited. For ease of fabrication the former is selected. As discussed in
Chapter 2, Lstub is crucial to the coupling between the feedline and the slot aperture. Normally, in order to
excite the aperture efficiently, the length of the stub should be around one fourth of the wavelength which is
transmitted on the feedline. However, a center-fed slot antenna in this way has a very big radiation resistance
which is around 300 Ohm. In [2], the stop tuning method is introduced. Adjusting the stub length can lead
to an extra reactive loading on the antenna which can change the resonant frequency. In other words, Lstub

should vary with different materials of substrate layer and the resonant cube which can influence the antenna
impedance. For this reason, Lstub is regarded as an input feature of the learning model. Its range of variation
should be from slightly less than 1/4 wavelength to slightly larger than 1/2 wavelength. So the learning area
of Lstub is from 2 mm to 7 mm.

Ground plane
Also in Chapter 2, the influence of a finite ground plane was shortly discussed. In different literature, various
methods are used to analyze how the size of the ground plane affects the antenna radiation. But the same
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problem for the analysis on the ground plane size is the computation complexity. Hence, the dimensions of
the ground plane are also taken into the learning feature space. The setting of ground plane is shown in figure
4.5. Taking the slot center as the origin point, four directions are defined. They are the positive direction and
negative directions on both X axis and Y axis, labeled with dx_p, dx_n, dy_p and dy_n respectively.

The maximum values of these four factors are set as 25 mm, which is two times of the free-space wavelength
λ0. In other words, the maximum ground plane is 50 mm × 50 mm. The minimum distance between the slot
center and the board edge is set as, 6.25 mm, the half wavelength of the transmitted wave.

Figure 4.5: Dimensions of the antenna ground plane

Rectangular resonator
The last part is the dielectric resonator cube. As shown
in figure 4.4, the cube edge that is along X axis is called
length, labeled with "L". The edge that is perpendicu-
lar to the ground plane is the height, labeled with "H".
The last edge of the cube is defined as the width, labeled
with "W". These three dimensions of the resonator de-
cide wave mode that is transmitted in it. Also, they affect
the resonant frequency and antenna input. impedance
together. Hence, H, L, W are all regarded as the input fea-
tures of the learning model. Consider that too small sizes
will cause trouble for cube fabrication and too large sizes
will result in higher modes transmitted in the resonator.
The learning range for each dimension is set between 3
mm and 10 mm.
Except the cube dimensions, the relative dielectric constant εr of the resonator is also vital. In this project,
the resonator uses uniform material, hence εr of the cube should be a constant. In [40], several materials are
provided. The common used materials for the transparent DRA are polycarbonate, K9 glass and so on. εr

of these materials varies from 2 to 6. That’s why the learning range of the relative dielectric constant of the
resonator is set as 2 to 6.

What should be noticed again is that the rectangular resonator is placed at the center of the slot and one of
the cube edges (length) is parallel to the slot.

A short summary
Now all the antenna parameters that will be taken as the input features of the learning model are specified.
They are the three dimensions and dielectric constant of the resonator (H, L, W,εr ), distances from the slot
center to board edges in four directions (dx_n, dy_n, dx_p, dy_p) and the feedline stub length (Lstub). There
are nine features in total (shown in table 4.1).

Table 4.1: Input features setting of the learning model

4.1.3. The Collection and Classification of Data
An effective dataset is compulsory for training and testing the learning model, no matter whether the SVM or
neural network is used. In order to have this dataset, antenna models are simulated by using software CST
STUDIO SUITE version 2018. For the purpose of saving time, the entire antenna is fed by a waveguide port in
the simulation. In figure 4.6, an example of simulation model is given. The setting of the waveguide port area
can make the port impedance is 50.56 Ohm, which is very close to 50 Ohm.
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By sweeping the antenna parameters, a dataset with 3161 samples are finally obtained. The step size of each
feature is randomly taken during the simulation. Among all the data, a group of testing data should be sep-
arated for model test after training has occorred. The test group is also supposed to be selected randomly.
However, since for the usable antenna, there are some requirements on its performance. Like what is in-
troduced in the former section of this chapter, the learning objects in this project are the reflection factor,
antenna input impedance and 3dB angular beamwidth. For these three indexes, the interested ranges are set
here:

1. Reflection factor: S11 < -15 dB;

2. Input impedance: 40 < RA < 60 Ohm; -20 < X A <20 Ohm
where RA is the resistance of the input impedance, while X A is the reactance;

3. 3dB angular beamwidth: HPBW > 60 degree

Figure 4.6: Simulation model and its waveguide port of RDRA (Construct on CST microwave studio 2018)

According to the interested ranges, 15 sets of data for each learning object, 60 sets in total, are picked from
the whole dataset to make up the test data group. Table 4.2 shows all the test data that is selected. It is clear
that the test data is intentionally chosen for every 15 sets though, the whole dataset is still evenly distributed.
Now the dataset, excluded the test data, can be used for model training process, which means that there are
3101 samples in total that can be used to teach the model.

4.2. Construction of the Training Model
In this section, the process about how to build a neural network and a support vector regression machine will
be illustrated, as well the model parameters. Following paragraphs start with neural network construction
and then is the SVM.

4.2.1. Reqirements of the Learning Model
Before constructing the models, some requirements are set for the final outcomes. By applying the test
dataset to the trained models, the mean error between the learning outcomes and simulation data can be
computed:

mean er r or = 1

N

N∑
i=1

‖xi −xi‖

where N is the amount of test data sets, xi is the ith set of test data and xi is the learning result of the ith test
data set. For the models, they are required to attain the objections below:

1. For reflection factor: Mean er r ors11 < 3 dB

2. For resistance of antenna: Mean er r orRi n < 5Ω

3. For reactance of antenna: Mean er r orXi n < 10Ω

4. For 3dB angular width of antenna: Mean er r orHPBW < 10◦
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Table 4.2: The test dataset for the learning machine: (a) the S11 satisfies: S11 < -15 dB; (b) the resistance RA satisfies: 40 < RA < 60 Ohm;
(c) the reactance satisfies: -20 < X A <20 Ohm; (d) the HPBW satisfies: HPBW > 60 degree

4.2.2. Neural Network Model
The neural network in this project is built using MATLAB Neural Network Toolbox[16]. Considering the input
space is only using nine dimensions, the neural network should not be too complicated. Otherwise, it may
cause serious over fitting problem. The number of hidden layer should be limited under three and the num-
ber of neurons in each layer should also not be too large. But the exact setting of the network depends on the
algorithm that is applied and it also needs to be verified after a series of experiments.

Training function
In [51], the available algorithms on MATLAB are described. The NN toolbox provides a total of 17 options on
the training functions. However, there is no easier way to tell which algorithm is the best one for the given
project. Hence, all the functions are applied roughly at the beginning. Their training results and relative costs
are compared and five of them seem to be promising. Different from others, these five functions are able to
provide convergent learning results and the fitting errors are comparable small. They are:

1. Bayesian Regularization (’trainbr’):
This one is currently the best performing algorithm. It can be applied to all the four learning objects and
the mean squared error (mse) of the learning results are acceptable. The disadvantages are its relatively
low training speed and inability to adjust the regularization parameter manually, which means it is hard
to handle the generalization ability of the network.

2. Powell-Beale Conjugate Gradient Backpropagation (’traincgb’):
This training function seems to be promising, since the mse of training data can be very small, imply-
ing the fitting ability of the known data is quite good. However, the test error increases a lot, which
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means the over fitting problem is worse. In general, this algorithm doesn’t behave as good as Bayesian
regularization on this problem.

3. Fletcher-Powell Conjugate Gradient Backpropagation (’traincgf’):
Performance of ’traincgf’ is comparable to last algorithm.

4. Levenberg-Marquardt Backpropagation (’trainlm’):
This algorithm can also provide a satisfactory training result sometime. But the performances are not
very constant in different training sessions, meaning the training results may be too haphazard. An-
other problem is it requires for too much computation memory and long computation time. Hence,
less neurons but bigger regularization factor are applied. It may behave better on generalization.

5. Scaled Conjugate Gradient Backpropagation (’trainscg’)

Through comparison, Bayesian regularization and Levenberg-Marquardt stand out. Actually, in [26], it also
mentions that these two algorithms can obtain lower mse than any other algorithms for functioning approx-
imation problem. At the end of that paper, the conclusion that Bayesian regularization method has a better
performance than LM algorithm is drawn out. In their experiment, BR has the advantage on revealing poten-
tially complex relationships. This conclusion is consistent with the experimental results of this thesis project.
Thus, Bayesian regularization algorithm is applied for training the network.

Network structure and other parameters
As it is said in the beginning of this section, the neural network for this project should not be too complicated.
So the network starts growing from one hidden layer and finally it is set as three hidden layers to obtain
the best fitting ability. The numbers of neurons for the layers are 15, 25 and 20 respectively. The network
structure can be simply expressed by figure 4.7. Transfer functions between hidden layers are set as sigmoid

Figure 4.7: Structure diagram of neural network created by Matlab 2018a

function. Learning rate is 0.01. Mean squared error (mse) is used to estimate the network performance on
MATLAB. During the training process, the training dataset is randomly divided into, "training", "validation"
and "testing", three groups according to the ratios of 0.6, 0.2 and 0.2 respectively.

4.2.3. Support Vector Machine Model
The SVM model is constructed based on LIBSVM[8], a library for SVM, which is provided by Prof. C. Chang
and Prof. C. Lin. The model itself is complete except for specific parameter setting of the library. Since SVM
is not a usual machine learning model for regression problem as it is introduce in Chapter 3, the training
process starts from the very simple scenario. That is to only input two features to the model at first. The
height (H) and the length (L) of the dielectric cube are selected as input features, while others keep the same
during the first training session.

The type of svm is chosen as epsilon SVM, which is normally used for regression problem. Besides, through
multiple of tests, Radial Basis Function (RBF) is found out to be the most suitable kernel function. Other
parameters are decided through cross validation method. For examples, the degree (d) of kernel is 7. Epsilon
for loss function is 0.01 and the tolerance of termination criterion is 0.001.

4.2.4. Comparison between Two Models
Support vector machine model
In the former period of the project, SVM with two input features is firstly built. Since the there are only two
dimensions of the input space, the data distribution is easily displayed by plot. Take reflection factor (S11) of
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antenna as an example (see figure 4.8):
It is obviously that the S11 of RDRA is changed according to some rules. Hence, it is supposed to be a simple

Figure 4.8: How S11 of RDRA distribute with changing H and L

pattern for SVM. Half of this dataset (862 sets) is used to train a SVM model and the rest of data (863 sets) can
check the learning accuracy. Also, take result of learning S11 as a instance, the SVM performance is shown in
figure 4.9.

The mean squared error of this model is 4.217 and the squared correlation coefficient is about 0.84. In figure
4.9, most of the predicted points are well matched to the points in the dataset. Some points that are very small,
like those below -25 dB, may be regarded as out-liners, so the model quit fitting those points that much. In
general, the model functions well for this simple input space. This is also a motivation for deeper study on
SVM.

However, when the author tried to input all the features, the SVM model cannot give a satisfactory learning
result no matter how the author adjusts the model parameters. Until this report was written, most of the
trains did not provide a model that is convergent. Others were abandoned because of the too large mse and
very low squared correlation coefficient.

Figure 4.9: The prediction results on S11 of support vector regression model
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Neural network model
After trying to apply SVM method, the attention is transferred to neural network. The basic network param-
eters and structures are demonstrated in the former section. Here, some training results will be provided.
Different from the SVM, neural network is better at dealing with high dimensional regression problems. So
the network directly begin with being trained by all the input features in this project and output the four an-
tenna performance indexes (S11, Rin, Xin, HPBW) together. The network performance is commented by the
mse of validation data group and the regression levels in figure 4.10. It can be seen that after around 50th

(a) Performance during training

(b) Regression of training results

Figure 4.10: The performance of neural network 1.0 version

training epoch, the validation performance cannot be improved within another 15 epochs and the best per-
formance for all these four outcome is mse equaling 92.76. On the other hand, the regression levels are quite
satisfying, since for all the groups of data, the regression coefficient can attain as high as 0.98, implying that
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Table 4.3: Mean error of test data for neural network version 1.0

the network learning results are highly close to the data which are computed by CST.

After the training process is done, the network is test by the independent data group (recorded in table 4.2).
The test outcomes are shown in figure 4.11. Clearly the neural network behaves much better on fitting the
antenna performance. The blue lines, connecting the outcome points of the test data, are well correspond to
the red lines. The mean error for each index is shown in table 4.3.

According to the requirements for the models, the results of the first version of network are acceptable. The
learning results of antenna reactance and 3dB angular beamwidth can achieve the standard. Yet, for reflect
factor and antenna resistance, the errors are slightly beyond the upper-limitation. What’s more, the first sub-
plot in figure 4.11 shows that the network is weak at predicting in the area where s11 is smaller than -15 dB.
The same thing happens to the prediction of the antenna resistance. Learning ability of the network seems
to be weaken around 50 Ohm. These problems absolutely increase the test error and related solutions will be
discussed in the later section.

4.2.5. A short summary
Without doubt, neural network is a better machine learning method for this project. It shows the superiority
both in network training speed and training accuracy. Thus, in the later sections of the report, only neural
network will be left for studying and discussing.

4.3. Optimization of Training Model
Although the first version of neural network can provide some good predictions, it still can’t fulfill all the
requirements. In order to improve it, two solutions are put forward.

4.3.1. Separation of learning objects
The neural network version 1.0 integrated four learning objects in the outcome matrix. That means the net-
work has to recognize the relationships between input features and the four objects. During the training
process, the network may have the trend to fit the majority of the data. This may result the tolerance for the
data group which doesn’t occupy a big ratio among the dataset. For example, the variant range of S11 is about
-40 dB to 0 dB, while the range for reactance may attain to -300 Ohm to 300 Ohm. In order to decrease the
validation error, the network may add heavier weight on learning the reactance. oppositely it will reduce the
punish on the errors of S11. Hence, the idea to separate the learning objects in different networks is came up
with. According to these four different objects, four networks are constructed and their parameters are also
adjusted. Then test by the same dataset as it is used before, the learning results are updated in figure 4.12.

Obviously, the network for S11 is improved a lot. Though the predict error is still likely bigger in the area
where S11 < -15 dB, the difference between prediction results and simulation data is much less compared to
the result in figure 4.11. The mean error for each index is also computed in table 4.4

Table 4.4: Mean error of test data for neural network version 2.0

4.3.2. Imbalance data distribution problem
After retraining the four networks separately, the prediction errors are all smaller than the setting value. Es-
pecially, the improvement on estimating S11 is remarkable. However, the fitting ability is still worse when
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(a) S11

(b) Antenna resistance

(c) Antenna reanctance

(d) 3dB angular beamwidth

Figure 4.11: The test results of neural network 1.0 version
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(a) S11

(b) Antenna resistance

(c) Antenna reanctance

(d) 3dB angular beamwidth

Figure 4.12: The test results of neural network 2.0 version
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S11 is smaller than -15 dB, where the mean error of the test data is around 4.78 dB. The hypothesis is that the
amount of training data is relatively insufficient in that area. Thus, the distribution of training data is verified
by plotting, shown in figure 4.13.

Figure 4.13: The distribution diagram of training data

Obviously, only a small percentage of the training data, can provide S11 that is below -15 dB (expressed by
red points). The total number of these data is only 385, only around one tenth of the whole dataset. So the
imbalance distribution problem of training data is supposed to exist. In paper [20], several methods are in-
troduced to figure out this problem. In this project, the Under-sampling method is taken. The action needs
to be done is to extract some samples randomly from most classes so as to reduce the number of samples
in these classes and make the sample data reach a relative balance. Under-sampling can be thought as the
easies way to solve the imbalance data problem.

Hence, the training dataset is divided into two groups, named "good" and "bad". For the good group, there
are 976 sets of data that can output the S11 below -10 dB, while the bad group contains all other data. A new
training dataset is made up by combining the good group and the data randomly chosen from the bad group.
Finally, the network trained by the good group and another 1551 sets of data from the bad group is shown

Figure 4.14: Mean error of test data (S11) for neural network version 3.0

in figure 4.14. The mean error of these 60 sets of data is 1.68 dB, reducing 22.6% from prediction error of
network version 2.0. What is more important is that for the first 15 sets of data, where the S11 is below -15
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dB, the average error is 3.19 dB now. So the network prediction errors are decreased after adjusting the data
distribution.
What should be stated is that the imbalanced data distribution problem is sharp only for S11. That’s why only
the training dataset used for predicting S11 is under sampling and reshaped beforehand in this project, while
others remain the same. Now the prediction errors are show in table 4.5

Table 4.5: Mean error of test data for neural network version 3.0

4.4. Conclusion
In this chapter, the whole process about constructing a proper learning model has been illustrated. At the
beginning, it specified some basic definitions of rectangular dielectric resonant antenna, clarifying the in-
dicators for estimating the performance of an antenna. Three of them are selected to be the prediction ob-
jects of the learning model. They are the antenna reflection coefficient, input impedance and 3 dB angular
beamwidth. In the same section, nine design parameters of the antenna, which are also the input features for
the model, are introduced. In table 4.1, the design space of each feature is concluded. According to the input
features and output prediction objects, 3161 sets of data are collected by simulating the antenna topologies
on the software CST. Among these data, 60 sets are separated to be used as test data and the rest of the data
can be used for training model.

The second section, the standards for the final model are put forwarded firstly. They state that the final model
should be checked by the test data group and confine the boundaries of prediction errors. After the require-
ments are clarified, the process of constructing the neural network and SVM models are displayed, followed
by their performance. Through comparison between these two machine learning methods, neural network is
chosen for the further study and application. The neural network is capable of dealing with the complicated
relationships between the nine input features and providing a promising prediction result.

Table 4.6: Structure and performance of the final neural network

The third section focused on analyzing and optimizing the built neural network. The first action is to build in-
dependent network for each learning object instead of output all the four indexes by one NN. This is because
the network will attempt to decrease the overall error while the local correctness is neglected sometimes.
The same mistake may also be caused by imbalance data distribution. Hence, another step is to adjust the
data ratio to make the training data more even. After these two improvements, the network can satisfy the
requirements of the model. That means the model prediction error can achieve following standards:

1. For reflector factor: Mean er r ors11 < 3 dB

2. For resistance of antenna: Mean er r orRi n < 5Ω

3. For reactance of antenna: Mean er r orXi n < 10Ω

4. For 3dB angular beamwidth of antenna: Mean er r orHPBW < 10◦
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In conclusion, the learning model, based on neural network, for estimating the performances of RDRA under
different design conditions is now constructed. The preset requirements for this model can all be satisfied.
The networks’ structure and prediction performances are concluded in table 4.6. The neural networks for
all of the four learning objectives are trained by Bayesian Regularization algorithm. The activation functions
between layers are using sigmoid function.

In the next chapter, practical experiments will be designed and implemented to verify the simulation reliabil-
ity and learning model accuracy.
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5
Experiment Verification

In the former chapter, the neural network is verified by 60 sets of data. In this project, 10 antenna prototypes
are designed to verify the simulation accuracy.

5.1. RDRA Prototype Design
The prototypes are designed under the confinements which are introduced in Chapter 4. Since the dimen-
sions of the resonator cube and the size of ground plane are the mostly vulnerable to change and they are also
easily modulated in practical, these ten prototypes are different in their resonator and ground plane size. In
other word, the feedline structure and the resonator material keep consistent.

Lstub is 2.3 mm. This length is slightly shorter than a quarter of wavelength (24 GHz). In theory, the power can
be well fed to the aperture. The resonator material is polycarbonate[54]. This cheap material are widely used
in human life, such as the lamp covers. Also, due to its good electrical insulator, heat resistant and flame-
retardant properties, this material fits the application in the project quite well. The only thing is that there
was no reliable data of the relative dielectric constant of this material at 24 GHz. However, my colleagues,
John and Mai-Han measured the missing data in the Signify lab. Their conclusion is that the εr of this mate-
rial is around 2.5 to 2.6 at 24 GHz. Thus, in this project, the input feature, εr is set as 2.55.

5.1.1. Design of Rectangular DRA
There are six dielectric cubes with different sizes. The dimension values are arbitrarily chosen in the interval
from 3 mm to 10 mm. They are shown in figure 5.1(a). Besides, in table 5.1, the exact dimensions of cubes
can be found.

Table 5.1: The dimensions of resonator cubes in measurements

As can be seen in figure 5.1(b), the PCBs (Printed Circuit Boards) of the prototypes are cut in three directions.
They are d x_p, d x_n and d y_n (refer in figure 4.5). In this way, ground planes with different sizes can be
attained. The reason for d y_p stays the same is because the feed circuit will only be connected to this side,
for the purpose to save the expense of making prototypes. In table 5.2, five different sets are demonstrated.
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(a) Resonator cubes

(b) PCBs

Figure 5.1: Dielectric cubes and PCBs of DRA prototypes

Table 5.2: The dimensions of ground plane in measurements

Randomly combine the six cubes and five PCBs, thirty groups of prototypes can be formed. Due to the limited
time, ten of them were measured in DUCAT, with the help of Mr. Pascal Aubry.

5.1.2. Design of Grounded Co-planar Waveguide
In order to feed the antenna prototypes, the microstrip feedline will be connected by coaxial line. The end
launch connector, 1092-01A-5, from Southwest Microwave is adopted (shown in figure 5.2).

Figure 5.2: Launch end connector 1092-01A-5 from Southwest Microwave
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Figure 5.3: Converter between coaxial input and antenna PCB: (a) GCPW sketch ([9]); (b)CST model of the the converter circuit; (c)S
parameter (S11: magnitude in dB) of the converter circuit

As the connector pin diameter A is only 0.127 mm, which mismatches the feedline width (1.05 mm), the re-
markable reflection may be caused at the connected spot. For the purposes of decreasing the error brought
in by circuit mismatching, a grounded coplanar waveguide (GCPW) circuit is inserted between antenna PCB
and the coaxial connector. By this method, the center feedline width is narrowed gradually.

In [9], the field analysis of GCPW and how to calculate its topology structure are specified. Given the H, Tmet ,
and εr , then the microstrip width W can be adjusted by changing the trace width S (ref figure 5.3 (a)). De-
creasing the S and W with small step size, the converter can finally be obtained. In the figure 5.3 (c), it implies
that the converter circuit can match to 50 Ohm very well at 24 GHz, since the s11 is the way below than -10
dB. In this way, it is assumed that the converter will not interfere the antenna that much. Now all the parts of
the RDRA prototypes have been declared. The resonator plastic cube, microstrip line PCB and the converter
circuit will be assembled. 10 combinations will be finally measured in DUCAT. A example prototype is shown
in figure 5.4.

Figure 5.4: RDRA prototype for measurement

5.2. Measurement Results and Analysis
What should be clarified is that only S11 and the radiation pattern can be directly measured in the laboratory.
As for antenna input impedance, it can be computed through equation 4.4.
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Table 5.3: Measurement results of RDRA prototypes (εr = 2.55, Lstub = 2.3mm)

Table 5.3 records the 10 samples. The simulation, measurement and neural network prediction results are
all included. "S", "M" and "P" in the table represent simulation, measurement and prediction respectively.
Figure 5.5 shows the radiation patterns of these prototypes. Besides, in order to have a more intuitive assess-
ment, the histograms of these prototypes are given in figure 5.6 (a) and figure 5.6 (b).

For these ten prototypes, the mean prediction errors is 2.26 dB for S11 and 5.07 degree for HPBW. Clearly, the
prediction results of neural network can fulfill the requirements for this model and provide a good estimation
of antenna performance.

However, there are obvious differences between simulation and practical measurement. In figure 5.5, some
radiation patterns are shifted. Also, simulation values of S11 and HPBW sometimes have relatively big error
to measurements. For example, the second, fourth, fifth and tenth samples in figure 5.6 (a).

Reasons do exist for these differences. As it is mentioned in last section, a CPW circuit is inserted between
the antenna PCBs and the coaxial connector. Hence, insert loss cannot be avoid. Another reason is that the
measurement error caused by prototype manufacturing and equipment measuring accuracy. The last but not
the least, the relative dielectric constant εr of the resonator is roughly measured at 24 GHz due to the limited
measurement condition. The exact value of εr may be different from what is used in the simulations.
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(a) Prototype 1 (b) Prototype 2 (c) Prototype 3

(d) Prototype 4 (e) Prototype 5 (f) Prototype 6

(g) Prototype 7 (h) Prototype 8 (i) Prototype 9

(j) Prototype 10

Figure 5.5: Radiation patterns in H cut of ten RDRA prototypes
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(a) S11

(b) HPBW

Figure 5.6: Comparison of NN prediction, CST simulation and measurements for RDRA prototypes: (a) Comparison result of S11; (b)
Comparison result of HPBW

5.3. Conclusion
The chapter specifies the physical verification process for the antenna simulation models and the prediction
accuracy of the neural networks which are developed in Chapter 4.

In total, ten antenna prototypes were designed. Their reflection coefficients and radiation patterns in H cut
were measured in DUCAT of MS3 group at TU Delft. They have dielectric resonators with different dimen-
sions and orientations, also their ground plane sizes are not the same. The detailed prototype parameters
can be found in table 5.3. In the same table, the results of simulation, neural network predictions and exper-
imental measurements for these ten prototypes were also recorded. The differences among NN prediction,
CST simulation and measurements are intuitively reflected in figure 5.6.

For S11, the averaged prediction error of the neural network model is 2.26 dB. For HPBW, the mean error of
NN is 5.07 degree. Both of them have achieved the goals of the learning model. Besides, most of the mea-
surements are in good agreement with the simulation results. The existed differences can be accepted when
consider the influence of the inserted CPW, the uncertain dielectric constance of the resonator and measure-
ment errors. In a word, the practical measurements of the antenna prototypes further verified the feasibility
of this thesis.
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6
Conclusion and Future Work

6.1. Conclusion
In this master project, a neural network-based model for estimating the performance of rectangular dielectric
resonant antenna has been developed. To be specific, the neural networks that constructed in this project can
predict the reflection factor, input impedance and 3dB angular beamwidth of the RDRA while the antenna’s
topology is changed according to its ground plane, feed structure and resonator cube.

The network model was trained by 3101 sets of simulation data in total and the model performances were
checked by another 60 sets of data. The final test errors for four objects all achieved the goals. Experiments
of ten RDRA prototypes were designed and implemented. The reliability of the simulation data and the pre-
diction accuracy of the neural network model have been successfully verified by the experiments.

This thesis realized a bold and novel attempt: apply machine learning theory to model and assess the rect-
angular dielectric resonant antenna under such a high dimensional design space. With limited amount of
simulation data, the neural network was trained to predict the antenna performance accurately. With further
work, it is promising to apply this neural network model as a good assessment tool for designing RDRA.

6.2. Future Work
In this thesis, the potential of applying machine learning technology on antenna performance estimation is
shown. Though there are still many limitations to combining these two fields. The remain problems and
future study are suggested as below:

1. The training dataset should be distributed more evenly and sparse. In this way, a wider design space
can be applicable.

2. Antenna should be assessed from more aspects, like the bandwidth and gain. Hence, the neural net-
work can be trained to learning more objectives.
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