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Abstract

Reconstructing high-resolution wind fields from sparse, low-resolution observations is a critical
yet ill-posed problem in meteorological modeling. Classical approaches, such as Computational
Fluid Dynamics (CFD), are often too computationally intensive to meet the demands of real-
time or large-scale industrial applications. Meanwhile, conventional data-driven methods like
Convolutional Neural Networks (CNNs) tend to produce overly smoothed outputs and struggle
to recover fine-scale structures, especially under severe data sparsity.

This thesis explores the use of diffusion-based generative models for super-resolution in wind
field reconstruction. A progressive SR3 (Super-Resolution via Repeated Refinement) frame-
work is developed, combining a multi-stage architecture with stochastic denoising processes
to gradually reconstruct high-resolution outputs. Extensive experiments demonstrate that the
progressive SR3 consistently outperforms CNN-based baselines in terms of reconstruction accur-
acy, perceptual quality, and robustness. Furthermore, a joint training strategy improves both
performance and computational efficiency by enabling end-to-end optimization across stages.

The findings support the use of probabilistic diffusion models for meteorological super-resolution
tasks and emphasize the effectiveness of progressive refinement in handling large upscaling
factors. This approach provides a promising pathway for enhancing data-driven post-processing
in atmospheric modeling.

The data is provided in https://gitlab.com/whiffle-public/whiffle-open-data, and code
is available at: https://github.com/Homjui/Upscale_wind_field.

Keywords: diffusion models, SR3, super-resolution, wind field.
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1 Introduction

Sustainability has become a critical global concern, driving substantial investments from govern-
ments and organizations worldwide. The European union, for instance, has allocated significant
funding to initiatives promoting renewable energy sources, recognizing their potential to mitig-
ate climate change by reducing carbon emissions [54]. Among these renewable energy sources,
wind energy stands out due to its scalability and minimal environmental footprint [2]. However,
optimizing wind energy production requires high-resolution wind data, which can provide pre-
cise support for research areas such as wind farm optimization [8], air quality monitoring [53],
and wildfire risk assessment [17].

Accurately capturing wind behavior remains a significant challenge due to two primary diffi-
culties. First, turbulence exhibits complex, inherently random dynamics influenced by various
atmospheric factors, including humidity, pressure, and temperature [39]. Second, practical con-
straints on measurement infrastructure and associated costs limit the availability of turbulence
observations, resulting in sparse data coverage. The combination of turbulence complexity and
practical measurement limitations makes obtaining high-resolution wind data a persistent chal-
lenge.

To address this issue, researchers have explored multiple approaches to infer high-resolution
turbulence data from sparse observations. Experimental techniques such as Particle Image Ve-
locimetry (PIV) [1] enable the capture of detailed turbulent flow structures, while Computational
Fluid Dynamics (CFD) [3] methods, including large eddy simulation (LES) [46] and Direct Nu-
merical Simulation (DNS), provide numerical solutions for turbulence modeling. Despite their
accuracy, these approaches are computationally expensive and time-consuming [6], limiting their
practicality in real-time and large-scale industrial applications.

In recent years, data-driven methodologies have emerged as promising alternatives in turbulence
mechanics [7, 44, 56]. By integrating sparse measurement data with machine learning models,
researchers have leveraged deep learning techniques, such as Convolutional Neural Networks
(CNNs) [13] and Generative Adversarial Networks (GANs) [9], to enhance spatial and temporal
resolution, effectively reconstructing turbulence fields with reduced computational effort. With
the advancement of deep learning methods, Diffusion Models (DMs) have demonstrated super-
ior performance in high-resolution reconstruction problems [10] due to their ability to learn the
underlying probability distribution of datasets. Motivated by these advancements, this study
explores the application of DMs for turbulence field reconstruction, aiming to enhance the res-
olution of sparse wind observations efficiently and accurately.

1.1 Related Work

The thesis explores the application of DMs in enhancing the accuracy and resolution of local
weather observations. This research intersects two key areas: meteorological upscaling tech-
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niques and DMs. The first research domain, often referred to as super-resolution methods [13],
includes both traditional numerical and statistical approaches as well as modern data-driven
techniques. Although DMs, a class of deep generative models that have shown remarkable suc-
cess in image processing tasks [10], are still in the early stages of recognition in meteorological
applications, their probabilistic formulation and ability to generate high-quality data have made
them increasingly relevant. Recent studies suggest their potential in improving the resolution
and accuracy of weather observations [40].

1.1.1 Super-resolution methods in meteorological application

In many application scenarios of computer vision, from everyday photography to refining satel-
lite [51] and medical images [22], Super-resolution tasks are of high demand. Super-resolution
problem, which aims to enhance low-resolution images into high-resolution counterparts, re-
ceived tremendous focus due to its ill-posed nature. In literature, a wide range of classical
super-resolution methods have been explored, including prediction-based methods [25], edge-
based methods [52] and statistical methods [27], etc. As deep learning continues to evolve,
super-resolution techniques based on deep neural networks have gained increasing attention.
Early methods leveraged CNNs, while more recent approaches have adopted GANs, which offer
alternative solutions to the super-resolution problem.

CNNs have been widely employed as a fundamental approach for addressing the super-resolution
problem, leveraging their ability to capture the nonlinear relationships between input and output
data through spatial feature extraction via filtering operations. Dong et al. [11] pioneered the
application of CNNs for super-resolution, which have since inspired various advancements in
different domains. Building on this foundation, Fukami et al. [13] expanded CNNs to weather
and climate applications where they utilized CNNs to reconstruct high-resolution turbulent flow
fields from coarse input data, effectively capturing essential spatio-temporal dynamics with high
fidelity. Similarly, Liu et al. [35] developed a CNN-based classification system for extreme
climate event detection, achieving an accuracy of 89%–99% in identifying phenomena such as
tropical cyclones, atmospheric rivers, and weather fronts.

Numerous studies have demonstrated that the adoption of CNNs significantly enhances model
performance across a range of applications. Weyn et al. [57] constructed a deep CNN-based
framework for global weather forecasting, achieving stable long-term predictions and outperform-
ing coarse-resolution numerical weather prediction models in short- to medium-range forecasts.
Liu et al. [34] further extended CNN architectures by introducing the static CNNs and the
Multiple Temporal Paths CNNs (MTPC), designed to extract both spatial and temporal fea-
tures. Their results showed that the MTPC model exhibited superior accuracy in reconstructing
turbulent flows and outperformed static models in capturing anisotropic turbulence character-
istics, highlighting the potential of CNN-based approaches for advancing data-driven weather
and climate modeling.
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Beyond supervised learning methods, unsupervised learning architectures, particularly GANs,
provided useful inspirations on how to tackle super-resolution problems. In the GANs frame-
work, a generator is trained to capture the underlying data distribution by generating synthetic
samples that attempt to deceive a discriminator, which evaluates their authenticity [15]. Ledig
et al. [31] were among the first to introduce GAN-based architectures for super-resolution,
demonstrating that incorporating pixel- and feature-based loss functions led to the generation
of more perceptually realistic images compared to previous state-of-the-art methods. Inspired
by their work, many studies have extended GANs to weather and climate applications. Stengel
et al. [51] applied GANs to super-resolve wind velocity and solar irradiance, demonstrating its
potential for renewable energy resource assessment. Similarly, Chen et al.[9] applied GANs to
radar echo data super-resolution, effectively preserving edge details and textural features critical
for meteorological analysis.

In addition to standard GANs, researchers have explored variational and physics-informed GANs
architectures to better capture complex problem settings and data structures. Xie et al. [58]
developed a conditional GAN with temporal and spatial discriminators to generate coherent
and detailed four-dimensional physics fields using low-resolution inputs. Their results showed
that physics-aware data augmentation was able to enhance the accuracy and efficiency of the
model. Yousif et al. [61] proposed a multi-scale super-resolution GAN with a physics-based
loss function, which achieved accurate results with reduced training data and computational
cost. Their approach successfully handled both laminar and turbulent flow regimes, showcasing
the potential of physics-aware GANs for super-resolution tasks in geophysical and atmospheric
sciences.

Beyond CNNs and GANs, various deep learning architectures have been explored for super-
resolution tasks, including recursive neural networks [28] and residual attention networks [62],
etc. These methods incorporates novel mechanisms to enhance feature extraction, stability,
and reconstruction fidelity, while they are interconnected in their objective of learning high-
resolution representations from degraded inputs. Wang et al. [55] considered that the primary
differences among deep learning-based super-resolution methods can be categorized into several
key aspects: the choice of network architectures [26], the formulation of loss functions [23] and
the learning principles and optimization strategies employed during training [32].

Despite the substantial advancements in deep learning-based super-resolution models, determ-
ining the most effective architecture remains an open challenge, as each approach has its own
strengths and limitations. CNN-based models have demonstrated strong performance in ex-
tracting spatial features and are computationally efficient, making them well-suited for real-time
applications [13]. However, they often struggle with capturing long-range dependencies, which
limits their ability to reconstruct fine-grained details in highly complex scenes [55]. GAN-based
models, on the other hand, have been particularly successful in producing perceptually realistic
high-resolution outputs [31], but they suffer from issues such as mode collapse and instability
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during training [15]. Additionally, while GANs can generate sharp and visually appealing res-
ults, they may not always preserve physical consistency in scientific applications such as weather
forecasting and fluid dynamics [51, 58, 61].

1.1.2 Diffusion models for high-resolution weather reconstruction

The introduction of DMs, pioneered by Ho et al. [19], represents a paradigm shift in generative
modeling, offering a compelling alternative to the long-standing dominance of GANs [10]. These
models have demonstrated remarkable success in image generation and reconstruction tasks,
including super-resolution. Unlike adversarial training in GANs, which often suffers from mode
collapse and instability, DMs employ a probabilistic denoising framework that ensures more
stable and diverse outputs [47]. The fundamental mechanism of classical DMs, as established
by Ho et al. [19], is based on a two-stage process: a forward noising process and a reverse
denoising process. These structured noise-to-data mapping enables DMs to capture intricate
spatial strucures, making them highly effectively for super-resolution applications.

Rombach et al. [38] demonstrated the ability of DMs to generate high-resolution and realistic
images, showcasing their potential in addressing complex image tasks. Building on this found-
ation, researchers have extended DMs to the climate and weather domains, leveraging their
generative capacity to enhance the availability and resolution of meteorological data. Merizzi
et al. [37] applied DMs to address the temporal lag in reanalysis datasets by formulating the
problem as a super-resolution task, thereby improving the accessibility of high-resolution climate
data. Ling et al. [33] introduced a two-stage diffusion framework to enhance long-term rainfall
prediction by mitigating issues such as blurriness and spatial distortions. Their approach first
captures temporal dependencies in a low-resolution setting before refining spatial structures
via high-resolution reconstruction, achieving a 5%-10% improvement over baseline methods.
Hatanaka et al. [16] employed score-based DMs to refine coarse numerical weather prediction
outputs into high-resolution satellite observations, demonstrating substantial improvements in
day-ahead solar irradiance forecasting.

As tasks become increasingly complex, traditional DMs often struggle to meet the growing
demands of high-resolution reconstruction and computational efficiency. Consequently, recent
advancements have led to refined variations of DMs, tailored to specific super-resolution chal-
lenges. Conditional DMs, such as Super-Resolution via Repeated Refinement (SR3) [43] and
Cascaded Diffusion Models (CDMs) [20], incorporate high-resolution conditioning signals to en-
hance reconstruction fidelity, outperforming conventional methods in both perceptual quality
and structural coherence. Latent Diffusion Models (LDMs) [38], another prominent variant,
map data into a lower-dimensional latent space for the diffusion process, significantly improving
computational efficiency without sacrificing visual quality. Additionally, score-based DMs [49]
leverage score matching to iteratively denoise and reconstruct high-resolution images, further
enhancing the accuracy of fine-grained details in generated outputs. These innovations collect-
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ively expand the applicability of DMs in scientific and engineering domains, particularly for
high-resolution climate and atmospheric modeling.

Rybchuk et al. [40] pioneered the use of LDMs for reconstructing three-dimensional turbulence
from sparse, noise-free observations. Their research highlighted the ability of LDMs to address
inherent uncertainties through ensemble generation, providing diverse and realistic samples. In
subsequent work, Rybchuk et al. [41, 42] expands LDMs into temporal dimensions. Their results
demonstrated a high correlation with ground truth and a low bias in turbine inflow predictions.
Mardani et al. [36] introduced Residual Corrective Diffusion Modeling (CorrDiff), a two-stage
generative framework. Different from classical DMs, CorrDiff separates the deterministic and
stochastic components of the data: the first stage uses a U-Net to predict large-scale atmospheric
trends, while the second stage employs DMs to refine residual errors and capture fine-scale
variability. This focus on residual modeling proves highly effective for weather data, where
small-scale details are critical.

1.1.3 Research gap

Data-driven methods, particularly deep learning, have been extensively applied to weather up-
scaling problems, achieving computationally cheaper and more time-efficient results compared
to traditional numerical approaches such as CFD [3]. Nevertheless, several important challenges
remain:

• From model selection perspective, while DMs have been demonstrated as highly effective
for super-resolution tasks in computer vision domains [10], their application in weather
observation upscaling remains largely unexplored. Most existing research has focused on
CNNs and GANs to reconstruct high-resolution data from sparse weather observations [13,
14], with little attention given to the potential of DMs. This research gap may be attributed
to the relatively recent emergence of DMs. Given their superior performance in generating
high-fidelity reconstructions with improved stability compared to GANs, investigating their
role in weather upscaling presents a promising avenue for future research.

• From the dimension of super-resolution perspective, the majority of DMs weather super-
resolution studies prioritize improving the temporal resolution of meteorological data, ad-
dressing issues such as time lag [37] and forecast accuracy [16, 33]. However, practical
constraints on measurement infrastructure of meteorological data makes geographical up-
scaling equally crucial. Fine-grained spatial upscaling can enhance the ability to capture
localized weather features with higher precision, enabling more accurate regional climate
modeling and better applicability in real-world scenarios, such as wind energy forecasting
[8] and extreme weather prediction [35].

• From super-resolution tasks perspective, existing studies applied DMs to meteorological
super-resolution on rainfall [33] and solar irradiance [16], with relatively few investigations
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into turbulence modeling. Whereas, wind flow exhibits high stochasticity and nonlinear
dynamics, making it particularly challenging to capture and reconstruct accurately [24].
The absence of extensive research on turbulence upscaling highlights a critical gap, as
high-resolution wind field reconstruction is essential for applications in sustainable energy
utilization [8], aviation safety [53], and climate risk assessment [17].

Given these research gaps, this thesis aims to explore the application of DMs in turbulence
geographical upscaling, filling a critical void in the field. By leveraging the strengths of DMs in
generating high-fidelity reconstructions, this study seeks to enhance the precision of wind flow
modeling. Improving the resolution of turbulence data has significant practical implications,
particularly in optimizing wind energy generation, where a more accurate representation of wind
patterns can lead to better resource allocation and efficiency in sustainable energy utilization.

The thesis research is closely related to the work of Rybchuk et al. [40], who focus on the
reconstruction of inpainting of turbulence using DMs. Both studies leverage DMs to recover
fine-grained spatial turbulence data in local regions. However, there are several key distinctions
between this thesis and their research.

First, in terms of objectives, while Rybchuk et al. [40] address the problem of inpainting masked
areas within a wind field, this thesis focuses on reconstructing high-resolution turbulence data
from limited sparse observations. Although both tasks can be regarded as interpolation and
extrapolation of incomplete dataset, the fundamental difference lies in the nature of the miss-
ing information. Inpainting typically assumes large, contiguous missing regions, which poses
challenges in preserving global spatial consistency. In contrast, sparse reconstruction involves
scattered and irregularly sampled data points, which makes it particularly difficult to recover
fine-scale structures and local coherence [4]. Both are inherently difficult problems but demand
different strategies due to the distinct characteristics of their missing data.

Second, in terms of methodology, both studies adopt DMs as the core framework, but they utilize
different model variants. Rybchuk et al. [40] employ LDMs, which operate in a compressed latent
space to improve efficiency [38], whereas this thesis adopts SR3, a super-resolution DMs designed
to directly enhance spatial resolution conditioning on low-resolution inputs [43]. The primary
distinction lies in between computational efficiency and reconstruction accuracy. LDMs reduce
computational costs by working in a lower-dimensional representation, potentially sacrificing
fine details, while SR3 preserves high-frequency features by operating in pixel space, making it
more suitable for super-resolution problems.

1.2 Structure of Thesis

The remainder of this thesis is organized as follows:

• Section 2 presents the mathematical background necessary to understand the core method-
ology. It first introduces the super-resolution problem from an inverse problem perspective
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and discusses common downsampling methods and quality metrics. It then summarizes
foundational deep learning concepts, including neural network structures, autoencoders,
and optimization techniques.

• Section 3 introduces the Super-Resolution via Repeated Refinement (SR3) framework. It
details the theory of diffusion models, then formalizes SR3 for super-resolution tasks, where
the training and sampling procedures are thoroughly discussed and rigorously derived.

• Section 4 describes the experimental setup and implementation. It includes dataset pre-
paration, model configurations, training procedures, and baseline comparisons with CNNs.
Experiments cover both direct and progressive upscaling strategies, hyperparameter tuning
and joint learning.

• Section 5 discusses the experimental results, providing insights into model behavior and
architectural choices. The section also presents final conclusions and suggests directions
for future work.
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2 Mathematical Backgrounds

2.1 Super-resolution

Super-resolution refers to the process of reconstructing high-resolution image from its corres-
ponding low-resolution image. This technique has numerous practical applications, including
medical diagnosis, face recognition, and autonomous driving. Mathematically, a super-resolution
model aims to recover a high-dimensional data y ∈ RD×D from its low-resolution counterpart
x ∈ Rd×d, where the low-resolution data is typically downscaled by a factor of s, such that
d = D/s. Consequently, super-resolution can be viewed as either an interpolation or extrapola-
tion process, depending on the desired resolution.

2.1.1 Downsampling methods

Given the high-resolution data y ∈ RD×D, the corresponding low-resolution data x ∈ Rd×d (with
a scaling factor s = D/d) is typically generated through a downsampling operation Ds:

x = Ds(y) + ϵ, (1)

where ϵ represents noise or other uncertainties introduced during the downsampling process.
The downsampling operator Ds can take various forms, depending on how the information
is reduced from high-resolution to low-resolution. Common downsampling techniques include
pooling, interpolation, and sparsification.

• Pooling operates by selecting a summary statistic, such as the maximum or average, from
a small region of the high-resolution data y. This can be represented mathematically as:

xi,j = max
(p,q)∈Ni,j

yp,q,

where Ni,j is a local neighborhood around grid point (i, j) in the high-resolution data y,
and xi,j is the corresponding low-resolution grid point value. Pooling reduces the spatial
dimensions of the data while retaining key features.

• Interpolation generates lower-resolution data by averaging or selecting grid point values
from the high-resolution data y based on a specified factor s. This can be represented
mathematically as:

x = Is(y),

where Is denotes the interpolation operator. Common interpolation methods include
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nearest-neighbor, bilinear, and bicubic interpolation. This approach allows dimension
reduction in the least cost of damaging the perceptual quality.

• Sparsification refers to selectively retaining a subset of the most important or most relevant
components from the high-resolution data y. This can be represented mathematically as:

x = Ss(y),

where Ss denotes a sparsification operation, which reduces the number of retained coeffi-
cients. This approach is often used in compressed sensing where only the most informative
components are kept.

2.1.2 The inverse problem view

Once the downsampling operator Ds is defined, the super-resolution problem can be formulated
as learning its inverse D−1

s , which aims to reconstruct high-resolution data from corresponding
low-resolution observations, as illustrated in Figure 1.

Figure 1: Super-resolution problem structure. From an inverse perspective, a single low-resolution data
x ∈ Rd×d can correspond to multiple plausible high-resolution reconstructions y1, y2, y3 ∈ RD×D, which

highlights the ill-posed nature of the super-resolution problems.

However, from the perspective of inverse problems, super-resolution is inherently ill-posed. The
key reason lies in the fact that the downsampling operation Ds is lossy: it discards fine-grained
details such as high-frequency components. As a result, the inverse mapping D−1

s is not unique.
That is, multiple plausible high-resolution realizations can correspond to the same low-resolution
input, especially when they share similar coarse structures. This one-to-many mapping nature in-
troduces ambiguity and uncertainty into the reconstruction process, making the super-resolution
task fundamentally challenging.
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2.1.3 Super-resolution techniques

To address the ill-posed nature of the super-resolution problem, a variety of techniques have
been developed to approximate the inverse of the downsampling operator D−1

s . Broadly, these
approaches can be categorized into two groups: classical methods and data-driven methods.

(a) Classical methods

Classical approaches to super-resolution focus on reconstructing high-resolution image by lever-
aging predefined mathematical models or image structure priors. These methods do not require
training on large datasets and often rely on statistical techniques or analytical assumptions
about the nature of image data [55].

Among classical methods, interpolation techniques, such as bilinear and bicubic interpolation,
form the most straightforward and widely-used family. These methods assume local smoothness
or continuity in image intensity values and use this assumption to estimate unknown high-
resolution pixels.

However, the relationship between pixels is often more intricate than what can be captured
by simple interpolation rules, especially for dataset representing natural or physical processes.
As a result, interpolation-based methods are limited in their ability to accurately recover fine-
scale structures and high-frequency components lost during super-resolution. Nevertheless, their
computational efficiency and ease of implementation make them a useful baseline approach or
preprocessing step for validating and initializing more sophisticated super-resolution models,
especially in scenarios where ground truth data is scarce or unavailable [55].

There are various interpolation methods applied in the literature, such as spline, nearest-neighbor
and Lanczos interpolation. Two widely-used interpolation techniques in super-resolution tasks
are:

• Bilinear interpolation estimates the value of the high-resolution grid point value ym,n by
computing a weighted average of the four nearest neighboring values in the low-resolution
grid, denoted as (m1, n1), (m1, n2), (m2, n1), and (m2, n2). The interpolation can be
formulated as:

ym,n ≈
∑

i∈{1,2}

∑
j∈{1,2}

(mi −m)(nj − n)xmi,nj . (2)

Although bilinear interpolation is computationally efficient and simple to implement, it
often introduces noticeable blurring, as it relies on a linear approximation of the underlying
relationships and does not account for complex data structures.

• Bicubic interpolation extends this idea by considering a larger 4×4 neighborhood surround-
ing the target point (m,n) and applying cubic convolution along both spatial dimensions.

10



The interpolated value is computed as:

ym,n ≈
2∑

i=−1

2∑
j=−1

P (m− i) · P (n− j) · I(i, j), (3)

where P (·) is a cubic interpolation kernel (e.g., the Keys or Catmull-Rom kernel), and
I(i, j) denotes the grid point intensity in the low-resolution input. Bicubic interpolation
generally produces smoother and sharper results than bilinear interpolation, as it leverages
a larger spatial context and better captures intensity variations and edge information [55].
However, it is also more computationally demanding.

(b) Data-driven methods

With the emergence of machine learning, data-driven approaches have become the dominant
paradigm in super-resolution. These methods aim to learn an approximate inverse mapping
D−1

s directly from data, by modeling the relationship between paired low-resolution inputs x
and high-resolution targets y.

Broadly speaking, there are two primary perspectives for modeling D−1
s in data-driven settings:

• Discriminative models treat super-resolution as a supervised regression task, where the
goal is to learn a deterministic mapping f : x 7→ y. Such as CNNs [11].

• Generative models approach super-resolution from a probabilistic perspective, modeling
the conditional distribution p(y | x). This formulation allows for capturing the inherent
uncertainty and the one-to-many nature of the inverse problem. Such as GANs [31] and
DMs [10].

2.1.4 Quality assessment

In super-resolution tasks, especially for image-based applications, evaluation metrics go beyond
standard accuracy measures. Since the goal is to recover high-quality images from low-resolution
inputs, both pixel-wise fidelity and perceptual similarity are essential. The following metrics are
commonly used to assess reconstruction quality:

• Accuracy

Mean Squared Error (MSE) is a pixel-wise measure of the average squared difference
between the reconstructed image ŷ and the ground truth image y with D×D pixels. It is
defined as:

MSE =
1

D2

D∑
i=1

D∑
j=1

(yi,j − ŷi,j)
2 .
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A lower MSE indicates higher reconstruction fidelity.

• Peak derivation ratio

Peak signal-to-noise ratio (PSNR) is one of the most widely used objective metrics to
quantify the quality of lossy image reconstruction. It is derived from the MSE and the
maximum possible pixel value P :

PSNR = 10 · log10
(

P 2

MSE

)
.

PSNR is expressed in decibels (dB), and a higher PSNR typically corresponds to better
reconstruction quality.

• Structural similarity

Unlike MSE and PSNR, which are pixel-wise error metrics, structural similarity index
(SSIM) is designed to model perceptual similarity more closely to the human visual system.
It considers structural information based on three components: luminance, contrast, and
structure. The SSIM between two images y and ŷ is defined as:

SSIM(y, ŷ) = (2µyµŷ + C1)(2σyŷ + C2)

(µ2
y + µ2

ŷ + C1)(σ2
y + σ2

ŷ + C2)
,

where µy, µŷ are the mean intensities, σy, σŷ are standard deviations, and σyŷ is the
covariance between the two images. C1 and C2 are small constants to stabilize the division.
SSIM values range from -1 to 1, with 1 indicating perfect structural similarity.

2.2 Deep Neural Networks

Data-driven approaches are widely utilized in solving real-world problems. These methods aim to
extract information, uncover patterns, and develop mathematical models to facilitate inference
and prediction, providing theoretical support for various studies. This discipline is commonly
referred to as statistical learning, or machine learning in the field of computer science.

The core idea of statistical learning is to quantitatively derive a mathematical function f that
maps an input vector x to its corresponding output y based on a dataset D containing N input-
output pairs. This dataset is represented as D = {(xi, yi)}Ni=1. In this context, the function
f represents the underlying relationship between the input x and the output y, which can be
learned from the data. Statistical methods are employed to extract information from the dataset,
and the goal is to "learn" an estimated form of the mapping function f , denoted as f̂ .

Traditional models, such as linear regression and logistic regression, assume that f has a known
form, such as a linear or polynomial function. Consequently, the estimated function f̂ is modeled
as a parametric function. For example, the parametric polynomial f
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y = f(x;w) = w0 + w1x+ w2x
2 + · · ·+ wNxN .

In these models, the primary objective is to estimate the coefficients w = (w1, w2, · · · , wN )

based on the given dataset D. However, as the complexity of the problem increases, it becomes
apparent that not all relationships between input x and output y can be expressed in a predefined
functional form. Therefore, more complex, nonlinear mappings are needed to estimate f , leading
to the development of neural networks.

2.2.1 Neural networks structure

To generalize the linear model, one common approach is to express the output as a linear
combination of nonlinear basis functions hi(x), instead of directly using the input features x.
This allows the model to capture more complex relationships between input and output. The
model can be written as:

ŷ = f(x;w) = H

(
D∑
i=1

wihi(x)
)
, (4)

where hi(x) denotes the i-th basis function, wi is the corresponding weight, and H(·) is an
optional activation function. For regression tasks, H is typically the identity function, while for
classification tasks, it may represent a non-linear activation such as the sigmoid or softmax.

Figure 2: Neural Network structure. A neural network consists of an input layer (yellow block), several hidden
layers (green block), and an output layer (blue block). The connections between neurons in different layers

represent weights W: black lines indicate non-zero weights, while gray lines indicate weights equal to zero. Each
hidden neuron applies a nonlinear activation function h(·) (represented by the blue curve inside each node) to a

weighted sum of its inputs.

Neural networks (NNs) extend the basis function formulation (4) into a layered and compos-
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itional structure. As illustrated in Figure 2, the input is a vector x ∈ Rd and the output is
y ∈ RD. The network is composed of an input layer, an output layer, and N intermediate layers
known as hidden layers, with respective dimensions d1, d2, . . . , dN . Each hidden layer consists
of multiple computational units, commonly referred to as neurons, which apply a weighted sum
followed by a nonlinear activation function to their inputs. Denoting the activation of the k-th
hidden layer as z(k), the neural network can be formulated as:

z
(1)
j = h

(
d∑

i=1

w
(0)
ij xi + b

(0)
j

)
= hj

(
W(0)x + b(0)

)
,

z
(2)
j = h

(
d1∑
i=1

w
(1)
ij z

(1)
i + b

(1)
j

)
= hj

(
W(1)z(1) + b(1)

)
,

· · ·

z
(N)
j = h

dN−1∑
i=1

w
(N−1)
ij z

(N−1)
i + b

(N−1)
j

 = hj

(
W(N−1)z(N−1) + b(N−1)

)
,

yi =

dN∑
i=1

w
(N)
ij z

(N)
i + b

(N)
j =

(
W(N)z(N) + b(N)

)
j
.

Here, h(·) is a nonlinear activation function such as the sigmoid function h(a) = 1
1+exp(−a) or

the ReLU function h(a) = max(0, a), which introduces nonlinearity into the network.

Therefore, NNs learn from the data by optimizing a series of transformations through layers
of interconnected neurons, capturing the mapping function f using connection weights between
layers W(i) and biases b(i). This process can be expressed iteratively as:

NN h
W(i),b(i) = b(N) + W(N)h

(
b(N−1) + W(N−1)h

(
· · ·h

(
b(0) + W(0)x

)
· · ·
))

= b(N) + W(N)z(N) ◦ z(N−1) ◦ · · · ◦ z(1) ◦ x.

2.2.2 Autoencoder

In the network structure depicted in Figure 2, the input is represented as x ∈ Rd and the output
as y ∈ RD, where typically d > D. However, when the number of output units matches the
number of input units, the network is trained to generate an output y that closely approximates
the corresponding input x. This specific type of neural network was introduced by Hinton and
Zemel [18] and is known as an Autoencoder (AE). The aim of AE is to reconstruct a output y
that is close to input x.

The structure of an AE is illustrated in Figure 3. The network consists of two primary compon-
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ents: the encoder and the decoder. These can be viewed as two successive functional mappings,
denoted as F1 and F2, respectively.

The encoder mapping F1 projects the original d-dimensional input data x onto a lower M -
dimensional subspace, known as the latent space, producing a latent representation z(x). The
decoder mapping F2 subsequently reconstructs the input data from the latent representation,
yielding an output y(z) that approximates x. An illustrative example of an AE in action is
presented in Figure 4.

Figure 3: Autoencoder Structrue. An autoencoder consists of three main components: an encoder (yellow
block), a latent space (green block), and a decoder (blue block). The encoder F1 maps the input vector x from a

high-dimensional space to a lower-dimensional latent space z, while the decoder F2 reconstructs the original
input from the latent representation, producing an output y that has the same dimensionality as the input.

Figure 4: Autoencoder example. The encoder F1 maps a d-dimensional input space (d = 3) into a
M -dimensional latent space (M = 2), reducing the dimensionality of the data. The decoder F2, which then

reconstructs the original data from the latent representation, defines how the latent space is embedded in the
d-dimensional input space. Since F2 can be nonlinear, the resulting embedding of M -dimensional latent space

can be non-planar.

A key extension of the AE is the Variational Autoencoders (VAEs) [29], which introduces a
probabilistic interpretation of the latent space. In VAEs, the latent representation z is treated
as a random variable with a prior distribution p(z). Typically, this prior is chosen as an isotropic
Gaussian distribution, i.e., z ∼ N (0, I), to enforce a structured latent space. Then this structure
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serves as a fundamental block in the construction of rich generative models, for example, diffusion
models explored in this thesis.

2.2.3 Training methods

Once the network architecture is defined, the next step is to train the model to approximate the
underlying function f from data. Given a dataset D = {(xi, yi)}Ni=1, the neural network aims to
learn a mapping f̂ such that the predicted output f̂(xi) is as close as possible to the true target
yi.

This is achieved by minimizing a predefined loss function L(w), which quantifies the discrepancy
between the predictions f̂(x) and the ground truth y. For example, in the case of an autoencoder,
the loss function quantifies the discrepancy between the input x and its reconstructed counterpart
y in MSE magnitude. It is commonly defined as:

L(w) =
1

2

N∑
n=1

‖y(xn,w)− xn‖2,

where w represents the parameters of the neural network to be optimized.

After defining the loss function, the training process seeks to estimate the optimal function f̂

by minimizing the empirical loss over the training set D. This is typically formulated as the
minimization of a loss function L(w) with respect to the model parameters w.

Figure 5: Gradient descent. The loss function L(w) landscape are complex with multiple local minima (red
points). The goal of gradient descent is to minimize the loss function by iteratively updating the parameter w in
the direction of the negative gradient, −∇L(w). Starting from a point w, the algorithm takes a step ∆w along

−∇L(w) to reach the next iterate (blue points), descending the loss function.

In simple cases, where the model is linear and the loss function is convex, this optimization
problem can sometimes be solved analytically. However, when more expressive models are used,
such as deep neural networks that introduce multiple layers of nonlinearity, the resulting loss
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function often becomes highly non-convex. This complexity arises from the structure of the
model used to approximate f , rather than from f itself, which remains unknown in most real-
world scenarios. As illustrated in Figure 5, the non-convex nature of the loss landscape can lead
to numerous local minima or saddle points, making the optimization problem more challenging.
To cope with this, iterative optimization methods such as gradient descent are widely used,
although they do not guarantee convergence to the global minimum.

Intuitively, in the weight space, the loss function can be visualized as a surface with peaks and
valleys, as shown in Figure 5. Minimizing the loss function is analogous to descending toward
the lowest valley. Suppose the current weight vector is w, representing a point in the weight
space, and a small perturbation is applied to reach w +∆w. The corresponding change in the
loss function can be approximated as

∆L ≈ (∆w)T∇L(w),

where ∇L(w) denotes the gradient of the loss function, which points in the direction of the
steepest ascent. To minimize the loss, the weight update should proceed in the opposite direction
of the gradient:

w(k+1) = w(k) − η∇L(w(k)),

where η > 0 is the learning rate, which controls the step size of the update. By iteratively
applying this update rule, the optimization algorithm gradually moves toward a local minimum,
effectively reducing the loss function over time. However, as mentioned earlier, the complex
structure of the loss function L(w) makes finding the global minimum particularly challenging.
Due to the presence of multiple local minima, gradient descent may converge to a suboptimal
solution, as the iterative updates can become trapped in a local minimum, unable to escape.

To mitigate this issue, LeCun et al. proposed an online version of gradient descent [30], which
is based on a sum of independent observations. Instead of computing the loss over the entire
training set, the dataset is divided into M smaller subsets, often called mini-batches. This allows
the total loss function to be expressed as a sum over the losses computed on each mini-batch:

L(w) =
M∑

m=1

Lm(w),

where Lm(w) denotes the loss evaluated on the m-th mini-batch. For each step, updating the
weight vector w using a portion of randomly selected data points at each iteration
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w(k+1) = w(k) − η∇Lm(w(k)).

This method is also known as stochastic gradient descent (SGD). Unlike standard gradient des-
cent, which requires computing the gradient over the entire dataset in each iteration, SGD makes
incremental updates by cycling through the dataset sequentially or by selecting individual data
points randomly with replacement. Therefore, SGD introduces stochasticity into the optimiza-
tion process, which can help the algorithm escape local minima and explore a broader region of
the loss landscape. Furthermore, because each update step is based on only one data point, SGD
significantly reduces the computational cost per iteration, making it more suitable for large-scale
machine learning problems.
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3 Super-resolution via Repeated Refinement

In this section, DMs are first introduced as a class of generative models. Due to their strong gen-
erative capabilities, they have recently attracted increasing attention in the context of weather
upscaling, although their use in this domain is still in its early stages. However, their math-
ematical foundation is complex and nontrivial. To establish a rigorous basis for this thesis, a
systematic derivation is provided, starting from the fundamental principles of DMs and leading
to the formalization of their training and sampling algorithms.

Building on this foundation, Super-Resolution via Repeated Refinement (SR3) is then introduced
as an extension of the standard DMs framework, designed to overcome the limitation that
input and output must have the same dimensionality. This extension enables the application of
DMs to super-resolution tasks, where high-resolution images are generated from low-resolution
counterparts. Following a similar approach to the derivation of standard DMs, the fundamental
concepts of SR3 are first presented, followed by a mathematical formulation of its training and
sampling algorithms. These derivations establish the theoretical groundwork for the methods
employed in this thesis.

3.1 Diffusion Models

DMs are a class of generative deep neural networks that have gained significant popularity in
recent years. Unlike VAEs and GANs, which rely on a latent space z assumed to follow a fixed
prior distribution, DMs adopt a fundamentally different generative mechanism. The core idea
behind DMs is to progressively corrupt a given training sample x by adding Gaussian noise
over multiple timesteps, ultimately transforming it into a sample drawn from a known prior
distribution zT ∼ N (0, I). This process, illustrated as a left-to-right transformation in Figure 6,
is referred to as the forward (noising) process.

Figure 6: Framework of DMs. The top diagram illustrates the forward (rightward arrows) and reverse (leftward
arrows) processes. The forward process follows the transition distribution p(zk | zk−1), while the reverse process
ideally depends on p(zk | x, zk−1) (dashed arrow). Since x is unknown during inference, it is approximated by a
parameterized distribution p(zk−1 | zk,w) (backward arrow). The bottom sequence shows the diffusion process
applied to turbulence field data, where Gaussian noise is progressively added to the original data x, eventually

yielding a noise sample zT devoid of meaningful information.
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Once the data has been mapped to this simple prior Gaussian distribution, a deep neural net-
work is trained to approximate the reverse (denoising) process. The model iteratively removes
Gaussian noise in a stepwise manner to reconstruct the original data sample x, as depicted in
the right-to-left transformation in Figure 6.

3.1.1 Forward process

In DMs, the forward process is designed to gradually introduce Gaussian noise into the data,
transforming the original input into an isotropic Gaussian distribution over multiple time steps.
Given an input x ∈ Rn×n (e.g., an image), each input unit (or pixel) undergoes an independent
blending with Gaussian noise. The first-step noise-corrupted intermediate representation z1 is
obtained by the following update rule:

z1 =
√
1− β1x +

√
β1ϵ1,

where ϵ1 ∼ N (0, I) represents Gaussian noise, and β1 ∈ (0, 1) controls the variance of the noise
perturbation.

This process is repeated iteratively, where at each time step, additional independent Gaussian
noise is added to generate a sequence of progressively noisier representations z2, z3, . . . , zT :

zk =
√
1− βkzk−1 +

√
βkϵk, (5)

where ϵk ∼ N (0, I) and mutually independent. It is worth noting that the noise variance
schedule satisfies 0 < βk−1 < βk < 1, ensuring that the mean of zk shifts closer to 0, while its
variance approaches the identity matrix I.

In other way round, this noising process can be interpreted as a Markov chain, where the
transition probability is given by:

p(zk | zk−1) = N
(√

1− βkzk−1, βkI
)
. (6)

The Markov property implies that zk is conditionally independent of x given zk−1, mathemat-
ically saying, p (zk | zk−1, x) = p (zk | zk−1). This allows us to express the marginal distribution
of zk as an integral over the intermediate latent variables:
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p(zk | x) =
∫
· · ·
∫

p (z1, . . . , zk | x) dz1 · · · dzk−1

=

∫
· · ·
∫

p (z1 | x)
k∏

i=2

p (zi | zi−1) dz1 · · · dzk−1.

For p(zi | zi−1), using (5). Then a closed-form expression for zk can be derived by recursively
applying the diffusion process from z1 to zk:

zk =
√

(1− βk)(1− βk−1) · · · (1− β1)x +
k∑

i=1

√
βi

 k∏
j=i+1

√
1− βj

 ϵi.

Defining αk =
∏k

i=1(1−βi), due to the linearity and independence of the noise variables, zk can
be rewritten as:

zk =
√
αkx +

√
1− αkϵk, ϵk ∼ N (0, I). (7)

This expression confirms that zk follows a Gaussian distribution:

p(zk | x) = N (
√
αkx, (1− αk)I) .

Here, αk encapsulates the cumulative effect of the noise schedule, progressively diminishing the
influence of x while increasing the stochastic noise component. Notably, (7) highlights that
the forward process can be efficiently simulated in a single step without iterating through all
intermediate time steps. Instead, the total noise corruption at step k, represented by ϵk, can be
directly sampled from a standard Gaussian distribution, significantly reducing computational
complexity.

As k approaches a sufficiently large T (T →∞), the input data x is entirely destroyed, converging
to an isotropic Gaussian distribution:

p(zT ) = p(zT | x) = N (0, I) .

This confirms that, given enough steps, all information in the input is lost, making the reverse
process essential for reconstructing the original data distribution.
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3.1.2 Reverse process

Once the forward process is completed, the output zT serves as the input to the reverse process,
as shown in Figure 6, which aims to reconstruct the original input x. Similar to the forward
process, the reverse process follows a Markov chain, where the transition probability is given by

p (zk−1 | zk) =
p (zk | zk−1) p (zk−1)

p (zk)

=
p (zk | zk−1)

∫
p (zk−1 | x) p (x) dx
p (zk)

.

However, this posterior probability is intractable due to the integral over the unknown input data
distribution p(x). To address this, an alternative approach is to define the reversed transition
probability conditioned on the original input, i.e., p(zk−1 | zk, x). Under this formulation, it
turns out to be a Gaussian distribution due to the conjugacy property:

p (zk−1 | zk, x) =
p (zk | zk−1, x) p (zk−1 | x)

p (zk | x)
= N

(
mk (zk, x) , σ2

kI
)
, (8)

where the mean and variance are given by [19]:

mk (zk, x) =
(1− αk−1)

√
1− βkzk +

√
αk−1βkx

1− αk
,

σ2
k =

βk (1− αk−1)

1− αk
.

This formulation is intuitive: given a noisy observation zk, it is inherently challenging to de-
termine the exact lower-noise state zk−1 from which it originated. However, with additional
knowledge of the original input x, the reverse inference process becomes significantly more
tractable. This motivates the modeling of the reverse transition probability p(zk−1 | zk) as a
Gaussian distribution.

Feller [12] demonstrated that for continuous diffusion processes, the forward and reverse trans-
ition probabilities exhibit the same functional form. When the noise variance βk � 1, meaning
that each step introduces only a small perturbation and a large number of steps are required
to reach the prior distribution zT ∼ N (0, I), the discrete diffusion process closely approximates
a continuous diffusion process. In this regime, the transition probability of the forward process
p(zk | zk−1) and the reverse process p(zk−1 | zk) share the same functional form.

Since the exact reverse transition probability p(zk−1 | zk, x) is intractable due to the de-
pendence on the unknown original data x, it is approximated using a parameterized function
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p (zk−1 | zk,w), where w represents the learnable parameters of a deep neural network. Spe-
cifically, the reverse transition is modeled as a Gaussian distribution with fixed variance βkI,
matching the forward noise scale:

p (zk−1 | zk,w) = N (µ (zk,w, k) , βkI) , (9)

where µ (zk,w, k) is a neural network with parameters w, trained to approximate the true reverse
transition mean. This approximation is motivated by the small noise assumption, under which
the local behavior of the diffusion process allows the reverse transition covariance to be closely
approximated by the forward noise variance βkI [12].

It should be noted that the form of the parameterized reverse probability is not unique. Nichol
and Dhariwal [10] further refined this approach by incorporating the local curvature of p(zk−1)

in the vicinity of zk into the neural network. They proposed learning the covariance matrix
Σ(zk,w, k) of p(zk−1 | zk,w), thereby introducing additional flexibility into the model architec-
ture.

To sum up, the overall reverse process within the Markov chain framework is then expressed as:

p (z1, . . . , zT , x | w) = p (zT )
{

T∏
k=2

p (zk−1 | zk,w)

}
p (x | z1,w) . (10)

3.1.3 Training objective

Since the reverse process is modeled as a deep neural network parameterized by w, training the
reverse process involves finding the optimal set of parameters. The first step is to define an
appropriate objective function for the optimization. A natural choice is the likelihood function
conditioned on the input data x:

l (w | x) = p (x | w) =

∫
· · ·
∫

p (x, z1, . . . , zT | w) dz1 · · · dzT

where p (x, z1, . . . , zT | w) is defined by the reverse process described in (10). Intuitively, this
likelihood function captures the probability of observing the data x by integrating over all
possible latent trajectories (z1, . . . , zT ) that could have generated the observed data. However,
the integration space is high-dimensional and computationally intractable due to the complexity
of the underlying probability distributions. This challenge motivates the search for an alternative
training objective, which leads to the formulation of the Evidence Lower Bound (ELBO).

Similar to VAEs and GANs, the training of DMs relies on maximizing the ELBO [29], denoted
by L (w), which serves as a tractable lower bound on the log-likelihood function:
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L (w) = log p (x | w)−KL (p (z) ‖p (z | x,w))

= log p (x | w) +

∫
p (z) log

{
p (z | x,w)

p (z)

}
dz

=

∫
p (z) log

{
p (x, z | w)

p (z)

}
dz.

In this formulation, the Kullback-Leibler (KL) divergence term KL (p (z) ‖p (z | x,w)) measures
the discrepancy between the prior distribution p (z) and the posterior distribution p (z | x,w).
Since the KL divergence is always non-negative, we have the following inequality:

log p (x | w) ≥ L (w) .

Thus, maximizing the ELBO L (w) indirectly maximizes the log-likelihood of the model. The
selection of the prior distribution p (z) plays a critical role in this optimization process. Although
any valid probability distribution could theoretically serve this purpose, a carefully chosen p (z)
can simplify the expression for the ELBO, making it computationally tractable.

In VAEs, p (z) is typically parameterized using a neural network with trainable parameters [29].
Since p (x, z | w) is also parameterized by a neural network governed by w, optimizing p (z) brings
the overall optimization of the model parameters w closer to the objective of maximizing the
likelihood function p (x | w). This connection forms the foundation for efficient training of DMs
and their ability to generate high-quality outputs.

In DMs, p (z) is chosen by a fixed distribution p (z1, . . . , zT | x), which depends on input data x.
According to the Markov property of the forward process, the joint distribution is given by:

p (z1, . . . , zT | x) = p (z1 | x)
T∏

k=2

p (zk | zk−1) ,

where p (z1 | x) and p (zk | zk−1) is given in (6). Plugging it back to ELBO inllustrated above
and the only adjustable parameters are w of p (x, z | w) in the reverse process. Then, the ELBO
can be derived as:

L (w) =

∫
· · ·
∫

p (z1, . . . , zT | x) ln
{
p (x, z1, . . . , zT | w)

p (z1, . . . , zT | x)

}
dz1 · · · dzT

=

∫
· · ·
∫ {

p (z1 | x)
T∏

k=2

p (zk | zk−1)

}
ln

p (zT )
{∏T

k=2 p (zk−1 | zk,w)
}
p (x | z1,w)

p (z1 | x)
∏T

k=2 p (zk | zk−1)

 dz1 · · · dzT .
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For simplicity, define:

Ez1:zT [f(z)] =
∫
· · ·
∫

p (z1, . . . , zT | x) [f(z)] dz1 · · · dzT

=

∫
· · ·
∫ {

p (z1 | x)
T∏

k=2

p (zk | zk−1)

}
[f(z)] dz1 · · · dzT .

Then ELBO can be expressed as

L (w) = Ez1:zT

ln
p (zT )

{∏T
k=2 p (zk−1 | zk,w)

}
p (x | z1,w)

p (z1 | x)
∏T

k=2 p (zk | zk−1)


= Ez1:zT

[
lnp (zT ) + lnp (x | z1,w)− lnp (z1 | x) +

T∑
k=2

lnp (zk−1 | zk,w)

p (zk | zk−1)

]

= Ez1:zT

[
lnp (zT ) + lnp (x | z1,w)

p (z1 | x)
+

T∑
k=2

lnp (zk−1 | zk,w) p (zk−1 | x)
p (zk−1 | zk, x) p (zk | x)

]

= Ez1:zT

[
lnp (zT ) + lnp (x | z1,w)

p (z1 | x)
+ ln p (z1 | x)

p (zT | x)
+

T∑
k=2

lnp (zk−1 | zk,w)

p (zk−1 | zk, x)

]

= Ez1:zT

[
lnp (x | z1,w) + ln p (zT )

p (zT | x)
+

T∑
k=2

lnp (zk−1 | zk,w)

p (zk−1 | zk, x)

]
,

where the third equation holds by Bayesian formula and Markov property

p (zk | zk−1) = p (zk | zk−1, x) =
p (zk−1 | zk, x) p (zk | x)

p (zk−1 | x)
.

According to the forward process of DMs, the corrupted input will eventually converge to an
isotropic Gaussian distribution, i.e., zT ∼ N (0, I), which implies that all information from the
original input has been completely lost at the final timestep T . Consequently, no trainable
parameters are associated with p (zT ), allowing to omit this term from ELBO optimization.
Similarly, since p (zT | x) is a fixed distribution without learnable parameters, it can also be
excluded from the ELBO objective.

Thus, the ELBO can be reformulated using the definition of the KL divergence as follows:
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L (w) = Ez1:zT

[
ln p (x | z1,w) +

T∑
k=2

ln p (zk−1 | zk,w)

p (zk−1 | zk, x)

]

=

∫
· · ·
∫

p (z1, . . . , zT | x)
[

ln p (x | z1,w) +
T∑

k=2

ln p (zk−1 | zk,w)

p (zk−1 | zk, x)

]
dz1 · · · dzT

=

∫
p (z1 | x) ln p (x | z1,w) dz1︸ ︷︷ ︸

reconstruction term

−
T∑

k=2

∫
p (zk | x)KL (p (zk−1 | zk, x) ‖p (zk−1 | zk,w)) dzk︸ ︷︷ ︸

consistency term

.

The first term is commonly referred to as the reconstruction term, which measures the likelihood
of generating the observed data x from the first latent output z1. Maximizing this likelihood
contributes positively to the ELBO objective. In contrast, the second term, known as the
consistency term, enforces agreement between the true reverse p (zk−1 | zk, x), which conditions
on the original data x, and the learned reverse process p (zk−1 | zk,w), which only depends on
the former latent state zk. Minimizing the KL divergence between these two ensures that the
learned reverse model faithfully approximates the true reverse dynamics.

Since both he true reverse p (zk−1 | zk, x) and the learned reverse process p (zk−1 | zk,w) are
Gaussian distributions as defined in (8) and (9), the KL divergence between them can be com-
puted in closed form based on the analytical properties of Gaussian distributions, which is given
as

KL (p (zk−1 | zk, x) ‖p (zk−1 | zk,w)) =
1

2βk
‖mk (zk, x)− µ (zk,w, k) ‖2 + C, (11)

where βk denotes the variance of the Gaussian noise at timestep k, mk (zk, x) represents the
true mean function conditioned on x, and µ (zk,w, k) corresponds to the parameterized mean
predicted by the model. The constant C is independent of w and can thus be ignored during
optimization.

Given the KL divergence in (11), the consistency term reduces to a simple squared-loss function.
Consequently, maximizing the ELBO becomes equivalent to simultaneously maximizing the
reconstruction likelihood and minimizing the squared-error terms across all consistency steps,
thereby encouraging the learned distribution p (zk−1 | zk,w) to approximate the true distribution
p (zk−1 | zk, x). It should be noted that the computational cost of optimizing L (w) is primarily
dominated by the consistency term, as it requires optimization over all timesteps k.

3.1.4 Modified training obejective

As discussed in the previous section, the ELBO consists of the KL divergences between the true
forward noising process and the learned reverse denoising process at each step. Maximizing the
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ELBO is equivalent to forcing the learned distribution p (zk−1 | zk,w) to approximate the true
distribution p (zk−1 | zk, x). However, as described in (7), the latent output zk at any timestep
k can be directly obtained by computing the total noise corruption applied to x up to timestep
k, rather than iteratively adding noise at each step.

Ho et al. [19] proposed a modified ELBO formulation that yields higher quality results by
altering the objective of neural network. Instead of predicting the denoised output at each
Markov chain step, a new deep neural network g (zk,w, k) is used to predict the total noise
component added to the original input x to generate the latent noisy output zk at timestep
k. This modification improves sample quality because predicting the noise is generally easier
than predicting the clean data directly, leading to a more stable training process and better
convergence properties [19].

Following the total noising approach in (7), the mean mk (zk, x) of the reverse conditional dis-
tribution p (zk−1 | zk, x) can be expressed as:

mk (zk, x) =
1√

1− βk

(
zk −

βk√
1− αk

ϵk

)
,

where ϵk represents the total noise added to x to generate zk. This formulation highlights that
the reverse process is governed by the noise structure introduced during the forward diffusion
process.

To estimate this noise component, a deep neural network g (zk,w, k), parameterized by w, is
introduced to predict the total noise ϵk. Consequently, the mean µ (zk,w, k) of the reverse
conditional distribution p (zk−1 | zk,w) can be rewritten in terms of the predicted noise as:

µ (zk,w, k) =
1√

1− βk

(
zk −

βk√
1− αk

g (zk,w, k)

)
. (12)

Substituting into Equation 11, the KL divergence can be rewritten in terms of the original input
x and total noise ϵk as:

KL (p (zk−1 | zk, x) ‖p (zk−1 | zk,w)) =
βk

2 (1− αk) (1− βk)
‖g(√αkx +

√
1− αkϵk︸ ︷︷ ︸

zk

,w, k)−ϵk‖2+C.

Regarding the reconstruction term, it can be written similarly to the consistency term, with
k = 1 being a special case:

ln p (x | z1,w) =
−1

2 (1− β1)
‖g(√α1x +

√
1− α1ϵ1︸ ︷︷ ︸

z1

,w, 1)− ϵ1‖2 + C.
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Thus, the ELBO becomes:

L (w) = −
T∑

k=1

βk
2 (1− αk) (1− βk)

∫
p (zk | x) ‖g

(√
αkx +

√
1− αkϵk,w, k

)
− ϵk‖2dzk

= −Eϵk

T∑
k=1

βk
2 (1− αk) (1− βk)

‖g
(√

αkx +
√
1− αkϵk,w, k

)
− ϵk‖2,

where zk is constructed as a noisy version of x by adding Gaussian noise ϵk ∼ N (0, I). Con-
sequently, the integral over p(zk | x) can be interpreted as an expectation over ϵk. In practice,
this expectation is typically approximated by a single Monte Carlo sample of ϵk at each iteration.

Furthermore, x is sampled from the empirical data distribution pD(x), and the timestep k is
uniformly sampled from {1, . . . , T}. Combining these sampling strategies, the ELBO can be
interpreted as the weighted sum of the squared differences between the predicted noise and the
actual noise across T timesteps:

L(w) = ExEϵk,k‖g(
√
αkx +

√
1− αkϵk,w, k)− ϵk‖2. (13)

It is worth noting that Ho et al. [19] empirically observed that diffusion models achieve better
performance when the weighting factor βk

2(1−αk)(1−βk)
is omitted. This adjustment ensures that

each timestep contributes equally to the loss, rather than being weighted according to its asso-
ciated noise level. As a result, the final training objective commonly used for diffusion models
removes the original weighting term from the ELBO.

3.1.5 Denoising diffusion probabilistic models

Focusing on the training objective of DMs presented in (13), the squared error term has a
straightforward interpretation. For a given step k in the Markov chain and a given training data
point x, a total noise vector ϵk is sampled to generate the corresponding noisy latent state zk
at that step. The loss function measures the squared difference between the predicted noise,
denoted as g(zk,w, k), and the actual sampled noise ϵk. The overall training process of DMs,
known as Denoising Diffusion Probabilistic Models (DDPMs) [19], is illustrated in Figure 7.
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Figure 7: DDPMs training process. At each timestep k, a noisy latent variable zk is generated from the original
data x as zk =

√
αkx+

√
1− αkϵk, where ϵk represents the added total noise with respect to original input x.

This process is illustrated by the black line. The neural network g (zk,w, k) (green block) is trained to predict
ϵk, depicted by the blue line in the figure.

Figure 8: An example of U-Net architecture of DMs. The U-Net consists of downsampling layers, corresponding
upsampling layers, and a bottleneck, with skip connection between symmetric layers to preserve spatial

information. This architecture is used to predict the total added noise ϵk from a noisy latent state zk. The
model takes the input and outputs in the same size (256× 256).

To predict the total noise added to the latent state zk, DMs often adopt the U-Net architecture,
given in Figure 8, which has demonstrated excellent performance in maintaining spatial struc-
tures during noise estimation. A geeral U-Net consists of downsampling blocks, upsampling
blocks, and skip connections that transfer spatial information between corresponding layers,
ensuring the preservation of fine-grained details necessary for high-fidelity generation tasks [19].

The overall training process of DDPMs is perturbing the original clean data x by adding noise
to form zk at each timestep k followed (7). Then the neural network g(zk,w, k) is then trained
to predict ϵk.

Algorithm 1 outlines the procedure for training a DDPMs using SGD. In each iteration, the
gradient vectors of the loss function are computed by randomly sampling data points from the
dataset D. Each sampled data point x is subjected to a diffusion process by adding noise at
a randomly selected timestep t along the Markov chain. Subsequently, an optimization step
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is performed to accumulate the gradients over a mini-batch, followed by updating the model
parameters.

Algorithm 1 Denoising diffusion probabilistic models (DDPMs) training [5]
Input: Training data D = {xn}, Noise schedule {β1, . . . , βT }
Output: Neural network parameters w

1: for k ∈ {1, . . . , T} do
2: αk ←

∏k
i=1(1− βi) ▷ Calculate α from β

3: end for
4: repeat
5: x ∼ D ▷ Sample a data point
6: k ∼ {1, . . . , T} ▷ Sample a point along the Markov chain
7: ϵ ∼ N (0, I) ▷ Sample a noise vector
8: zk ←

√
αkx +

√
1− αk ϵ ▷ Evaluate noisy latent variable

9: L(w)← ‖g(zk,w, k)− ϵ‖2 ▷ Compute loss term
10: Take optimizer step
11: until converged
12: return w

Once the model is trained, the generation of new samples is performed via a sequential denoising
process, starting from zT , which is a pure Gaussian noise N (0, I). Notably, the sampling proced-
ure differs from training: instead of predicting the total noise at arbitrary timesteps, sampling
progresses step-by-step alongside the Markov chain, gradually refining the latent states zk to-
wards the target outputs.

The sampling procedure is detailed in Algorithm 2 and illustrated in Figure 9. At each denoising
step, the network predicts the noise component g (zk,w, k), which is used to compute the mean
µ(zk,w, k) of the reverse diffusion distribution followed (12).

Each denoising step from zk to zk−1 involves three sub-steps:

1. Denoising estimation: compute µ(zk,w, k) using the noise prediction network g (zk,w, k).

2. Sampling: generate a sample zk−1 from the distribution p (zk−1 | zk,w), leveraging the
Gaussian distribution properties.

3. Noise adjustment: add the scaled noise term
√
βkϵ, where ϵ represents the stochastic noise

introduced at timestep k − 1 during the forward process.

In the final step, a noise-free output x is obtained without adding any additional noise.
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Figure 9: DDPMs sampling process. Starting from pure noise zT , the latent variable zk is iteratively denoised
using the trained neural network g(zk,w, k) (green block), which predicts the noise (black line). The estimated

mean µ(zk,w, k) is used to compute a less noisy latent state through zk−1 = µ(zk,w, k) +
√
βkϵ (blue line).

Through this iterative denoising process, the model gradually reconstructs the original input x.

Algorithm 2 Denoising diffusion probabilistic models (DDPMs) sampling [5]
Input: Trained denoising network g(zk,w, k), Noise schedule {β1, . . . , βT }
Output: Sample vector x in data space

1: zT ∼ N (0, I) ▷ Sample from final latent space
2: for k = T, T − 1, . . . , 2 do
3: αk ←

∏k
i=1(1− βi) ▷ Calculate α from β

4: µ (zk,w, t)← 1√
1−βk

(
zk − βk√

1−αk
g(zk,w, k)

)
5: ϵ ∼ N (0, I) ▷ Sample a noise vector
6: zk−1 ← µ(zk,w, k) +

√
βkϵ ▷ Add scaled noise

7: end for
8: x = 1√

1−β1

(
z1 − β1√

1−α1
g(z1,w, 1)

)
▷ Final denoising step

9: return x

Recent works have proposed improvements to the original DDPM framework to address the
computational inefficiency arising from the sequential sampling steps. For instance, Song et
al. [49] reformulated the reverse diffusion process as an ordinary differential equation, enabling
deterministic sampling with significantly fewer steps. Additionally, methods like stochastic dif-
ferential equations allowed trade-offs between computation and sample quality by tuning the
discretization scheme [50]. Recent approaches, such as consistency models, further improved
efficiency by training models to directly map noise to data in a single step [48].

3.2 Super-Resolution via Repeated Refinement

DMs require the input x and output zT to have the same dimensionality. This is because, at each
timestep, noise is added with varying intensities while maintaining the same spatial distribution.
In image processing tasks, every pixel in the reverse process must be denoised in a one-to-one
correspondence with the input pixels. If the dimensions of the input and output differ, the
structural integrity of the noise distribution is disrupted, preventing DMs from learning an

31



effective mapping from noise to a clear image.

To address this limitation, Saharia et al. [43] proposed the Super-Resolution via Repeated
Refinement (SR3) framework, which extends the capabilities of DMs for modeling conditional
probabilities. Similar to classical DDPMs, SR3 performs the forward process by progressively
adding Gaussian noise to samples from an empirical distribution, such as the conditional dis-
tribution p (y | x), through T timesteps until all information is lost, resulting in a standard
normal distribution N (0, I). The reverse process then aims to recover the original distribution
by progressively denoising within a sequence of refinement steps.

It is important to note that, in standard DMs, the reverse process aims to reconstruct an output
z0 that is as close as possible to the original input x. However, in SR3, the objective shifts:
the reverse process is conditioned on the low-resolution input x and is designed to generate a
high-resolution output z0 that closely matches the target y. Here, the SR3 model is trained on
paired data (x, y), where x serves as the low-resolution input, and the goal is to predict y, the
corresponding high-resolution target.

3.2.1 Conditional forward and reverse process

Given a dataset of N input-output pairs D = {(xi, yi)}Ni=1, where each low-resolution input
xi ∈ Rd×d corresponds to a high-resolution output yi ∈ RD×D, the goal of SR3 is to learn a
mapping from xi to yi that accurately captures the underlying conditional relationship between
low- and high-resolution data. Unlike DMs that focus on learning the marginal distributions
p (x) or p (y), the SR3 framework focuses on modeling the conditional probability distribution
p (y | x). Specifically, SR3 learns a parameterized approximation of p(y | x) by employing
DDPMs to map low-resolution inputs x to their corresponding high-resolution outputs y. The
conditional forward and reverse diffusion processes are illustrated in Figure 10.

Figure 10: Framework of SR3. SR3 consists of a forward process (rightward arrows) and a reverse process
(leftward arrows). The forward process starts from z0, representing p(y | x), and progressively adds noise via
p(zk | zk−1, x), ending at zT . The reverse process then denoises zT back to z0 using p(zk−1 | zk, x,w) (dashed

arrows), approximating the true reverse transition p(zk−1 | zk, x, z0).

For the conditonal forward process, the conditional diffusion process is conducted following the
diffusion kernel defined in (7). The marginal distribution of the corrupted sample zk at timestep
k given the original input z0 is modeled as:
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p(zk | z0) = N (
√
αkz0, (1− αk)I) , (14)

where αk =
∏k

i=1 (1− βi), and βi controls the variance of the Gaussian noise added at each
timestep. The forward process of SR3 is similar to that of classical DMs, through progress-
ively corrupting the original input by adding noise until it reaches a nearly isotropic Gaussian
distribution.

In the conditional reverse process, the SR3 model seeks to recover the high-resolution output by
reversing this noising process. The transition probability for the reverse diffusion step can be
derived using the conjugacy property of Gaussian distributions [43], leading to:

p (zk−1 | zk, z0) = N
(
mk (zk, z0) , σ2

kI
)
,

where the mean mk and variance σ2
k are given by:

mk (zk, z0) =
(1− αk−1)

√
1− βk zk +

√
αk−1βk z0

1− αk
,

σ2
k =

βk (1− αk−1)

1− αk
.

This reverse diffusion process iteratively refines the noisy input toward a high-resolution output
that is consistent with the conditional distribution p (y | x).

3.2.2 Training SR3

In the context of SR3, the target output z0 remains unobservable, making it challenging to
explicitly determine the reversed transition probability p (zk−1 | zk, z0). As discussed in the
framework of DMs, when the number of timesteps is sufficiently large, the reverse process follows
a form similar to the forward process. Therefore, the learnable reverse Markovian process in
SR3 is parameterized as:

p (zk−1 | zk,w, x) = N (µ (zk,w, k, x) , βkI) , (15)

where µ (zk,w, k, x) is a neural network with parameters w, trained to approximate the true
reverse transition mean.

Following the total noise formulation in DMs which is defined in (14), the corrupted latent state
zk at step k can be expressed as:
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z0 =
1
√
αk

zk −
√
1− αk√
αk

ϵk,

where ϵk ∼ N (0, I) is the total Gaussian noise added during the forward process. By substituting
the posterior probability p (zk−1 | zk, z0), its mean is given by:

mk (zk, z0, x) =
1√

1− βk

{
zk −

βk√
1− αk

ϵk

}
.

This indicates that the mean of the posterior probability depends only on zk and the total noise
added during the forward diffusion process up to time step k. To model this relationship, a
deep neural network g (zk,w, k, x) is introduced to predict the total noise and reconstruct z0.
Consequently, the approximated mean function for the learned reverse process in (15) is defined
as:

µ (zk,w, k, x) = 1√
1− βk

{
zk −

βk√
1− αk

g (zk,w, k, x)
}
. (16)

Therefore, similar to the training objective in DMs, the training objective of SR3 is to minim-
ize the KL divergence between the true posterior distribution p (zk−1 | zk, z0) and the learned
transition probability p (zk−1 | zk,w, x), formulated as:

arg min
w

KL (p (zk−1 | zk, z0) ‖p (zk−1 | zk,w, x))

= arg min
w

KL
(
N
(
mk (zk, z0) , σ2

kI
)
,N (µ (zk,w, k, x) , βkI)

)
= arg min

w
βk

2 (1− αk) (1− βk)
‖g(√αkz0 +

√
1− αkϵk︸ ︷︷ ︸

zk

,w, k, x)− ϵk‖2,

where ϵk ∼ N (0, I) and (x, y) is sampled from the dataset D. In practice, the weighting factor
βk

2(1−αk)(1−βk)
is omitted to ensure that each diffusion timestep contributes equally to the overall

loss. Consequently, the final objective function for training the parameters w is:

L(w) = E(x,y)E(ϵk,k)‖g(
√
αkz0 +

√
1− αkϵk︸ ︷︷ ︸

zk

,w, k, x)− ϵk‖2, (17)

where the outer expectation is taken over the dataset distribution pD(x, y), and the inner ex-
pectation is over the diffusion timestep k and sampled total noise ϵk. This two-level expectation
structure ensures that the model learns to predict the noise corruption across all stages of the
diffusion process, conditioned on varying input pairs (x, y).
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The corresponding SGD training procedure is outlined in Algorithm 3.

Algorithm 3 Super-Resolution Residual Refinement (SR3) Training

Input: Training data D = {(xi, yi)}Ni=1, Noise schedule {β1, . . . , βT }
Output: Neural network parameters w

1: for k ∈ {1, . . . , T} do
2: αk ←

∏k
i=1(1− βi) ▷ Compute noise scaling factor

3: end for
4: repeat
5: (x, y) ∼ D ▷ Sample input-output pair
6: k ∼ {1, . . . , T} ▷ Sample timestep from the Markov chain
7: ϵ ∼ N (0, I) ▷ Generate noise vector
8: zk ←

√
αky +

√
1− αk ϵ ▷ Add noise to high-resolution target

9: L(w)← ‖g(zk,w, k, x)− ϵ‖2 ▷ Compute reconstruction loss
10: Update parameters w using gradient descent
11: until converged
12: return w

Similar to the training process of DMs as outlined in Figure 7 and Algorithm 1, SR3 is trained by
fitting the total noise ϵ added to the original input z0 using a deep neural network g(zk,w, k, x).
It is important to note that the structure of this neural network differs from that of DMs, as
it performs the fitting based on low-resolution x, which is a key characteristic of conditional
diffusion models. An example of U-Net architecture of SR3 is given in Figure 11.

Figure 11: An examle of U-Net architecture of SR3. Similar to DMs, the network predicts noise from a noisy
latent state zk. However, SR3 conditions on the low-resolution input x, which is upsampled via interpolation
and concatenated with zk before being fed into the model. The figure shows the activiation dimensions for a

64× 64 → 256× 256 super-resolution.

3.2.3 Sampling via SR3

Once the total noise prediction neural network g(zk,w, k, x) finishes training, the reverse trans-
ition probability p (zk−1 | zk,w, x) can be derived. Given a noisy latent state zt, the target
z0 ∼ p (y | x) can be estimated by:
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ẑ0 =
1
√
αk

zk −
√
1− αk√
αk

g(zk,w, k, x).

By substituting the mean of the posterior distribution of the normal form p (zk−1 | zk,w, x)
defined in (16) and using the variance βk (as defined by the forward process in [19]), each step in
the iterative refinement under the low-resolution input x condition can be derived. This iterative
process takes the following form:

zk−1 ← µ (zk,w, k, x) +
√
βk =

1√
1− βk

(
zk −

βk√
1− αk

g(zk,w, k, x)
)
+
√

βk.

The sampling procedure for SR3 follows the Markov chain in a sequential manner, similar to
DMs. The detailed sampling algorithm is given in Algorithm 4.

Algorithm 4 Super-Resolution Residual Refinement (SR3) Sampling
Input: Trained refinement network g(zk,w, k, x), Low-resolution input x, Noise schedule
{β1, . . . , βT }

Output: High-resolution output y
1: zT ∼ N (0, I) ▷ Initialize with Gaussian noise
2: for k = T, T − 1, . . . , 2 do
3: αk ←

∏k
i=1(1− βi) ▷ Compute scaling factor

4: µ (zk,w, k, x)← 1√
1−βk

(
zk − βk√

1−αk
g(zk,w, k, x)

)
5: ϵ ∼ N (0, I) ▷ Sample noise vector
6: zk−1 ← µ(zk,w, k, x) +

√
βkϵ ▷ Add noise

7: end for
8: y = 1√

1−β1

(
z1 − β1√

1−α1
g(z1,w, 1, x)

)
▷ Final high-resolution reconstruction

9: return y
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4 Experiments

As discussed in Section 1, limitations in the current measurement infrastructure and the inherent
randomness of atmospheric turbulence hinder the accurate capture of wind behavior. While LES
can provide high-resolution simulations, its computational cost renders it impractical for real-
time or large-scale industrial applications. To address this challenge, this section explores using
SR3, introduced in earlier sections, to enhance the spatial resolution of wind observations.

Specifically, real-world wind measurements are typically available at a coarse resolution of ap-
proximately 2 km, whereas both factual high-resolution observations and LES outputs are avail-
able at a much finer resolution of about 120 m. Therefore, the aiming of experiment part is to
reconstruct fine-scale wind fields from coarse input data using the SR3 framework, which can
be formulated as a 16× super-resolution task.

4.1 Experiment Setup

4.1.1 Dataset description

To enable 16× super-resolution using SR3 model, a suitable training dataset must first be
constructed. In case of this thesis, the high-resolution ground-truth data is obtained from LES,
which contains fine-grained turbulence field data over the Netherlands and adjacent coastal
regions in a certain height. The LES dataset offers hourly snapshots, where each frame has a
spatial resolution of 120 meters and covers a large geographical area, resulting in a data size of
3840× 2560 grid points per record.

However, directly using such large-scale input would be computationally inefficient and im-
practical for training. To address this, each hourly LES field is divided into smaller patches of
256×256 grid points, enabling the model to be trained on localized wind field patterns. This ap-
proach not only reduces computational cost but also promotes the learning of more generalizable
features for 16× super-resolution of turbulence.

Following the SR3 training process described in Algorithm 3, the training set consists of paired
samples (x, y), where x is the low-resolution input and y is the corresponding high-resolution
output. The high-resolution patches y are directly extracted from LES outputs, while the low-
resolution counterparts x are generated by applying downsampling with a factor of 16 (i.e., from
256× 256 to 16× 16) and then upsampling back to 256× 256 using interpolation. This mirrors
the SR3 pipeline where the diffusion process is conditioned on an interpolated low-resolution
image.

For the experiments in this thesis, each single-hour LES record, with a size of 2560× 3840 grid
points, is divided into smaller non-overlapping patches of 256×256 grid points. This partitioning
method allows for the generation of 150 small patches from a single hourly record. To ensure
that the training and testing sets do not overlap, data from January 2020 is used exclusively
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for the training set, resulting in a total of 150 × 24 × 31 = 111600 training samples. For the
testing set, data from May 1, 2020 is selected, and the same patch extraction method is applied
to generate the corresponding low-resolution inputs and high-resolution ground truth. Figure 12
illustrates the process to construct training set.

Figure 12: Each large image (left) represents one hour of LES data on a 3840× 2560 spatial grid. The training
set (right) is constructed by dividing these large datasets into multiple 256× 256 patches. This patch-based

construction both diversifies the training samples and improves training efficiency.

4.1.2 Model structure

Based on the construction of the training set, the experiment focuses on achieving 16× super-
resolution from 16× 16 to 256× 256. Since super-resolution is inherently an ill-posed problem,
excessively large scaling factors, such as 16×, can result in significant information loss in the
input, making it difficult for the SR3 model to effectively reconstruct high-resolution details.
Therefore, following the approach proposed by [43], a progressive SR3 strategy is employed. This
involves using two SR3 models sequentially, where each model performs a 4× super-resolution.

The two stages are first stage (16× 16→ 64× 64) and second stage (64× 64→ 256× 256), as
illustrated in Figure 13. The underlying U-Net architecture for both stages is detailed in the
first and second rows of Table 1.

Tasks Channel dimension Depth multipliers ResNet blocks # Parameters
162 → 642 64 {1, 2, 4, 8, 4, 2, 1} 2 550M
642 → 2562 64 {1, 2, 4, 8, 16, 8, 4, 2, 1} 3 1.2B
162 → 2562 128 {1, 2, 4, 8, 16, 8, 4, 2, 1} 3 1.5B

Table 1: U-Net architectures of SR3 models.The first row shows the configuration of the U-Net used in the first
stage of progressive SR3, while the second row illustrates the architecture for the second stage. The final row
presents the structure used in 16× SR3. The "Channel dimension" corresponds to the dimension of the first

layer, and the "Depth multipliers" are applied to subsequent resolutions.
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Additionally, to evaluate the performance of SR3, a baseline model using a standard CNNs with
the same structure is trained as a benchmark. Since SR3 incorporates diffusion mechanisms over
the conventional U-Net structure, comparing the performance of SR3 against the CNNs model
allows to assess the benefits of these enhancements.

Figure 13: Progressive SR3 framework. The model consists of two independently trained SR3 networks, each
performing 4× super-resolution. In the first stage, SR3-1 upsamples the 16× 16 low-resolution input to an

intermediate resolution of 64× 64, while in the second stage, SR3-2 further enhances the resolution from 64× 64
to 256× 256.

4.1.3 Experiment design

Building on the previously introduced models, the experiments are designed to compare the
performance of different super-resolution methods, focusing on two key experimental setups:

• Direct 16× SR3 vs. CNNs

In the first experiment, the performance of the 16× SR3 model is evaluated by directly
upscaling low-resolution images from 16 × 16 to 256 × 256 grid points. The SR3 model
is compared against a CNN model with the same U-Net architecture, which serves as the
baseline.

• Two-stage 4× SR3 vs. CNNs

In the second experiment, a progressive SR3 strategy is implemented, where two SR3
models are applied sequentially to upscale the image in two stages: from 16×16 to 64×64

in the first stage, and from 64 × 64 to 256 × 256 in the second stage. This progressive
approach is compared against a similar two-stage CNNs, where each stage performs a 4×
upscaling.

For both experiments, MSE and SSIM are used to assess the pixel-wise accuracy and perceptual
similarity of the generated high-resolution data respectively. In addition, the training time per
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epoch and sampling (inference) time are recorded to evaluate the computational efficiency of
each model. Furthermore, visual comparisons of the generated high-resolution images will also
be provided to assess the perceptual quality.

4.2 Experiment Results

4.2.1 High-resolution reconstruction via progressive upscaling

The experiments are conducted on an NVIDIA A100 GPU. The SR3 architecture is illustrated in
Figure 11, and the corresponding architectural parameters are provided in Table 1. For baseline
comparisons, the CNNs models adopt the same architecture as their corresponding SR3 models,
but without the diffusion process.

To address the 16× super-resolution task, the progressive super-resolution framework decom-
poses the task into two successive 4× super-resolution stages. The first stage performs upscaling
from 16 × 16 to 64 × 64, referred to as SR3-1. The second stage further upscales the result to
256 × 256, referred to as SR3-2. Each stage is trained independently to optimize performance.
The traning results and hyperparameters of SR3-1 and SR3-2 are recorded in Table 2.

SR3-1 (4×) SR3-2 (4×)

Hyper-parameters

Learning rate 10−4 10−3

Batchsize 8 8
β starts 10−4 10−4

β ends 0.02 0.02
# diffusion timesteps 1000 1000
Interpolation methods Bicubic Bicubic
Training loss measure L2 L2
Optimization methods Adam Adam

Earlystop patience 5 5

Training results
Training epochs 27 23

Average time per epoch 650 s 3250 s
Final training loss 0.18 0.06

Table 2: Hyperparameters and training results for the progressive SR3 models

Although both stages are designed to perform a 4× super-resolution task, there is a noticeable
gap in training loss between SR3-1 and SR3-2, with 0.18 and 0.06 respectively. This discrepancy
can be attributed to the difference in available information at each stage. Specifically, SR3-1
upscales from 16×16 to 64×64, where the input is extremely low resolution and lacks sufficient
structural details. In contrast, SR3-2 performs upscaling from 64× 64 to 256× 256, where the
input already contains richer spatial and semantic information. Consequently, SR3-2 is able to
make more informed estimations about the high-frequency details of the output.

This phenomenon is also reflected in the sampling outputs from the two models given in Fig-
ure 14. The results generated by SR3-2 demonstrate finer structural details and more accurate
reconstruction, which is more close to ground truth, benefiting from the higher-quality input.
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For evaluation, testing was performed on an independent dataset from May 1, 2020. To en-
sure consistency, the testing set was constructed in the same manner as the training set in,
by segmenting a large spatial-temporal record into multiple non-overlapping 256 × 256 image
patches, as shown in Figure 12. Importantly, the testing data was from a much later time point
than the training set, which was taken exclusively from January 2020. This deliberate temporal
separation introduces significant variation in wind patterns between the two datasets, thereby
enabling a more rigorous assessment of the model’s generalization capability beyond seasonal or
short-term dynamics.

(a) 16× 16 input (b) 64× 64 output (c) 64× 64 ground truth

(d) 64× 64 input (e) 256× 256 ouput (f) 256× 256 ground truth
Figure 14: Results of SR3-1 and SR3-2. (a), (b), and (c) show the inference results for the SR3-1, where the

input is scaled from 16× 16 to 64× 64. (d), (e), and (f) present inference results for the SR3-2, where the input
is scaled from 64× 64 to 256× 256. The ground truth images are provided for comparison.

During sampling, the same model-specific hyperparameters were used as in training in Table 2,
including the number of diffusion timesteps and the β (noise variance control) scheduling. For a
single input, the total sampling time for the two-stage SR3 model was approximately 15 seconds
for SR3-1 and 300 seconds for SR3-2. A visual example of the complete 16× super-resolution
result is shown in Figure 15.
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(a) 16× 16 (b) 64× 64 (c) 256× 256 (d) ground truth
Figure 15: Results of the progressive SR3 model. The low-resolution input (a) is first upscaled by 4× using
SR3-1, producing a middle-resolution data (b). This is then further upscaled by another 4× using SR3-2 to

obtain the high-resolution reconstruction (c). The ground truth high-resolution data (d) is used for performance
evaluation.

To evaluate the effectiveness of SR3 in performing super-resolution tasks, a baseline comparison
is conducted using CNNs models that share the same U-Net architecture as SR3, but without
the diffusion process. While U-Net is not the most typical choice for classical CNN-based super-
resolution methods, which often use encoder-decoder or residual blocks such as in SRCNN [11],
this architecture ensures a fair comparison in terms of model structure and capacity. This
setup isolates the contribution of the diffusion process itself, rather than differences in network
architecture. The architectural details are provided in Table 1. CNNs remain a widely-used
baseline in super-resolution, and this design allows to assess how much performance gain is
attributable specifically to the diffusion mechanism.

A visual example of the reconstruction results produced by the two-stage CNNs model is presen-
ted in Figure 16. This model follows the same progressive structure as SR3: the first CNNs
performs 4× upscaling from 16 × 16 to 64 × 64, and the second CNNs further upsamples the
result to 256× 256.

(a) 16× 16 (b) 64× 64 (c) 256× 256 (d) ground truth
Figure 16: Results of the progressive CNNs model. The low-resolution input (a) is first upscaled by 4× using

the first-stage CNNs, producing a middle-resolution data (b). This is then further upscaled by another 4× using
the second-stage CNNs to obtain the high-resolution reconstruction (c). The ground truth high-resolution data
(d) is used for performance evaluation. The CNNs architectures are the same of the U-Net structures in SR3.

The quantitative evaluation results comparing progressive SR3 and progressive CNNs are sum-
marized in Table 3. These results are based on error metrics between the predicted high-
resolution data and the ground truth. From the evaluation results, the SR3 model consistently
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outperforms CNNs in terms of MSE and SSIM, highlighting its superior reconstruction capabil-
ities. This performance gain is attributed to the fundamental difference in model mechanisms:
while CNNs rely on deterministic upscaling operations, SR3 employs a probabilistic denoising
diffusion process that captures complex data distributions and structural dependencies more
effectively.

Evaluation metrics Progressive SR3 Progressive CNNs
MSE 0.014 0.0256

Variance 0.0139 0.0171
SSIM 0.6 0.54

Average training time per epoch 650 + 3250 s 45 + 1670 s
Average sampling time per input 15 + 300 s both less than 1 s

Table 3: Evaluation metrics of progressive SR3 and progressive CNNs on the testing set.

However, this performance advantage comes at a computational cost. Both training and sampling
times of SR3 are significantly longer compared to CNNs. This is particularly evident during the
sampling phase. For CNNs, generating a high-resolution image takes less than one second, while
SR3 requires considerably more time, with about 300 seconds. This increased cost is due to the
iterative nature of the sampling process, which is directly proportional to the number of diffusion
timesteps. This behavior aligns with the expected dynamics of the SR3 sampling algorithm, as
outlined in Algorithm 4, where each sample must be sequentially generated through a Markov
chain of reverse noise steps.

Visual comparisons in Figure 15 and Figure 16 further reinforce the quantitative findings. SR3
reconstructions demonstrate superior detail preservation, while CNNs-generated data tend to
be overly smooth and lack fine textures. This is likely due to the interpolation-based upscaling
mechanisms commonly employed in CNNs, which rely on local grid point neighborhoods and
often result in blurred edges and loss of high-frequency information [55].

4.2.2 High-resolution reconstruction via directly upscaling

In this section, a new SR3 model is constructed to address the 16× super-resolution task. Unlike
the progressive SR3 mentioned in the previous section, which performs super-resolution through
two successive 4× SR3 models, the direct SR3 model attempts to upscale the low-resolution
input (16× 16) to high-resolution output (256× 256) in a single step. The network structure of
the direct SR3 model is provided in Table 1.

The experimental results in Table 4 demonstrate that the progressive strategy yields superior
performance in both MSE and SSIM compared to the direct approach. Furthermore, the lower
variance further indicates that the SR3 can generates more stable and consistent results. This
performance advantage can be attributed to the ill-posed nature of the super-resolution problem,
which becomes increasingly challenging as the upscaling factor grows.
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Evaluation metrics Direct 16× SR3 Progressive 16× SR3
MSE 0.0248 0.014

Variance 0.0195 0.0139
SSIM 0.57 0.6

Average training time per epoch 8300 s 650 + 3250 s
Average sampling time per input 759 s 15 + 300 s

Table 4: Evaluation metrics of direct SR3 and progressive SR3 on the testing set.

From an inverse problem perspective, super-resolution aims to recover high-resolution data y ∈
RD×D from its corresponding low-resolution observation x ∈ Rd×d, where the scaling factor is
defined as s = D/d. This process can be understood as estimating the inverse function D−1

s of a
downsampling operator Ds, as introduced in (1). However, this inverse problem is inherently ill-
posed due to the significant loss of high-frequency information during the downsampling process.
The degree of information loss increases exponentially with the scaling factor s, making the
recovery of fine details extremely difficult when s is large (e.g., s = 16).

In such cases, directly applying a 16× SR3 model often results in outputs that only preserve
the coarse structure of the original data, while failing to reconstruct fine-grained textures and
details. In contrast, the progressive SR3 framework decomposes the difficult 16× task into two
simpler 4× sub-tasks, thereby reducing the reconstruction ambiguity and allowing each model
stage to focus on more localized structures. This hierarchical design enables the model to better
preserve both global context and local fidelity, as illustrated qualitatively in Figure 17.

(a) direct 16× SR3 (b) progressive 4× SR3 (c) ground truth

(d) direct 16× SR3 (e) progressive 4× SR3 (f) ground truth
Figure 17: Results of direct SR3 and progressive SR3 models. (a) shows the inference result from the direct SR3

model, while (b) displays the corresponding result from the progressive SR3 model. (c) presents the ground
truth for comparison. (d), (e), and (f) illustrate another test sample, following the same order: direct SR3

result, progressive SR3 result, and ground truth, respectively.
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In addition to its superior reconstruction quality, the progressive model also exhibits an advant-
age in computational efficiency. Specifically, the total sampling time for the progressive SR3
model is significantly lower than that of the direct SR3 model. As shown in Table 1, the direct
model requires a substantially larger NN to handle the more complex one-shot 16× upscaling
task. This increase in model size leads to longer inference times, making the direct approach
less efficient overall.

When comparing the performance of the direct SR3 model with that of the progressive CNNs, the
results appear similar in terms of MSE and variance. As illustrated in Figure 16 and Figure 17,
both models struggle to recover fine-grained high-frequency details. However, in terms of SSIM,
direct SR3 achieves a higher score compared to progressive CNNs, indicating that the direct
SR3 appears to better preserve large-scale structural patterns and semantic layout, even if the
grid-point-level accuracy is comparable.

4.2.3 Hyperparameters tuning

In this section, hyperparameter tuning was performed for the progressive SR3 model to optimize
its performance. The tuned hyperparameters, listed in Table 2, include the learning rate, inter-
polation method, loss function, and optimization algorithm. These were selected through grid
search, and the results are summarized in Table 5. For fair comparison, the CNNs baseline were
implemented with the same architecture and training setup as SR3, but without the diffusion
process. However, no dedicated hyperparameter tuning was performed for the CNNs, which
may put them at a slight disadvantage in terms of optimal performance.

Hyperparameters Tuning range SR3-1 SR3-2
Learning rate {10−3, 10−4} 10−4 10−3

Interpolation methods {Bicubic, Bilinear} Bicubic Bicubic
Loss measure {L1,L2} L2 L2

Optimization methods {Adam, Momentum} Adam Adam
Table 5: Hyperparameters tuning results of progressive SR3 model.

This outcome suggests that fine-tuning hyperparameters such as learning rate and interpolation
methods can significantly influence the performance of the SR3 models. In particular, the
choice of interpolation method directly affects the quality of the initial upsampled input, which
in turn influences the difficulty of the subsequent denoising task. Since the diffusion process is
conditioned on the upsampled input, as illustrated in Figure 11, a poor initial estimate can lead
the denoising trajectory away from the ground truth. To investigate this effect, the following
experiments compare two widely used interpolation strategies, bilinear and bicubic, to assess
their impact on reconstruction quality.

Bilinear interpolation, as defined in (2), offers computational efficiency but often results in no-
ticeable blurring, as it estimates the values using a linear approximation based on a limited
local neighborhood. In contrast, bicubic interpolation, described in (3), utilizes a larger neigh-
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borhood and performs cubic convolution along both the horizontal and vertical axes. Although
bicubic interpolation method is more computationally intensive, it typically produces smoother
and more visually accurate results, especially around edges and fine textures.

In the context of super-resolution, bicubic interpolation is often favored as it retains more image
detail, especially in high-resolution reconstructions [11, 31, 43]. This characteristic makes bicubic
interpolation particularly effective for the SR3 model, where the goal is to generate high-quality,
high-resolution images.

The results of the interpolation experiment, shown in Table 6, confirm that bicubic interpolation
consistently outperforms bilinear interpolation across multiple metrics, including MSE, variance,
and SSIM. Bicubic interpolation achieves better reconstruction quality, suggesting its superior
ability to preserve structural details. This improvement can be attributed to its consideration
of a larger neighborhood and smoother gradient transitions, which is essential for high-quality
super-resolution.

Evaluation metrics Bilinear interpolation Bicubic interpolation
MSE 0.0154 0.014

Variance 0.0165 0.0139
SSIM 0.57 0.6

Average interpolation time 43 s 68 s
Table 6: Evaluation metrics of bicubic and bilinear interpolation methods on the testing set.

(a) 16× 16 (b) 64× 64 (Bicubic) (c) 256× 256 (Bicubic) (d) ground truth

(e) 16× 16 (f) 64× 64 (Bilinear) (g) 256× 256 (Bilinear) (h) ground truth
Figure 18: Results of bicubic and biliear interpolation methods. (a), (b), and (c) show the low-resolution

(16× 16), medium-resolution (64× 64), and high-resolution outputs (256× 256) using bicubic interpolation,
respectively, with (d) as the ground truth. (e), (f), (g), and (h) show the corresponding results using bilinear

interpolation.

Figure 18 visually demonstrates the difference in the quality of images reconstructed using
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Bicubic and Bilinear interpolation. In the figures, Bicubic interpolation produces sharper, more
detailed results, while Bilinear interpolation results in a softer, slightly blurred image.

Another interesting observation from the tuning process is the importance of the progressive
reconstruction approach. When the first stage of the progressive SR3 model uses effective
interpolation methods, it provides a solid foundation for the subsequent stages, which leads to
improved final performance. Specifically, when the first stage interpolation is effective, it helps
the second stage to further refine the reconstruction and achieve even higher-quality results. This
highlights the value of using intermediate resolutions in progressive super-resolution models,
where each stage builds upon the previous one to bridge the gap between low-resolution inputs
and high-resolution outputs.

4.2.4 Joint learning of progressive SR3

In the previous section, the progressive SR3 model was trained in a decoupled manner—specific-
ally, SR3-1 and SR3-2 were trained separately, as illustrated in Figure 13. The main advantage of
this approach lies in the independence between the two stages, preventing interference between
different SR3 models and allowing each to focus on its respective resolution scale. However, this
separation comes at the cost of computational redundancy. Since both stages involve similar
steps such as data loading and intermediate storage, the total training time and sampling latency
increase significantly.

Figure 19: Joint training progressive SR3 framework. Unlike the progressive setup, the joint training model
optimizes both SR3-1 and SR3-2 simultaneously. Both intermediate and final outputs are supervised using their
respective ground truths through Loss-1 and Loss-2, enabling end-to-end learning and joint optimization of both

networks for improved overall performance.

To address these inefficiencies, the separate training strategy is replaced with a joint training
framework, as depicted in Figure 19, in which SR3-1 and SR3-2 are trained simultaneously
within a unified optimization framework. In this setting, the total training loss is formulated as
a weighted combination of the individual losses from each stage, and the model parameters are
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updated end-to-end.. The total training loss L is given as

L(w(1),w(2)) = λ1L(1)(w(1)) + λ2L(2)(w(2)), (18)

where L(1) and L(2) denote the training losses for SR3-1 and SR3-2, respectively, and w(1) and
w(2) are the corresponding sets of trainable parameters. The weighting coefficients λ1 and λ2

provide flexibility in adjusting the contribution of each stage during training, enabling the model
to emphasize the resolution level that is more critical to the specific super-resolution task.

In the experiments, the relative weighting between the two loss components plays a significant
role in the quality of the final reconstruction. Assigning a higher weight to L(1) (e.g., λ1 = 0.8,
λ2 = 0.2) consistently leads to better overall performance. This indicates that producing a
strong intermediate representation at the 64 × 64 resolution is essential for the second-stage
model to perform effective refinement. In contrast, assigning excessive weight to L(2) (e.g.,
λ1 = 0 or λ2 = 1) often results in degraded performance, with the final outputs appearing
overly localized or pixelated. This is likely due to insufficient guidance in the intermediate
stage, causing the second stage to overfit local features without reliable global structure. These
observations motivate the use of a loss weighting strategy that prioritizes early-stage accuracy,
typically by allocating a larger proportion of the total loss to L(1).

The experimental results presented in Table 7 compare the performance of the joint learning
model (with weighting coefficients λ1 = 0.8 and λ2 = 0.2) against the separate learning strategy.
While the separate learning model achieves slightly better scores in MSE and variance, the joint
learning model performs noticeably better in terms of SSIM. This improvement suggests that
the joint training strategy is more effective at preserving the structural and perceptual quality
of the output, likely due to its end-to-end optimization that allows information to flow between
both stages during training [59, 60]. Such interaction can guide the early SR3-1 to produce
features that are more beneficial for the subsequent SR3-2, ultimately enhancing the overall
structural consistency. A visual example is given in Figure 20.

Evaluation metrics Separate learning Joint learning
MSE 0.014 0.0172

Variance 0.0139 0.0198
SSIM 0.6 0.67

Average training time per epoch 650 + 3250 s 3750 s
Average sampling time per input 15 + 300 s 158 s

Table 7: Evaluation metrics of separate learning and joint learning strategies of the progressive SR3 model on
the testing set.

Moreover, as previously discussed, joint training reduces redundant computational steps such as
data loading and model initialization, which are duplicated in the separate training process. As
shown in Table 7, this efficiency gain is reflected in the reduction in both training and sampling
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processes. Although the reduction may appear modest in absolute terms, it becomes increasingly
significant when scaling to larger datasets or higher-resolution tasks.

(a) 16× 16 input (b) joint learning output (c) separate learning output (d) 256× 256 ground truth
Figure 20: Results of joint learning and separate training of progressive SR3 models. (a) shows the

low-resolution input (16× 16). (b) and (c) present the high-resolution outputs from the jointly trained and
separately trained progressive SR3 models, respectively. (d) displays the ground truth.
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5 Discussion and Conclusion

5.1 Conclusions

This thesis investigates the application of diffusion-based generative models for high-resolution
wind field reconstruction from sparse observations. By implementing and evaluating the SR3
framework, several important conclusions can be drawn:

• Generative modeling capacity: Compared to deterministic model such as CNNs, the
stochastic denoising process of SR3 is more suitable for solving ill-posed super-resolution
problems, where low-resolution input and its corresponding possible high-resolution out-
puts forms a one-to-many mapping, as shown in Figure 1. Deterministic models tends
to offers an overly smooth results, while SR3 can capture the underlying distribution of
possible solutions and enable the recovery of more structurally faithful details [50].

• Progressive refinement strategy: The design of progressive SR3 model divides a large 16×
upscaling task into two manageable subproblems (16× 16→ 64× 64 and 64× 64→ 256×
256), as illustrated in Figure 13. This approach outperforms the direct 16×16→ 256×256
upscaling, as it gradually bridges the semantic and structural resolution gap, improving
stability and visual fidelity at each stage.

• Impact of intermediate quality: In a multi-stage SR3 pipeline, the quality of the inter-
mediate reconstruction plays a crucial role in determining the final result. High-quality
intermediate outputs provide more reliable priors for subsequent refinement, which sug-
gests that more emphasis should be palced on optimizing earlier stages. For example, in
joint training (Figure 19), increasing the weight of the loss function associated with the
first stage can help guide the overall learning process more effectively.

• Interpolation as initialization: Interpolation methods serve as the initial upsampling step
in super-resolution pipelines and have a notable impact on final output quality. Within
the SR3 framework, this initial interpolation acts as a guide for the subsequent diffusion
process, as shown in Figure 11. Experimental results show that bicubic interpolation leads
to better final reconstructions than bilinear, as it better preserves edge information and
gradient continuity [11, 31, 43].

• Joint vs. separate training: Joint training of the two SR3 stages yields improved structural
reconstruction compared to separate training. This can be attributed to the benefits of
end-to-end optimization, where gradients can flow across stages, allowing the model to
coordinate learning across resolution levels [59, 60]. Additionally, joint training eliminates
redundant operations such as repeated data loading and model re-initialization, resulting
in notable gains in training and inference efficiency.

While these findings underscore the strengths of the SR3 approach, there are also important
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practical considerations. Diffusion-based models, especially in multi-stage settings, are compu-
tationally intensive. Even with joint training optimizations, training and inference times remain
significantly longer than other data-driven methods such as CNNs. Moreover, although the
assumption of uniform low-resolution sampling may not reflect all real-world scenarios, it is
a commonly used and reproducible setup in numerical weather modeling [13]. It serves as a
valuable benchmark to isolate the model’s behavior under varying data densities.

In conclusion, the progressive SR3 framework presents a promising path for enhancing meteoro-
logical super-resolution pipelines. Its capacity to generate high-fidelity wind field reconstructions
from sparse data may contribute to more accurate and data-driven weather modeling.

5.2 Future Research Directions

Despite the promising results achieved by the proposed SR3-based framework in generate high-
fidelity wind field reconstructions problems, there remain several directions for further improve-
ment and extension.

(a) Refinement of training objective

The current training objective minimizes the MSE between the predicted and true noise as
illustrated in (17), which is standard in diffusion models. However, it ignore perceptual quality,
which also serves as an important critiria in evaluating super-resolution results. Future work
could consider adding reconstruction-based losses, such as SSIM, between the generated high-
resolution image and the ground truth. Since SSIM is not meaningful when computed on noise,
it should be applied to compare the final output ŷ with the reference y:

L(w) = LMSE + LSSIM = LMSE + µ(1− SSIM(ŷ, y)).

Such a hybrid loss could encourage both statistical accuracy and perceptual sharpness.

(b) Improved guidance during sampling

Another promising direction is to enhance the fidelity and controllability of the sampling process.
The diffusion framework in [45] demonstrates that guided sampling, where a low-resolution input
or physics-based condition, such as PDE residual, is used to steer the reverse process, significantly
improves reconstruction accuracy, particularly under sparse or mismatched input distributions.
Similar guidance strategies, such as classifier-free guidance [21] or iterative sampling with noise
injection and feedback [45], could be explored in SR3 to better exploit spatial priors and improve
reconstruction accuracy.
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