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SUMMARY

T HIS thesis deals with visualizing anatomical data for medical education and surgical
planning purposes. To this end, we have developed a detailed virtual atlas, the Vir-

tual Surgical Pelvis (VSP), which unifies surgically relevant knowledge on pelvic anatomy.
We provide methods to share the knowledge contained in the VSP for educational pur-
poses, and to visualize the VSP in the context of individual patients for pre-operative
planning purposes.

Chapter 2 deals with a representation developed to unify spatial and non-spatial
anatomical knowledge. Via this representation, it is possible to store, access and visu-
alize these heterogeneous datasets through a shared coordinate system. This allows us
to construct the VSP atlas, a process which we describe in detail in Chapter 3, where we
also detail the application potential of the VSP. We present several examples of the VSP
mapped to clinical pre-operative MRI scans, as examples of how the VSP can be used
to enrich clinical data with surgically relevant information that is not available from the
scans themselves.

To share the VSP for educational purposes, we present an online tool, the Online
Anatomical Human (OAH) in Chapter 4. OAH runs directly in the browser and can be
used to explore the complex relation between 2D and 3D anatomy. Furthermore, anno-
tations can be added directly on the 3D structures for quizzing purposes, or to enrich the
VSP further with annotations performed by experts. The OAH was successfully deployed
in a Massive Open Online Course (MOOC), where thousands of students worldwide used
the application to study pelvic anatomy.

While the VSP is based on multiple datasets, it does not include all potential topolog-
ical anatomical variations in branching structures such as vessels and nerves. Illustra-
tions and text are traditionally used by medical specialists to study these variations, but
it is difficult to compare complex variations in such illustrations. Therefore, in Chapter 5
we present an interactive visualization application for anatomical variations, which al-
lows the user to compare and explore variations of branching structures interactively for
educational purposes. With methods inspired by graph theory, users can intuitively se-
lect groups of variations, based on a similarity measure, and compare local differences.

In Chapter 6, we present a state-of-the-art report on multimodal medical visualiza-
tion. We describe the basics of medical image acquisition, and the clinical workflow
for dealing with such data. We discuss suitable rendering and visualization techniques
appropriate for rendering multiple modalities. The core contribution of this work is a
taxonomy based on the multimodal medical visualization applications so far, the visu-
alization techniques they employ, and the medical domain context. Additionally, we
provide an outlook on open problems and potential future research directions.

To make the VSP patient-specific and to enrich the VSP with more datasets, regis-
tration is needed. Unfortunately, current registration software is often difficult to use
for non-medical-imaging-experts. In Chapter 7 we present a new registration applica-

xi



xii SUMMARY

tion, RegistrationShop, that allows user to register 3D medical image datasets based on
3D visualizations and simple interactive transformation tools. Based on real-time vi-
sual feedback via comparative visualization techniques, users can inspect the current
registration result and iteratively improve the alignment. Besides basic interactive trans-
formation tools, we propose a novel way of placing corresponding landmark-pairs in 3D
volumes.

After combining the VSP atlas with patient-specific pre-operative MRI scans, we vi-
sualize the results in an interactive application for surgical planning aimed at pelvic on-
cological procedures, entitled PelVis, which is described in Chapter 8. We present visual-
ization methods to represent context, target, and risk structures for surgical planning of
the Total Mesorectal Excision (TME) procedure. We employ distance-based and occlu-
sion management techniques to represent the patient-specific pathology and anatomy.
Furthermore, we visualize the confidence in the registration outcome in relation to the
distance of the target structure to the risk zones.

The research described in this thesis was supported by the Dutch Technology Foun-
dation STW via project 10903: “High-definition Atlas-based surgical planning for Pelvic
Surgery”.



SAMENVATTING

D EZE thesis beschrijft de visualisatie van anatomische data voor medische educa-
tie en chirurgische planning. Hiertoe hebben we een virtuele atlas ontwikkeld, de

Virtual Surgical Pelvis, die alle chirurgisch relevante kennis over de anatomie van het
bekken verenigd. We stellen methodes voor om de kennis in de VSP te delen voor edu-
catieve doeleinden en om de VSP te visualiseren in een patient-specifieke context voor
pre-operatieve planning.

Hoofdstuk 2 beschrijft een representatie die ontwikkeld is om ruimtelijke en niet-
ruimtelijke anatomische kennis samen te brengen. Met deze representatie is het moge-
lijk om deze heterogene datasets op te slaan, te laden en te visualiseren. Dit stelt ons in
staat om de VSP atlas te creeëren. Dit proces is beschreven in hoofdstuk 3. We laten ver-
schillende voorbeelden zien waarin de VSP geregistreerd wordt met klinische data om
deze te verrijken met chirurgisch relevante informatie die niet in de scans zelf zichtbaar
is.

Om de VSP te kunnen delen voor educatieve doeleinden, hebben we een online ap-
plicatie ontwikkeld, de Online Anatomical Human (OAH), beschreven in hoofdstuk 4.
OAH kan direct vanuit de browser gebruikt worden om de complexe relatie tussen 2D en
3D anatomie te bestuderen. Hiernaast kunnen ook annotaties worden toegevoegd op de
3D structuren. Dit stelt de gebruikers in staat om vragen over specifieke structuren te
stellen of de VSP verder te verrijken met extra informatie. De OAH is succesvol ingezet
in een zogenaamde Massive Open Online Course (MOOC), waar duizenden studenten
wereldwijd de applicatie gebruikt hebben om bekken anatomie te bestuderen.

Ondanks dat de VSP is gebaseerd op meerdere datasets, omvat deze niet alle moge-
lijke topologische anatomische variaties in vertakkende structuren. Vaak worden illu-
straties, al dan niet gecombineerd met tekstuele beschrijvingen, ingezet om deze vari-
aties te bestuderen. Het is in deze illustraties lastig om complexe variaties met elkaar
te vergelijken. Om deze situatie te verbeteren, presenteren we in hoofdstuk 5 een in-
teractieve visualisatie applicatie om anatomische variaties te bestuderen. Hierin kun-
nen gebruikers interactief verschillende variaties in vertakkende structuren verkennen
en vergelijken. De methodes die we hiervoor ontwikkelden zijn geinspireerd door gra-
fentheorie en stellen de gebruikers in staat om groepen variaties te selecteren, gebaseerd
op een similarity measure, alsmede lokale verschillen te vergelijken.

In hoofdstuk 6 presenteren we een state-of-the-art report over multimodale medi-
sche visualisatie. We beschrijven hoe medische beelden verkregen worden en hoe deze
data in de kliniek wordt bekeken. Hiernaast beschrijven we geschikte rendering en vi-
sualisatie technieken om deze multimodale datasets weer te geven. De hoofdbijdrage
van dit werk is een taxonomie van de multimodale medische visualisatie applicaties tot
dusver, de gebruikte visualisatie technieken en in welk medisch domein ze worden toe-
gepast.

xiii



xiv SAMENVATTING

Om de VSP patient-specifiek te maken en om de VSP te verrijken met meer datasets,
is registratie nodig. Helaas is de huidige registratiesoftware gericht op registratie experts
en minder geschikt voor andere gebruikers. In hoofdstuk 7 beschrijven we een nieuwe
registratie applicatie, RegistrationShop, die gebruikers ertoe in staat stelt 3D medische
datasets te registreren door middel van 3D visualisaties en simpele transformatie tools.
Gebruikers kunnen hierin gemakkelijk het huidige registratie-resultaat beoordelen door
real-time visuele feedback en deze iteratief verbeteren. Naast simpele interactieve trans-
formatie tools, bieden we een nieuwe manier om paarsgewijs corresponderende land-
marks te plaatsen in 3D volumes.

Nadat de VSP gecombineerd is met patient-specifieke pre-operatieve MRI scans, vi-
sualiseren we de resultaten in een interactieve applicatie voor chirurgische planning,
gericht op oncologische procedures in de pelvis, genaamd PelVis, beschreven in hoofd-
stuk 8. We presenteren visualisatie technieken voor context, doel en risico structuren
voor chirurgische planning van de Total Mesorectal Excision (TME) procedure. We pas-
sen verschillende visualisatie-technieken toe, zoals occlusion management en weergave
van afstanden, om patient-specifieke pathologie en anatomie te presenteren. Hiernaast
visualiseren we het vertrouwen in het registratie resultaat in relatie tot de invloed op de
afstand van de doel structuur tot de risico-gebieden.

Het onderzoek beschreven in deze thesis is ondersteund door de Technologiestich-
ting STW door middel van project 10903: “High-definition Atlas-based surgical planning
for Pelvic Surgery”.
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2 1. INTRODUCTION

C OLORECTAL cancer is the third most frequent cancer diagnosed in men (after lung
and prostate cancer) and the second most frequent in women (after breast can-

cer). Rectal cancer treatment is a multi-disciplinary treatment with standardized surgi-
cal, pathological and radiotherapeutical procedures. Improvement of the surgical tech-
niques has been a key factor in the progression of rectal cancer treatment over the last
100 years. The current incidence rate is increasing mainly due to increasing age of the
population. Surgical resection of the rectum with a Total Mesorectal Excision procedure,
or TME, is the predominant surgical treatment option for rectal cancer. TME is the com-
plete removal of the rectum including the surrounding mesorectal fat and connective
tissue. Introduction of the TME technique and a combination with radiotherapy has
reduced local recurrence rates from +/-20 to 4 percent. However, the anatomy of the
bony pelvis and its position within the body hamper a good view on the internal organs
(e.g., rectum, uterus, vagina, prostate and bladder) and their very closely related but dif-
ficult to detect nerves, lymphatics and vessels during surgery. Although world-wide TME
training programs pay special attention to nerve sparing techniques, clinical studies still
report a high incidence of pelvic organ dysfunction (urinary incontinence in 34%, fecal
incontinence in 39% and sexual dysfunction in up to 79% of the cases) [1]. From the
Dutch TME trial we learned that poor functional outcome after surgery is mainly caused
by surgical damage to the nervous system [2]. These nerves are often damaged, because
they cannot be seen by the surgeon in pre-operative MRI scans or during surgery due to
their small size. Furthermore, there was a lack of knowledge and consensus on the exact
location of these nerves due to the complex 3D anatomy of the region [3]. Therefore,
knowledge of the complicated courses and positions of the crucial nerves, i.e., superior
and inferior hypogastric nerves, pelvic splanchnic nerves, fascia sheets [4, 5], and the re-
cently rediscovered levator ani nerve, with regard to the surgical approach are essential
in order to increase the quality of life after surgery.

The work presented in this thesis is of an interdisciplinary nature, resulting from
close collaboration between anatomists, surgeons and visualization researchers. The
first goal of this thesis is to address the lack of knowledge about these nerves by unifying
existing and newly discovered surgically relevant anatomical knowledge. To this end, we
developed an integrated histology-based model of the pelvis, the Virtual Surgical Pelvis
(VSP), which features a larger amount of surgically relevant detail than previous mod-
els until now [6]. Our basic atlas is based on high resolution histological sections and
can be enriched with additional metadata, e.g., hyperlinks to relevant articles, histology
data, and relational information. Furthermore, the VSP can be combined with MRI data,
enabling us to include all soft tissue structures, including smaller nerves and vessels,
that are difficult or impossible to detect in MRI data alone. It is then possible to perform
pre-operative planning of the Total Mesorectal Excision surgical procedure, based on the
knowledge regarding the nerves available from the atlas.

A secondary goal is share the knowledge gathered in the VSP for educational pur-
poses in an intuitive way. Previous educational applications provide an artistic general
impression of anatomy and lack a link to 2D anatomy. We opt for sharing the information
via the web, so that it is available to students and medical experts worldwide. Addition-
ally, by allowing medical experts to share their knowledge we can enrich our database
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faster.
The final goal of this thesis is to improve pre-operative planning and surgical train-

ing for the Total Mesorectal Excision surgical procedure. In order to do this, we devel-
oped the necessary techniques to fit the VSP to a specific patient by making use of pre-
operative MRI data. For this, registration of the atlas to patient-specific MRI scans is
needed. Combining the registered atlas and MRI scan in a surgical planning application
will enable the surgeon to increase their awareness of the patient-specific anatomy and
location of the nerves, thus potentially improving post-operative outcome.

1.1. OUTLINE OF THESIS
This thesis is divided in three main parts, dealing with gathering and representing anatom-
ical knowledge, education, and surgical planning respectively (see Figure 1.1 for a visual
overview). Due to the fact that the topics presented in this thesis are multifaceted, there
is no global related work chapter for the whole thesis. Instead, for the sake of readability,
each of the core chapters is based on one or more publications and provides their own
related work section.

Part 1 focuses on the representation and construction of the Virtual Surgical Pelvis.
First of all, to acquire the anatomical level of detail required to be useful in surgical

planning, multiple heterogeneous datasets need to be combined together in a shared
coordinate system. This allows multiple modalities, each providing unique anatomical
details, to be merged in a single 3D model. Hereby, available data can be stored, queried
and visualized in a single unified system. To make this feasible, we developed the Uni-
fied Anatomical Human (UAH) representation [7, 8], described in Chapter 2, that forms
the foundations for storing, querying and visualizing heterogeneous anatomical data in
a unified way. It allows us to construct a detailed model and to map it to patient-specific
scans, providing the required anatomical detail for surgical planning. 3D models of the
pelvis so far lacked surgically relevant anatomical detail [6]. Therefore, we built a new at-
las model that does contain the desired level of detail. The acquisition and construction
of our Virtual Surgical Pelvis [9] atlas is described in Chapter 3.

In Part 2 we focus on the educational contributions of this work. Even without mak-
ing the VSP patient-specific, the atlas itself already has potential to help achieve educa-
tional goals aimed at medical students and surgeons.

In order to be of real clinical use, the 3D model needs to include large amounts of
detailed and correct anatomical information. This anatomical information needs to be
added to our UAH database by medical domain experts. Since this process is important,
but very time-consuming, we would like to allow the medical community to share their
knowledge via the model by using a web-interface. This software will allow users to add
valuable information by using ’crowd-sourcing’ and interaction techniques to enrich the
existing database of the UAH project via the Internet. Preliminary work on visualizing
and interacting with the 3D model from the database for web-based anatomy educa-
tion [10] is presented in Chapter 4. The system presented was successfully deployed in a
Massive Open Online Course (MOOC) on pelvic anatomy to educate students worldwide
in the complex 3D pelvic anatomy and the link to 2D images.

Another important aspect of this project is modeling and visualizing anatomical vari-
ability. No two people are exactly anatomically alike and therefore also in patients anatom-
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Figure 1.1: A visual overview of the thesis organization into parts and chapters.

ical variations are expected. These variations are not just limited to size and shape, but
also include different nerve and vessel layouts. The exact location of critical anatomi-
cal structures such as nerves are highly important, but unfortunately impossible to de-
tect in standard pre-operative MRI-scans. Therefore our detailed 3D model needs to in-
clude these potential variations and visualize them in such a way that the types of varia-
tions and their probabilities are immediately apparent. As an initial step, we focused on
visualizing anatomical variability in branching structures [11] presented in Chapter 5.
This technique builds upon graph matching techniques, which are used to provide an
overview of similarities and dissimilarities between variations, presented in an interac-
tive network visualization.

Part 3 presents the contributions related to surgical planning. For the surgical plan-
ning component of this thesis, we need to visualize both VSP atlas and MRI information
together. This generates visualization challenges similar to those that arise when visu-
alizing multiple modalities together. Therefore, Part 3 starts with a survey of current
State-of-the-Art on multimodal medical visualization [12] in Chapter 6.

The first challenge in surgical planning lies in the registration process. To map the
model information to patient-specific scans, registration needs to be performed. This
registration can be done by registering the VSP atlas, which is based on a manual seg-
mentation of a Visible Human dataset by an anatomical expert, with a patient-specific
scan. By using the transformation that is obtained by registering the atlas with the patient-
specific scan, model information from the atlas can be mapped to the scan. This model
information can make structures that are not visible in the original scan, such as nerves,
visible in the context of the individual patient. Ideally, an end-user such as a radiog-
rapher could easily complete the registration process by applying a mixture of existing
techniques such as rigid, deformable, hybrid or articulated registration through direct vi-
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sual interaction with the volumes. To this end, RegistrationShop [13] was designed and
implemented as an interactive system for registration. RegistrationShop is presented in
Chapter 7. The focus here is not on creating new registration techniques, but on com-
bining existing techniques to improve user interaction and visual feedback. Registra-
tionshop is not only an indispensable tool for the VSP project, but has potential to be
used in any application that requires registration, such as combining different imaging
modalities of the same patient or comparing scans before and after treatment. Registra-
tionShop was made freely available as an Open Source project.

The final part of the project involves taking all the individual, but closely related,
subprojects and bringing them together in the first prototype of a model-based surgi-
cal planning [14] tool presented in Chapter 8. By registering the VSP model atlas to a
pre-operative patient-specific scan using RegistrationShop, a patient-specific model of
the pelvis can be built. Once this registration is complete, the surgeon can prepare for a
procedure before going into the operating room using our surgical planning prototype
application, PelVis. In PelVis, the anatomical context, target and risk structures are visu-
alized using illustrative techniques to convey distance information, and provide spatial
context, while limiting occlusion. The software also has potential to be used in surgical
training, by allowing for different pathologies to be represented in several scenarios. The
focus of this tool is on the TME, but it is easily extendable to other procedures of interest.

Finally, Chapter 9 presents conclusions and and outlook on the future.
The research described in this thesis was funded by the STW: a technology foun-

dation that realizes the transfer of knowledge between technical sciences and users, by
bringing researchers and users together. This project was carried out as a collaboration
between the department of Anatomy and Embryology and Surgery at the LUMC and the
Computer Graphics and Visualization group at the TU Delft.
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T HIS part of the thesis deals with the first goal of the work: unifying existing surgically
relevant anatomical knowledge. To this end, we have developed a representation

that allows multiple heterogeneous data sources to be combined in a single atlas, which
we describe in Chapter 2. Using this representation, we are able to visualize an anatom-
ical level of detail revealing information that is not available from clinical medical imag-
ing acquisition, such as the region containing the autonomic nerves.

Based on this representation, we constructed our pelvic atlas, the Virtual Surgical
Pelvis (VSP). The construction details and data sources for the VSP are described in
Chapter 3. The VSP is applicable both for medical education as well as surgical planning.
In this chapter, we also describe results from registering the VSP atlas to five patient-
specific pre-operative MRI scans.





2
MODEL-BASED VISUALIZATION OF

HETEROGENEOUS ANATOMY DATA

In the course of anatomical research, anatomists acquire and attempt to organize a great
deal of heterogeneous data from different sources, such as MRI and CT data, cryosections,
immunohistochemistry, manual and automatic segmentations of various structures, re-
lated literature, the relations between all of these items, and so forth. Anatomical varia-
tion between subjects further complicates this organization. Currently, there is no way of
storing, accessing and visualizing these heterogeneous datasets in an integrated fashion.
Such capabilities would have great potential to empower anatomy research. In this chap-
ter, we present methods for the integration of heterogeneous spatial and non-spatial data
from different sources, as well as the complex relations between them, into a single model,
all using standardized anatomical coordinates. All captured data can then be interac-
tively visualized in various ways, depending on the anatomical question. Furthermore,
our model enables data to be queried both structurally, i.e., relative to existing anatomi-
cal structures, and spatially, i.e., with anatomical coordinates. When new patient-specific
medical scans are added to the model, all available model information can be mapped to
them. Using this mapping, model information can be transferred back to the new scans,
thus enabling the creation of visualizations enriched with information not available in
the scans themselves. While the presented methods in this chapter are generic, we present
several examples of results focused on the pelvic area.

This chapter is based on three publications: Noeska Smit, Annelot Kraima, Marco DeRuiter, Daniel Jansma
and Charl Botha, "A Unified Representation for the Model-based Visualization of Heterogeneous Anatomy
Data", Proceedings of EuroVis 2012 Short Papers [1] and Noeska Smit, Annelot Kraima, Daniel Jansma, Marco
DeRuiter, and Charl Botha, "The unified anatomical human (beta): Model-based representation of heteroge-
neous anatomical data", Proceedings of the 3D Physiological Human (3DPH) Workshop, CASA. 2012 [2]. Kai
Lawonn, Noeska Smit, Katja Bühler, and Bernhard Preim, "A Survey on Multimodal Medical Data Visualiza-
tion", In Submission, Computer Graphics Forum, 2016 [3]
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2.1. INTRODUCTION
Anatomical knowledge is not only an important part of medical education, but also of
great relevance in daily practice. In surgery, for instance, knowing the exact location
of nerves and arteries can be of paramount importance in improving surgical outcome.
Anatomists currently have no comprehensive and intuitive way of storing and sharing
the knowledge, both spatial and non-spatial, they possess with medical professionals.
Examples of spatial volumetric data they work with are cryosectional slices, CT scans,
MRI scans and histological slices. This however can be enriched by data that is inher-
ently non-spatial, such as the related literature, knowledge about anatomical topologies,
anatomical systems and the relationships between structures. There was clearly a need
for a system that can integrate all of these different heterogeneous data types into a uni-
fied model. Such a model by itself already has potential for anatomy education, which
we describe further in Chapter 4 of this thesis. Once the information is in a shared coor-
dinate system, model information can then also be mapped to patient-specific scans. All
available knowledge can then visualized in the anatomical context of a specific patient
for surgical planning purposes, which we describe further in Chapter 8.

With this work, we present a model-based representation for the storage, flexible
querying and visualization of heterogeneous anatomical data. Our approach is based
on a standardized coordinate system of the human body to which arbitrary anatomical
datasets, both spatial and non-spatial, can be associated. One of the unique aspects of
our method, is that we perform lazy normalization. In other words, datasets are stored in
their raw form, enriched with a locator and a number of mappings. The locator enables
us to perform spatial indexing, whilst each mapping describes a different task-specific
transformation from the raw dataset space to the standardized anatomical space. In
addition, our approach enables an arbitrary number of overlapping, differently sam-
pled, multi-modal datasets. Besides storage, querying and visualization, our pipeline en-
ables the task-specific mapping of model-based information onto new patient-specific
datasets, also creating possibilities for surgical planning and guidance.

For the system we envision, the technical requirements are the following:

1. The system needs to be able to store arbitrary types of heterogeneous anatomical
information and should be able to handle spatial data in arbitrary resolutions and
spacings.

2. The system needs to allow the user to query stored information per topic of in-
terest and all information in the system should be queryable spatially in a shared
coordinate system.

3. The system needs to be able to visualize all available information relevant to the
users interest in anatomical spatial context, and the relation to the other available
representations should be clearly defined.

The system that we designed provides a way of integrating all anatomical knowledge
in one model. With this, our contributions in this Chapter are the following:

• We present a novel generic model to store all anatomical information (both spa-
tial and non-spatial). The use of standardized anatomical coordinates enables
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domain-specific queries with spatial/visual querying due to the use of a schema-
less database and kd-tree.

• Furthermore we describe freeform relations that can be defined to represent any
type of relationship between model objects, capturing not only the data itself, but
also the connectivity of the data.

2.2. MEDICAL BACKGROUND
In this section, we provide a brief overview of the most commonly used medical imag-
ing modalities that provide spatial data. The characteristics of each of the modalities
involved are summarized, and their advantages and disadvantages and associated visu-
alization challenges are discussed.

2.2.1. COMPUTED TOMOGRAPHY (CT)
CT is an x-ray based tomographic imaging technique that creates stacks of 2D cross sec-
tional images that can be combined to 3D volumes. It is especially suitable to distinguish
tissues such as bone, water, fat, and the air in the lungs. A contrast agent can be applied
to enhance vascular structures. Recently, hybrid scanners such as dual source, or dual
energy CT scanners are available delivering a final image, which fuses information from
high and low voltage image acquisition performed at the same time [4]. Depending on
the chosen imaging protocol this technique allows for a differentiation of structures like
bone and contrast-enhanced blood vessels.

In 2007 approximately 70 million scans were made in the US alone [5], illustrating
the relevance of this imaging method in clinical practice. CT data is especially suited for
high quality direct volume rendering, due to its high resolution (in general 512×512 in
slice resolution and 0.3-2 mm slice distance), high signal-to-noise ratio and standard-
ized intensity values (Houndsfield Units), allowing the definition of re-usable and task
specific transfer functions.

2.2.2. MAGNETIC RESONANCE IMAGING (MRI)
In Magnetic Resonance Imaging (MRI), a scan is made using a powerful magnetic field.
In contrast to CT, MRI scanners are highly configurable and provide a large variety of
imaging protocols allowing to capture structural as well as functional information. In
general, several different MRI sequences, such as T1 and T2-weighted scans, are ac-
quired at the same time, leading to (more or less) co-registered images. Since signal
strength relies on the presence of Hydrogen atoms, MRI sequences are emphasizing
image contrast in tissue containing water. Intensities in MR images are not standard-
ized. MRI data often exhibit an inhomogeneous gray level distribution, requiring careful
preprocessing of the data, and intensity values vary depending on scanner vendor and
clinic. Therefore MRI data is challenging to visualize.

MRI data can not be easily classified, i.e. a simple 1-D transfer function does often
not deliver a clear separation of structures due to the inhomogeneities in the magnetic
field. Furthermore, due to the unpredictability of the intensity values, transfer functions
are not directly applicable across several datasets without dynamic adaptation [6]. Fi-
nally, MR images have generally a lower resolution and lower signal-to-noise ratio than
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CT images.
Besides, the standard MRI scanning protocols, there are specific MRI sequences and

protocols, such as MRSI, DCE-MRI and DTI. In MRSI, spatially localized metabolites in
body tissues are measured. DCE-MRI (Dynamic Contrast-Enhanced MRI) is a perfusion
imaging technique that measures the perfusion of tissues by blood indicating regions
damaged by stroke or infarction as well as characterizing the vascularization of tumors,
helping to assess whether they are benign [7]. DTI is an extension of Diffusion Weighted
Imaging (DWI), that detects the direction of white matter tracts in the brain, which rep-
resent connectivity between different areas of gray matter. DTI is used in clinical prac-
tice to assess the deformation of white matter by tumors, neurosurgical planning and
for (early) diagnosis of brain pathologies such as Alzheimer disease, schizophrenia and
multiple scelerosis [8]. DTI data is often visualized as a scalar field consisting of the Frac-
tional Anisotropy (FA), using glyphs or fiber tracking [9].

Functional MRI (fMRI): Besides using MRI to acquire structural information, it is
possible to detect neural activity. fMRI records subtle changes in blood flow in response
to stimuli or actions and uses this information to visualize cortical activity. The most
frequently employed technique is blood oxygenation level dependent (BOLD) fMRI. By
having the subject perform tasks categorized into visual, motor, speech or memory tasks,
different functional areas of the brain ’light up’ and can be associated to the tasks per-
formed. Additionally, fMRI is used in a research context to improve the understanding
of neural networks in the brain even when the user has no task, as is the case in resting
state fMRI [10].

2.2.3. ULTRASOUND
In medical ultrasound, high-frequency sound waves are employed to characterize tissue.
Ultrasound can be used both for diagnosis and to guide interventional therapeutic pro-
cedures. Due to the nature of the modality, ultrasound is suitable to image soft tissues,
such as tendons, vessels and organs, but cannot visualize bone and air, or structures ly-
ing underneath these tissue types. Based on the Doppler effect, blood flow in the heart
and blood vessels can be detected. Advantages of ultrasound compared to other modal-
ities are that it is cheap, safe, portable and real-time. However, ultrasound is difficult
to interpret, due to the low signal-to-noise ratio, artifacts, and the limited field of view.
Recent advances in ultrasound technology include 3D ultrasound [11], elastography and
contrast-enhanced ultrasound using microbubbles.

2.2.4. MODALITIES FROM NUCLEAR MEDICINE
Positron Emission Tomography (PET) relies on the indirect detection of gamma rays
emitted by the patient after a positron-emitting radionuclide (tracer) is introduced. Us-
ing this technique, metabolic uptake processes can be visualized. While CT and MRI
scans can provide detailed anatomical data, PET scans are able to reveal functional in-
formation, such as metabolism. A common application of PET scans is to search for
metastases and for this, the radioactive substance fluorodeoxyglucose (FDG) tracer is
used, a substance similar to glucose. The metastases have higher glucose uptake than
normal and specific abnormal metabolic activity can be captured in this way. Besides
oncological applications, PET is also used for neurological and cardiological diagnos-
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tic purposes. While commonly used, FDG is not the only available tracer for PET and
different tracers may be better suited for specific applications [12].

The PET data needs to be attenuation-corrected before visualization. Visualizing PET
data in 3D is challenging, since normal metabolic information is also contained in PET,
the highest activity measures are not always the most interesting.

Single-photon emission computed tomography (SPECT) is a nuclear medicine to-
mographic imaging technique that uses radioactive tracer material to detect gamma
rays. In this way, it is similar to PET, however, in contrast to PET, the gamma radiation is
measured directly. SPECT can be used for oncological diagnosis, but also for infection,
thyroid or bone imaging. Besides these applications, SPECT can also provide localized
function within organs for functional cardiac or brain imaging. SPECT suffers from a
lower spatial resolution and contrast than PET [13]. Similar to PET, SPECT data is not
straight-forward to render in 3D.

2.3. RELATED WORK
In this section, we first discuss the body of work produced by the VOXEL-MAN project
over the past decades. The VOXEL-MAN research focused on the storage, query and
visualization of anatomical data and has made a significant impact on the field. We also
compactly discuss the BrainGazer project, as it also shows a number of similarities with
the research presented in this paper.

The VOXEL-MAN project, started in 1985 in Germany by the research group led by
Professor Karl Heinz Höhne, has made great progress in combining spatial models with
symbolic descriptions. Using the Visible Human dataset combined with segmentation
and visualization techniques, the group created an anatomical atlas, combining anatomy,
function and radiological appearance.

In 1993 Tiede et al. created a 3D anatomical atlas of the human skull and brain [14].
In the next year Pommert et al. defined several concepts for structuring anatomical in-
formation in a semantic network model [15]. By assigning an anatomical structure to
every voxel in a 3D volume and connecting the anatomical knowledge base, the group
created a medical education tool [16]. In 1995, the group presented the intelligent vol-
ume approach, by combining attribute volumes as big as the image volume, for instance
one for blood supply, one for function volume, and one for morphology volume [17]. In
the same paper, they also demonstrated that it was possible to derive X-ray projections
from available CT-data.

The group also did some work on high quality rendering techniques for attributed
volume data at subvoxel precision [18]. The group created a high-resolution spatial/symbolic
model of the inner organs based on the Visible Human Project and presented a segmen-
tation tool in color space [19, 20]. Furthermore, an interactive atlas of the hand was
presented were the group came across a number of limitations of the Visible Human
dataset: cryosection cutting artifacts, poor CT quality and lack of visibility of small ves-
sels and nerves [21]. In 2006 Pommert et al. presented their work on using the VOXEL-
MAN model for simulation of surgical procedures [22].

Our approach extends the work done by the VOXEL-MAN Group in the following
ways. First of all, our model allows for multiple anatomical structures to be defined at
any point in model space using information from various different data sources. Sec-



2

18 2. MODEL-BASED VISUALIZATION OF HETEROGENEOUS ANATOMY DATA

Figure 2.1: A raw dataset (a source object) can be added to the anatomical model by enriching it with a loca-
tor, used in spatial indexing, and any number of mappings to the standardized coordinate system. Arbitrary
relations between datasets can be described as well.

ondly, the VOXEL-MAN model represents a single general anatomy, while our model
is enriched by the anatomical information from multiple datasets. For this reason, the
VOXEL-MAN group had no way to describe interindividual variatons, age variations or
“fuzzy” anatomical object boundaries [17].

In the BrainGazer project by Brucker et al., visual queries for neurobiological re-
search are introduced [23]. The BrainGazer system uses large databases of transgenic
specimens and the acquisition of confocal microscope images of fruit fly brains in which
distinct neuronal types are highlighted together with annotated anatomical structures to
enable neurobiologists to query this data both visually and through the database inter-
face. The research presented in this chapter differs from that of the BrainGazer research,
in that our model needs to support a number of different modalities with significantly
differing sampling resolutions and strategies, and that it also needs to cope with the stor-
age of pristine data sources, each packaged with a number of different task-specific spa-
tial transformations. This last characteristic is in fact one of the main factors differenti-
ating our work from similar research.

2.4. METHOD
The method we propose is a model-based representation for storage, querying and visu-
alization of heterogeneous anatomy data. Using an anatomical standardized coordinate
system, this system enables users to integrate arbitrary anatomical data into a single
unified model. Figure 2.1 shows the primary concepts used in our system. The model
is designed in such a way that it forms a solid foundation for further development of
anatomical and surgical applications.

Source objects represent original unprocessed information that the user would like
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to add to the model. Relevant anatomical knowledge can occur in various forms, such
as cryosectional slices, CT scans, MRI scans, histological slices, anatomical structure
names and related scientific literature. All these different types of knowledge can be
divided in two categories. The first category of source objects are those that have an
inherent geometry. The spatial data types include acquisitions from medical imaging
devices that can be acquired in vivo, such as MRI-scans, CT-scans and PET-scans. Other
examples of spatial data include cryosectional slices and histological images. The sec-
ond category of source objects is those that do not have an inherent geometry. Examples
of this include anatomical terms, literature that is deemed relevant to a certain anatom-
ical structure, statistics, and bio-mechanical tissue characteristics. A special feature of
these types of data is that even though they do not have an inherent spatial component
themselves, they can be spatially embedded in model space through their relations with
other model objects.

Source objects are added to the model by augmenting them with a locator and one or
more task-specific mappings to model space. The combination of the source object, its
locator and its mappings is then called a model object. Once a dataset becomes a model
object, it becomes a part of the standardized anatomical coordinate system. This means
that it can be queried and visualized in the same space as all other model objects. Once
a source object becomes part of model space, when queries are executed at a certain
point or even a region, this added source object will show up in the query results. This is
possible because the locator describes the spatial extent of a model object. Using one of
the mappings that was added, the source object can be transformed to model space and
visualized together with other model objects of interest in the standardized coordinate
system. The standardized coordinate system has its origin in the sacral promontory. This
is a bony anatomical landmark that can easily be found in any patient scan that includes
the pelvis. Another benefit of choosing this point is that it is independent of patient pose
and central in the human body. The axis are defined in standard anatomical pose. The
z-axis points in the cranial or superior direction, the x-axis points to the left hand side of
the patient and the y-axis points forward to the anterior or front of the body. Using the
sacral promontory as the origin, any point in the human body, arranged in a standard
pose, can be intuitively defined with respect to this point.

In order to be able to represent source objects added to the model, mappings need
to be added. These mappings consist of the transformations that map a source object to
model space. The transformations required to do this are acquired during a registration
process and can be rigid, affine, deformable or hybrid, for example articulated registra-
tion [24] (see Table 2.1). Because of the different modalities available, registration of the
different source objects is no easy task. Furthermore, inter-patient variability further
complicates the process. Initially, we used a mixture of tools such as MITK, Elastix and
3DSlicer, to create gold standard mappings interactively. Later, we developed our own
registration software, which we describe in Chapter 7.

The locators are used to define where in model space the model objects are defined.
Depending on the data type, the locator can be defined in several forms (see Table 2.2).
Specifically, the locator can represent a point set, a volume or a non-geometric model
object. In the case of a volume locator, the origin, extent and spacing are stored in or-
der to be able to check if a volume is available at any given point in model space. The
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Mapping Category Type
rigid linear translation and rotation

affine linear translation, rotation, shearing, scaling
nonrigid non-linear deformable

hybrid non-linear combination of the above

Table 2.1: Currently defined mapping types.

Locator Category Information
points spatial set of points

volume spatial origin, extent, spacing
non-geometric non-spatial -

Table 2.2: Supported locator types.

pointsets are used as a spatial index for fast spatial querying, by storing them as kd-trees
for instance. For non-geometric model objects, the locators do not store any extra infor-
mation, but are used in defining relations between model objects.

Relations are always defined between locators. They link the model objects together
through their locators. The relationships are free-form, which means they can be one-
to-many, many-to-many or one-to-one and have any meaning required. A relation then
consists of a type, one or more independent variables and one or more dependent vari-
ables. Also an extra parameter can be defined. Examples of relation types are associ-
ated_to, lookupvalue, defined_by, landmark or subdivision (see Table 2.3). An associ-
ated_to relation can for instance define the link between an anatomical structure and
the paper that is relevant to that specific anatomical structure.

2.5. IMPLEMENTATION
The first prototype application to store, explore and query model information was im-
plemented in Python as a DeVIDE module[25], employing the Visualization Tookit (VTK)
for its visualization functionality. Later, a standalone version was made. The proof-of-
concept standardized anatomical space was based on a semi-automatic segmentation
in Amira[26] of cryosectional images of a Dutch female pelvis. After this initial proto-
type atlas was made, we built a more detailed model, which is described in Chapter 3.
An important component of our system is the underlying database, which was imple-
mented using MongoDB. MongoDB is a schema-less document-oriented database tech-
nology that is designed to be agile and scalable. Since there is no fixed schema design
required in the initial stages of the project, a benefit of using this technology is that it is
easy to further extend our model as new data is provided to us by the anatomists, without
any changes required to the existing database. Furthermore, MongoDB’s GridFS enables
us to store large volume data and rapidly retrieve it from the database.

2.6. RESULTS
The prototype application offers several functionalities. The user interface consists of
three render windows that represent the surface model along with two linked slice view-
ers, that can display arbitrary volume data. The user is not only able to query anatomical
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Relation Dependent Independent Parameter
associated_to literature structure -
lookupvalue value volume -
defined_by structure structure operation
landmark structure points type

subdivision structure structure planes

Table 2.3: Types of relations that are currently supported by our system. This can easily be extended with new
types at any time.

Figure 2.2: Value querying in arbitrary views presents query results for all available volumes in that point. The
surface render shows an MRI slice while the top right render window displays the linked segmentation label
volume slice and the lower right render window displays the mapped CT slice

structures topically, by selecting an anatomical term from a drop-down list, but can also
query the model spatially. In this section we demonstrate the utility of our model-based
anatomy visualization prototype using three examples.

Generic multi-modal data querying By mapping volumes to anatomical model coor-
dinates, it becomes possible to simultaneously slice through volumes of different modal-
ities and different subjects. The linked volume representations enable the user to com-
pare arbitrary multi-modal volumes side-by-side in an intuitive way.

It is also possible to query a specific voxel value in all available volumes at a selected
point. This type of spatial querying is done by either clicking on a structure in the surface
rendering or in one of the slice viewers. For example, in Figure 2.2 a point is queried in
the segmentation label volume. This query returns the voxel values for all volumes avail-
able in that point. The linked representations make it easy to locate points of interest in
any view prefered by the user. The CT value can then be used for instance to calculate
the Young’s modulus of certain tissues.
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Figure 2.3: Spatial querying through sphere selection. A distance query reveals the literature and anatomical
landmarks associated to the structures within the selection sphere.

Distance querying It is also possible to query a specific volume of the model space by
using a selection sphere. In this way, users can select an area of interest and perform a
distance query in this area. The application then returns the query results of the point
that was selected as well as all locators in the region that was selected by the user. Figure
2.3 shows how the sphere selection returns query results based on the locators found
inside the sphere. The query results contain all structures within the sphere of interest
along with their relations to other model objects. In this case, the user has added related
literature to several structures and annotated anatomical landmarks on the structure in
3D. By following the relations that model objects have, it is also possible to query the
related model objects and to chain these related query results up to arbitrary distances
in the connectivity graph.

Mapping model information to patient data A third example of a prototype function-
ality is enriching unseen patient scan data with the information provided by model ob-
jects. By registering a patient-specific scan from an arbitrary modality and providing a
mapping to model space, it becomes possible to reveal structures that can not be de-
noted in that modality by default. For instance, because there is not enough contrast
between nerves and surrounding soft tissues in CT-scans, the location of nerves is not
visible in a CT-scan. In histological and cryosectional images, however, the nerves can
be seen and segmented. In Figure 2.4, a CT-scan added to model space is enriched with
an isosurface render of the nerves segmented out of the cryosectional images that form
the basis of the model.

Using this same principle, it is also possible to map the segmentation label volume
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Figure 2.4: Using our approach, the nerves that were segmented in the cryosectional images can be mapped
to unseen patient specific CT-scan data. The location of these nerves is not visible in the original CT-scan.

System Modalities Resolution Variations Relations
VM multi single single general anatomy structural/functional/abstraction
BG single single multiple specimens semantic/spatial

Our multi multi multiple specimens free-form

Table 2.4: Comparison between VOXEL-MAN (VM), Braingazer (BG) and our system.

to patient-specific data. If the registration is correct, this creates an automatic segmen-
tation of the patient-specific scan. This mapped segmentation can be used to make a 3D
patient model by rendering isosurfaces.

Table 2.4 shows a comparison between our proposed system and existing systems
such as VOXEL-MAN and Braingazer. While there are many similarities, our proposed
system excels in allowing multi-modal, multi-resolution datasets to be stored, queried
and visualized. Considering the ability to handle variations, we observe that the VOXEL-
MAN-project represents only a single general anatomy, while our system allows the user
to store and visualize datasets with age, interindividual and anatomical variations. When
we examine the relational capabilities, we see that in the VOXEL-MAN-project, relations
are used to describe anatomical links that are structural, functional or represent abstrac-
tion in a semantic network [17]. For the Braingazer project, semantic and spatial rela-
tions can be defined. Our relations can be used to define all of these links, but extend
this idea by allowing relations to be defined between locators of arbitrary types of model
objects.

2.7. CONCLUSION
In this chapter, we have presented a method to integrate heterogeneous spatial and non-
spatial data from different sources, as well as the complex relations between them, into
a single model. Using a standardized coordinate system, all available anatomical knowl-
edge can be queried interactively in the prototype application, both topically and spa-
tially. The model data can be visualized as is, compared in linked views, or be used to
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enrich patient-specific scans with additional information from the model. Due to the
flexibility of the model, anatomists will be able to store arbitrary heterogeneous data in
the model in a generic way. As such the system forms an excellent foundation for future
pre-operative surgical planning and intra-operative guidance applications.

In the Chapter 3, based on the method presented here, we describe the construction
of an atlas of the human pelvis, based on a manual segmentation of the cryosectional
slices of the Visible Korean female dataset and histological studies.
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3
THE VIRTUAL SURGICAL PELVIS:

ATLAS CONSTRUCTION

In rectal cancer surgery, excellent knowledge of pelvic anatomy is essential to remove tu-
mors radically without damaging structures. Surgeons are challenged to relate 2D text-
book anatomy to 3D in vivo anatomy. Previously, there were no pelvic models available
with the surgically relevant detail required for surgical education and planning. Edu-
cation is the key to optimize anatomical knowledge and surgical training and should be
given in light of the current technological advancements that replace tactile feedback for
visual feedback. This chapter describes the development and application potentials of the
‘Virtual Surgical Pelvis’ (VSP): a virtual 3D anatomical atlas, for educational and surgical
planning purposes.

The VSP is an anatomical atlas of various synchronously linked 2D anatomical data and a
3D reconstruction, showing important relationships between pelvic organs, blood vessels,
fasciae and nerves. As a proof of concept, the autonomic nerves included in the atlas were
mapped onto five preoperative MRI scans from rectal cancer patients. The Sørensen-Dice
coefficient, reflecting the registration accuracy, was 97-99%.

The VSP and method of developing a virtual 3D anatomical atlas can be of great poten-
tial in surgical anatomical education, which we describe in Chapter 4. It can provide the
future anatomical context for surgical planning, as is described in Chapter 8, and in the
future potentially for robotic surgery, image-guided surgery and radiotherapy planning.

This chapter is based on a publication currently in submission to Anatomical Sciences Education: Annelot
Kraima, Noeska Smit, Daniel Jansma, Elmar Eisemann, Jin Seo Park, Beom Sun Chung, Nicholas West, Philip
Quirke, Harm Rutten, Cornelis van de Velde, Anna Vilanova, Marco DeRuiter, "A novel 3D virtual anatomical
atlas: taking the next step in enhancing surgical anatomical education and patient-specific clinical guidance",
In Submission, Anatomical Sciences Education, 2016 [1].
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3.1. INTRODUCTION
Every surgeon relies on anatomical knowledge when operating in the human body. As
described in Chapter 1, for regions such as the pelvis this anatomy is more complex than
for other regions. Good-quality TME surgery strongly relies on how surgeons perform
the actual surgery. To this end, they must have an excellent understanding of the de-
tailed pelvic anatomy. Unfortunately, incomplete surgical specimens and postoperative
urogenital and anorectal dysfunction are still reported [2–6], demonstrating the need to
further optimise treatment.

In daily clinical practice, surgeons must link two-dimensional (2D) anatomical im-
ages to three-dimensional (3D) in vivo surgical anatomy. This may seem common prac-
tice to the experienced consultant surgeon, but surgical residents, i.e., surgeons in train-
ing, often struggle much more to correctly identify anatomy. Moreover, the progres-
sive usage of laparoscopic and robotic approaches in colorectal surgery replaces tactile
feedback for visual feedback, challenging surgeons to recognize detailed anatomy on
2D projection monitors. With respect to TME, precise knowledge of the relationship of
perirectal fasciae, forming the dissection planes, and autonomic nerves is essential [7, 8].
This has been often studied, yet various contradicting descriptions exist in the literature,
hampering to define uniform dissection planes along which the rectum should be mo-
bilised [9–13]. Thus, there is a need to improve the detailed anatomical knowledge of the
pelvis by enhancing the surgical anatomical education, taking into account that TME is
increasingly conducted in technologically driven surgical fields. 3D anatomical model-
ing is a popular method to visualize complex anatomical structures or regions. The few
existing 3D pelvic models fail in showing detailed anatomy, such as perirectal fasciae and
autonomic nerves. These models are generic models showing average anatomy rather
than patient-specific anatomy [14].

As described in Chapter 2, we have established a method to integrate heterogeneous
anatomical data in one single atlas [15, 16]. This chapter describes the creation of a
novel 3D virtual anatomical atlas of the pelvis, showing important anatomical relation-
ships and surgical risk zones: ‘The Virtual Surgical Pelvis.’ To avoid visualization of
anatomical misconceptions, pelvic cadaveric specimens have been histologically ana-
lyzed. Additionally, the first results of patient-specific 3D anatomical modeling will be
presented, which forms a basis for the work presented in Chapter 8 on patient-specific
surgical planning.

3.2. MATERIAL & METHODS

3.2.1. MATERIAL
Adult cadaveric specimens Two human adult female cadaveric specimens were ob-
tained through the NHS Leeds GIFT Research Tissue Programme1 from consented donor
bodies. Ethical approval was granted by the Northern and Yorkshire Regional Ethics
Committee, Jarrow, UK (unique reference number 11/H0903/6). The specimens were
retrieved during tissue donation autopsies performed at the St. James’s University Hos-
pital in Leeds. None of the specimens suffered from pelvic pathology at post mortem ex-
amination. The specimens were essentially pelvic exenterations, which involves the re-

1www.gift.leeds.ac.uk
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moval of all organs from the pelvic cavity, and comprised the whole en-bloc soft-tissues
kept in the bony pelvis from the pelvic brim to the perineum. These were transversely
sectioned at 1 cm after which the slices were dissected to fit in Super Mega Cassettes
measuring 74.8 x 52.5 x 16.5 mm (CellPath; Powys; UK). The tissues were rehydrated in
graded ethanol and xylene, and embedded in paraffin mega-blocks.

The Visible Korean Female The Visible Korean Female dataset comprising digitalised
transverse cryosections of a donor body was used for anatomical segmentation [17–19].
The donor body belonged to a female aged 26 years who died from gastric cancer. We
detected a rectocele and a small amount of intra-abdominal fluid, of which the latter
could be explained by metastastic disease. There was no other pelvic pathology. The
spatial resolution of the images was 5,616 x 2,300 pixels and the cross-sectional interval
was 0.2 mm. 910 consecutive images were selected comprising the whole pelvis from the
5th lumbar vertebra to the perineum.

3.2.2. METHODS
Histological staining and image acquisition adult cadaveric specimens The mega-
blocks were serially cut in 5 µm transverse sections. Every 50th section was collected
and stained with H&E resulting in a cross-sectional interval of 250 µm. Additional sec-
tions were collected from all mega-blocks for extra stains with Masson’s trichrome and
Miller’s elastin [20]. The stained glass slides were digitally scanned in Leeds with an Ape-
rio XT slide scanner (Aperio, San Diego, California, USA) at 20x magnification, creating a
resolution of 0.46 microns per pixel. The digital images were compressed with JPEG2000
quality 70 and viewed in Aperio ImageScope (version 10.2.2.2.2319).

Anatomical segmentation of the VKF dataset 910 selected images from the VKF were
loaded in Amira software version 5.3.3 (Amira, Oregon, USA). Structures of interest were
manually and semi-automically segmented (see Table 3.1). The voxel size of the image
stack was 0,1 x 0,1 x 0,2 mm. Our goal was to visualize the relationship of the perirectal
fasciae and autonomic nerves. Because it was impossible to identify and segment the
pelvic autonomic network in the VKF, risk zones were segmented showing where surgi-
cal damage of the autonomic nerves might occur. These risk zones were defined based
on the anatomical insights gained through the microscopic analysis. All segmentations
were exported as label files.

The Unified Anatomical Human The Unified Anatomical Human (UAH) representa-
tion [15, 16], described in Chapter 2, was used as a platform to combine all relevant
anatomical knowledge of the pelvis into a single anatomical atlas. The accompanying
UAHviewer is a software system facilitating interactive exploration of the anatomical at-
las in three linked views: one 3D view and two 2D views.

Image processing of the segmentation labels The segmentation labels of the VKF dataset
formed the basis of the atlas. The initial 3D reconstruction was created in DeVIDE [21]
using a Marching Cubes algorithm, followed by post-processing in Meshlab [22] to sim-
plify and smooth the automatically generated meshes. All anatomical structures were
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VSP atlas
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Figure 3.1: Schematic overview of the registration process through which MR images can be combined with
anatomical data captured in the VSP in order create a patient-specific model.

reconstructed in 3D and stored in the UAH. Since the segmentation labels corresponded
directly to the original cryosections of the VKF, the 2D images could be synchronously
linked with the 3D reconstruction in the atlas.

Registration onto patient-specific radiologic images Patient-specific MR images were
selected to register anatomical data contained in the atlas onto. A schematic of the regis-
tration pipeline can be seen in Figure 3.1). Volume registration is defined as the process
of establishing image correspondence between a source and a target volume. In this
project, the source volume was the dataset we wished to match, i.e. the volume of the
segmentation labels of the atlas. The target volume was the dataset we aimed to de-
form towards, i.e. the patient-specific MR images. We did not register the atlas directly
onto the MR images, but segmented in the MR images gross anatomical structures ex-
pected to undergo most inter-individual variation, such as the rectum and mesorectum,
uterus and vagina, bladder and bony pelvis. Firstly, a manual affine registration was per-
formed, which is a transformation of data and includes translation, scaling and rotations
to coarsely align the atlas and scan segmentation labels. Secondly, the atlas organs were
fully deformed to fit the patient-specific organs. The same transformations could be ap-
plied to anatomical structures not visible in the patient-specific MR images, such as the
risk zones, making the atlas information patient-specific. The entire registration process
was performed using DeVIDE [21], Slicer [23], and Elastix [24].

3.3. RESULTS
Adult cadaveric specimens To integrate the correct anatomical relationships of the
perirectal fasciae and autonomic nerves, cadaveric specimens were histologically anal-
ysed. The surgically famous ‘holy plane’ was bordered by the mesorectal and parietal
fascia. The mesorectal fascia (also referred to as the visceral fascia or fascia propria recti)
was the innermost fascia encircling the mesorectal fat. The parietal fascia (also referred
to as the presacral fascia, and sometimes mistakenly as Waldeyer’s fascia) was the out-
ermost fascia covering the presacral space. The pelvic autonomic network included the
hypogastric nerves, inferior hypogastric plexus, pelvic splanchnic nerves and neurovas-
cular bundles. This part of the pelvic autonomic nervous system was segmented as the
surgical risk zone containing the autonomic nerves. The hypogastric nerves and infe-
rior hypogastric plexus were located directly lateral to the mesorectal fascia, and conse-
quently the risk zones as well (see Figure 3.2). The pelvic splanchnic nerves originated
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Figure 3.2: Whole mount microscopic section of a female cadaveric pelvic specimen showing the precise rela-
tionship between the autonomic nerves (arrowheads) and mesorectal fascia (arrow). C: cervix; R: rectum; M:
mesorectum; MT: Masson’s trichrome. Scale bar window a: 6mm, window a.I: 1 mm.

UAH The Virtual 
Surgical Pelvis

MRI

UAHViewer

Patient-specific 
Surgical Planning

Visible Korean 
Female

Cadaveric 
Specimens

Input Output

Figure 3.3: Schematic overview of the development of the Virtual Surgical Pelvis (VSP). The input data are the
cryosections and label images of the Visible Korean Female, the information gained by histological analysis of
cadaveric specimens and patient-specific MR images. Through the Unified Anatomical Human representation
all this information can be combined and the VSP can be developed. The anatomical information captured in
the VSP can be viewed with the UAHViewer, OAHViewer and used for patient-specific planning.

from the sacral foramina, penetrated the parietal fascia and merged with the hypogas-
tric nerves building up the inferior hypogastric plexus. This part of the pelvic autonomic
nervous system was segmented as the risk zone containing the pelvic splanchnic nerves.

The Virtual Surgical Pelvis The VSP is a collection of all available anatomical data, in-
cluding the original cryosections of the VKF, label images and 3D reconstruction, of a fe-
male pelvis integrated in one anatomical atlas, as shown in the overview in Figure 3.3. It
contains surgically relevant anatomical structures and relationships, divided into several
anatomical groups: the bony pelvis, musculature, organs, vasculature, nervous system,
fasciae and risk zones (see Table 3.1). These risk zones are indicated as regions con-
taining the distal part of the superior hypogastric plexus, hypogastric nerves, inferior
hypogastric plexus, pelvic splanchnic nerves and neurovascular bundles. The perirec-
tal fasciae are reconstructed in 3D based on the spaces they delineate. The resulting 3D
pelvic atlas model can be seen in Figure 3.4.
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Figure 3.4: The complete VSP female pelvic atlas model, featuring the structures in Table 3.1 with the auto-
nomic nerve risk zones indicated in bright yellow.

The VSP can be applied in two important ways. Firstly, the VSP can be interactively
explored and annotated for educational purposes (see Chapter 4). Secondly, anatomical
structures or zones of interest captured in the VSP can be mapped onto patient-specific
radiologic images, such as preoperative MR images or CT images for pre-operative plan-
ning purposes (see Chapter 8). In this initial study, we registered the VSP to five MRI
scans of patients suffering from high-, mid- and low-rectal tumors (see Table 3.2). All tu-
mors were staged as being T3 or T4 tumors, meaning that these tumors grow deep into
the mesorectal fat (T3) or penetrate the mesorectal fascia (T4).

In Figure 3.5 the results of the registration process are shown. In the column on the
left we show the risk zones containing the autonomic nerves mapped to the patient-
specific MRI. The whole 3D volume is registered, but here we visualize the results on a
single slice. The column on the right shows patient-specific 3D models we were able to
reconstruct based on the registration results. We visualize patient-specific anatomy, as
well as an indication of the areas where nerve damage may occur, which are not available
from the MRI scans. Note that patient #5 lacks a uterus; this patient had undergone a
uterus extirpation.
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Category Structures
Bones/intervertebral discs Fifth lumbar vertebra

Lumbar disc
Os coxae
Sacral disc
Coccygeal disc

Muscles Iliospoas muscle
Piriformis muscle
Levator ani muscle
Coccygeal muscle
Bulbospongiosus muscle
Ischiocaversonus muscle
External anal sphincter

Organs Rectum
Bladder
Ureter
Uterus
Ovaries
Fallopian tubes
Vagina
Corpora cavernosa

Vasculature Arteries
Veins

Nerves Somatic nerves
Risk zones autonomic nerves
Risk zones splanchnic nerves

Fasciae Parietal fascia
Mesorectal fascia

Table 3.1: This table lists the anatomical structures and zones of interest that were segmented in the Visible
Korean Female dataset.

3.4. DISCUSSION

An excellent understanding of detailed pelvic anatomy must be part of every surgeon’s
compendium to operate safely in the pelvis. Good-quality TME relies on a comprehen-
sive understanding of the pelvic anatomy, and specifically the arrangement of perirectal
fasciae and nerves. To the best of our knowledge, we are the first to have developed a
solid method to build a virtual 3D anatomical atlas of the pelvis by combining hetero-
geneous anatomical data in one single atlas. The creation of “the Virtual Surgical Pelvis”
(VSP) concerns work in progress and to date, the VSP represents most important surgi-
cal anatomy of the pelvis and specifically reveals relationships between organs, muscles,
blood vessels, fasciae and somatic and autonomic nerves. Histological analysis of ca-
daveric specimens revealed the course of the autonomic nerves and their location just
laterally to the perirectal fasciae.

Anatomy of interest (either structures or zones) can be mapped onto radiologic im-
ages. The present work has shown that it is feasible to enrich patient-specific preoper-
ative MR images with anatomical data captured in the VSP. As a proof of concept, risk
zones of the autonomic nerves were mapped onto five patient-specific MRI scans. It was
possible to highlight the risk zones in the MR scans and single MR images as well as to
render a patient-specific 3D volume. To our knowledge, the VSP is the first anatomical
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Patient ID Patient Characteristics Registration Accuracy
1 Female Sørensen–Dice index: 0.99

71 years old
T4 mid-rectal tumor

2 Female Sørensen–Dice index: 0.99
92 years old
T4 high-rectal tumor

3 Female Sørensen–Dice index: 0.97
92 years old
T3 low-rectal tumor

4 Female Sørensen–Dice index: 0.99
58 years old
T3 low-rectal tumor

5 Female Sørensen–Dice index: 0.99
48 years old
T3 high-rectal tumor

Table 3.2: Patient information for the five selected MRI scans. The Sørensen-Dice index of the registration
outcome is listed additionally.

atlas allowing patient-specific 3D modeling rather than generic modeling. Preoperative
exploration of patient-specific anatomy in both 2D and 3D views helps surgeons to focus
on specific anatomy that is not visible in conventional MR images.

This work has some limitations. Currently, the VSP involves the female pelvis and not
suitable to explore (patient-specific) 3D male anatomy. In the future, we aim to segment
the Visible Korean Male dataset [17, 25] and enrich the VSP with a male pelvis. Further-
more, the pelvic anatomy as segmented in the VKF is not “complete” in a way that all
anatomical structures are included in the VSP. For example, the venous network is not
included as post-mortem venous distension hampered to identify the complete venous
network in the VKF. The atlas deals with potential anatomical variability in the individual
nerves by defining the risk zones in a broad region to account for all possible individual
variations. Further improvements in the atlas and a more specific definition of the risk
zones via cadaveric studies would have beneficial consequences for our application.

3.5. CONCLUSION
In conclusion, we are the first to have developed a novel method to build a virtual 3D
anatomical atlas containing heterogeneous anatomical data. This method is applicable
to every anatomical region. The first spin-off is the VSP: an anatomical atlas contain-
ing cryosections, segmentation labels and a 3D reconstruction of a female pelvis. The
VSP currently shows the intricate relationships between pelvic organs, muscles, blood
vessels, fasciae and nerves, but can be constantly enriched with new anatomical data
of different image modalities. As a proof of concept, we have shown that anatomical
data entailed in the VSP can be mapped onto patient-specific MR images. By visualizing
patient-specific anatomy either in 2D by enriching MR images or in 3D by reconstructing
a patient-specific model, we provided a basis for next steps in enhancing preoperative
surgical planning and decision-making.
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Figure 3.5: The row numbers correspond to the patient’s ID listed in Table 2. Column a shows the result of
registration of the atlas autonomic nerve-risk zones onto patient-specific MR images. Column b shows the
patient-specific 3D models. The bony pelvis is depicted in grey, the rectum in green, the vagina and uterus in
purple, the bladder in orange and the risk zones of the autonomic nerves in yellow.
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I N this part of the thesis, we present visualization methods related to the second goal of
the work focusing on medical education. By combining the anatomical knowledge on

the pelvis using the methods described in Chapter 2, we were able to build a complete
atlas of the human pelvis, the Virtual Surgical Pelvis (VSP), as described in Chapter 3.
We have developed a way to share the knowledge contained in the VSP with students
worldwide via the Internet, which is described in Chapter 4. This educational platform
supports 3D annotations, which makes it possible to further enrich the VSP with knowl-
edge, or quiz students.

The VSP does not take topological anatomical variations in branching structures,
such as the arteries into account. To visualize anatomical variations such as these for
educational purposes, we have developed an interactive application that is described in
Chapter 5. The application reveals similarities and dissimilarities in sets of variations,
based on graph representations of the structures.





4
WEB-BASED ANATOMY EDUCATION

Human anatomy, the study of the structure of the human body, is complex and as early
as the late bronze age, people have been trying to gain insights into the functioning of the
human body. Nowadays, resources such as books and software are available to educate
medical students. Nonetheless, these media usually have some restrictions; anatomical
images in books present static views and do not allow readers to freely explore the infor-
mation, while software tools often present an idealized average human anatomy.

In this work, we introduce the Online Anatomical Human (OAH), a web-based viewer for
studying anatomy. It is based on real human anatomy and incorporates medical image
data in linked 2D and 3D views that students can freely interact with. Our application is
the only to support both 2D and 3D views based on real medical imaging data. The main
goal of this anatomical online resource is to serve as an educational platform available
to anyone with access to a modern web browser. Our solution allows users to annotate
regions, add comments, and provide hyperlinks to additional media. By making our work
accessible to medical experts, we can ensure an increasing amount of information, lead-
ing to an ever-growing gain in educational value. The OAH is currently used in an Massive
Open Online Course (MOOC) to teach anatomy of the pelvis and made available to stu-
dents worldwide via the web.

This chapter is based on the following publication: Noeska Smit, Cees-Willem Hofstede, Annelot Kraima,
Daniel Jansma, Marco Deruiter, Elmar Eisemann, and Anna Vilanova, "The Online Anatomical Human: Web-
based Anatomy Education", Proceedings of EuroGraphics Education Papers. 2016 [1], which was based on work
performed by Cees-Willem Hofstede in his Master thesis [2].
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4.1. INTRODUCTION
Human anatomy is the science of shape and structure of the human body. One of the
oldest known papers on human anatomy, known as the Edwin Smith Papyrus, dates
back to approximately 1700 BC and still today, most education on anatomy is based on
books [3]. Even though software exists in addition, the presented anatomical models
are often idealized and only an artistic rendition of the real anatomy. There are also
cases in which no consensus is reached among anatomical researchers regarding the ex-
act configuration of certain anatomical structures, but current resources have no way of
indicating potential alternatives. Even if a consensus is reached, many outdated books
remain accessible and it might prove futile trying to update all resources.

The Unified Anatomical Human (UAH) [4, 5] is a software system that was developed
to allow anatomical researchers to store, query and visualize heterogeneous anatomical
data stored in a schemaless database. In the associated UAHViewer prototype, users can
interact with this database using a 3D view linked with 2D slice-viewers. Heterogeneous
spatial and non-spatial data from different sources can be represented, as well as rela-
tions between this data. Currently, the UAH database is focused on the human female
pelvis and contains a 3D atlas of the pelvis built through manual segmentation of the
Visible Korean Human dataset [6–8].

In this paper, we present the Online Anatomical Human (OAH), an online viewer
and annotation system for anatomical information developed for educational purposes.
Similarly to the UAH system, it is based on real human anatomy and incorporates medi-
cal image data in linked 2D orthogonal slice-based views and 3D views, but runs entirely
in a web browser. This property makes our OAH solution a good choice for educational
purposes, as it is basically available to anyone with an internet-enabled device. A screen-
shot is shown in Figure 4.1.

Within OAH, a user can interact with the 3D model and 2D slices of a real medical
data set to gain a better understanding and improve the mental mapping between the
two domains. The latter is a critical skill since imagining modalities have been intro-
duced in clinical practice. While interpreting medical scans, such as MRI and CT, used
to be done mainly in radiology departments, nowadays scans are available in digital
form throughout the hospital and many specialists examine the images directly. Con-
sequently, for medical students, it is important but challenging to mentally reconstruct
a 3D model based on 2D images, as well as to relate 3D anatomy to 2D medical imaging
data.

Additionally, by allowing medical experts to share their knowledge via annotations
and hyperlinks, our representation becomes an online database, able to keep track of
a variety of information and the most recent developments. Finally, the 3D annotation
system has several additional purposes; it can be used by teachers to indicate anatomical
landmarks, lines and regions, or to acquire different expert opinions on, e.g., optimal
incision lines for surgical procedures. The annotation can also be used by students, to
verify their understanding of the presented material or to ask questions. In consequence,
our solution is highly valuable for educational purposes. Finally, our approach can be
interacted with by using a Leap Motion. Hereby, the application can be controlled via
hand and finger gestures. Besides a general ease of use, this possibility is of advantage
when using the OAH during a medical practical.
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Specifically, the contributions of this chapter are as follows:

• A prototype tool, the Online Anatomical Human, capable of providing the user
with linked 2D and 3D anatomical information for educational purposes via a web
browser;

• An open platform to enable users to annotate anatomical structures in 3D, leading
to an ever-growing wealth of information;

• 3D interaction techniques via hand and finger gestures.

The remainder of this chapter is structured as follows. In Section 4.2, we provide back-
ground information on teaching anatomy to medical students and present related work
in Section 4.3. In Section 4.4, we introduce the Online Anatomical Human application
and its educational value. Section 4.5 provides implementation details and presents
methods developed to support annotation. Finally, we conclude the paper and present
an outlook on potential future directions in Section 4.6.

4.2. BACKGROUND
Human anatomy is an important part of the curriculum for future doctors, but also ra-
diographers, dentists, physiotherapists, nurses, paramedics, and many other health pro-
fessionals. Anatomy education typically consists of several teaching methods varying
from lectures to dissection of bodies (gross anatomy).

One way of teaching anatomy is a regional approach, where the human body is di-
vided in physical regions, such as the abdomen and lower extremities. Organs and tis-
sues are also studied in relation to one another [9]. Alternatively, one can use a systemic
approach, where the focus is on systems, such as the vascular or respiratory system as a
whole.

To support the learning process, a wealth of written and visual material exists (text-
books, diagrams and photographs). Additionally, an important component of the cur-
riculum is the more practical way of learning by dissecting and inspecting human bod-
ies. During a dissection, the students can explore a human body themselves, whereas,
during a prosection, the students either observe an experienced anatomist perform a
dissection or they examine a previously-dissected specimen themselves.

An important observation is that textbook anatomy is vastly different from what is
experienced in dissection, which in turn is different from what is experienced in clin-
ical practice (when examining patients directly and using medical imaging). However,
this link between the different modalities is vital in the education of the students. While
books can present illustrations of 3D patient anatomy or 2D medical images from scan-
ners, they are static and cannot present a direct and consistent link between both. In
dissection, only 3D information is available and the link to corresponding 2D informa-
tion can be unclear.

4.3. RELATED WORK
In this section, we describe several tools with a similar educational goal, followed by
a description of related literature around 3D structure annotation. Finally, we shortly
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Figure 4.1: Main window of OAH: The structure list is available on the left for selection and showing or hiding
(groups of) structures. In the center, the 3D model is shown. On the right, orthogonal 2D sliceviewers are
available.

discuss 3D graphics rendering in a web-browser and alternative input devices.

3D anatomy education Estevez et al. evaluated the use of 3D visualization in teach-
ing neuroanatomy and concluded that 3D physical modeling is an effective method for
teaching spatial relationships of brain anatomy [10].

Web interfaces for anatomy atlases have been around for over ten years. In the be-
ginning, these interfaces did not work well enough in terms of interaction speed to re-
place existing atlases in books [11]. Only recently, using new techniques, such as WebGL,
full 3D applications are feasible in the browser. Zygote Body was introduced by Blume
et al. [12] in 2011, at the time under the name Google Body. The tool features a full
overview of the human body, male and female. It originally contained a feature to add
an annotation point, consisting of a position and a note. Single annotations could be
shared via a special url. The shown anatomy stems from a model designed by artists and
not from medical imaging data, in consequence, it is not always representative of real
patient anatomy.

Qualter et al. introduced the Biodigital Human [13]. This tool has since grown to
be the most feature-rich WebGL anatomy platform. It again only supports pinpoint an-
notations (with a label and description). Region annotations or line segments are not
available, often making it impossible to give a detailed indication of the relevant part of
a structure. The complete view and setup, including annotations, can be shared with
other users. The model is again not created from real anatomical data, but a manually-
modeled artistic generalization. 2D medical images are therefore not available.

InnerBody [14] is another human body exploration tool. It does not feature a 3D
model, but a collection of illustrations. The tool offers various anatomical systems, such
as the vascular or lymphatic system, to be explored in detail. For each system, a hierar-
chical list of structures and sub-structures is available. When a structure is selected, an
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interactive 2D illustration is shown.
In the Anatomography project, anatomical polygonal surfaces are made freely avail-

able via the dataBodyParts3D website for educational purposes [15]. Acland’s video atlas
of human anatomy provides videos of dissections online via a subscription service [16].
4D Anatomy Online is a subscription-based online education platform that provides
dissection-simulation resources based on dissection images [17]. Furthermore, apps
have been developed aimed at mobile phones and tables such as Anatomy 4D by DAQRI
and the Human Anatomy Atlas by Visible Body.

The main difference with other applications is that our approach supports both 2D
and 3D views using real medical imaging data.

Annotation of 3D structures When looking at depictions of anatomy in books, such as
the works by Agur and Dalley [18], Platzer et al. [19] and Attene et al. [20], several types
of annotations are used. For larger regions, an internal label is shown directly on top of
the depicted structure, whereas interesting landmarks can be labeled externally with a
connecting line to the point of interest [21]. In the work by Platzer et al., color is used
to distinguish different tissue types, whereas Attene et al. use color to label sub-parts in
a larger model covering the entire human body. To allow users to make similar annota-
tions, we examine several methods and systems for the annotation of surface meshes.

A digital example of interactive direct painting on a mesh, within a web-browser,
is DeathPaint [22]. In principle, this technique could be used to annotate regions on
anatomical structures. Due to the restriction to WebGL, Deathpaint uses a color-picking
technique to choose a drawing location. Our approach uses a similar technique, but
does not require pre-rendered textures and works even for new models without any pre-
processing. Other tools, such as Space Pen [23] allow users to annotate 3D models with
text comments positioned in 3D space by directly drawing on a model. It is web-based,
but requires external plugins and runs only in older versions of Internet Explorer. Gor-
gan et al. [24] also aimed at medical education and support a pen-based annotation in
2D and 3D, but the software needs to be installed and is not web-based. Furthermore,
all these solutions only support freehand annotation.

Drawing lines on 3D surfaces is not straightforward. Bonneau and Hahmann [25]
discuss several methods. One way is to let the user draw a line segment on the screen,
which is point sampled. Through each sample point, a ray is cast to find the correspond-
ing surface intersection (alternatively, a projection method can be used [26]). However,
these surface points need to be connected and might be far apart at occlusions or in
high-curvature regions. The main method of Bonneau and Hahmann only considers the
two segment endpoints and use an adaption of Dijkstra’s algorithm [27] to find a shortest
path on the surface. This path is then smoothed to yield the final annotation. Unfortu-
nately, the generated curve will usually deviate from the user-defined line segment and
not appear straight.

3D graphics in a web-browser An elaborate survey of 3D web graphics techniques can
be found in the survey by Evans et al.[28]. In order to reduce the stress on client com-
puters, Blazona and Mihajlovic [29] proposed a method of in-server rendering. In this
approach, the rendering process is performed by the server and only the resulting im-
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Figure 4.2: When selecting an element in the original pelvic model (left), the other structures become semi-
transparent. Hereby, we optimize visibility, while maintaining an anatomical context (right).

agery is sent to the client. This solution increases the load on the server when many
clients are present. The release of WebGL made rendering complex 3D medical data
within the browser feasible [30]. WebGL quickly gains in popularity and is supported by
all major modern browsers. Since our models are relatively lightweight, and we expect
many clients in a Massive Open Online Course (MOOC) context, WebGL suits our needs
best.

Input devices A thorough overview of several input devices for 3D interaction can be
found in the survey by Chris Hand. [31]. Standard interaction is based on a computer
mouse and keyboard. The mouse is essentially a 2D device and in case a 3D scene is
rendered, interaction can become counter-intuitive. Gallo et al. [32] proposed a method
for model interaction with a Wiimote, the wireless Nintendo Wii controller. Since this
device can be controlled in the air, the user is not limited to the typical 2D mouse in-
teraction. 3D devices usually map motion more intuitively on 3D interaction. The Leap
Motion, which was released in 2013, captures hand gestures in the air. Unlike when us-
ing the Wiimote, there is no need to hold anything in your hands. Weichert et al. [33]
concluded that the device is robust enough to use in applications requiring a high level
of accuracy for in-the-air movement. The average measured accuracy was 0.7 mm, while
the accuracy attainable by a human hand is 0.4 mm on average.

OAH was inspired by the research and tools described above, but none of the men-
tioned tools use real anatomical data. The OAH features a 3D model combined with the
2D medical image data from which it was created. It is also the first such system to allow
region and line annotations on anatomical 3D models in a standard web-browser. Be-
sides keyboard and mouse, our application also supports 3D input devices, such as the
Leap Motion to enable interaction without touching a device, which is crucial during
medical practicals.

4.4. THE ONLINE ANATOMICAL HUMAN
This section describes the application and design of the OAH system. First, we describe
the data used by our approach. We then describe the interface and available features,
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including the annotation system. Finally, we describe the interaction options.

4.4.1. DATA

OAH uses the VSP atlas, which is described in chapter 3. The final model consist of 28
structures divided into 6 groups. When all structures are loaded, the complete model
consists of 666992 faces and 323280 vertices. For the 2D slice-based views, we have 910
transversal, 134 coronal and 246 sagittal images. To reduce loading times, we downsam-
pled the images and added an internal setting to limit the number of images loaded in
the browser. The latter can also be automated based on the connection speed of the
user. Instead of showing cryosectional slices, it is also possible to show other imaging
modalities (e.g., CT and MRI).

4.4.2. FEATURES

The OAH interface can be seen in Figure 4.1. Users are able to interact with the 3D model
and browse through the linked 2D cryosectional and segmentation slices on which the
3D model is based. Structures can be selected directly in the 3D view or by choosing
them from a nested list of all available elements. Whenever a structure is selected, the
non-selected elements become semi-transparent to prevent occlusion, while preserving
anatomical context (see Figure 4.2). Further, query results from the UAH database, such
as literature associated to the selection, become available to the user. Additionally, the
user can decide to hide or unhide a selected structure.

Once a user finds an interesting view of the 3D model, it is possible to store the cam-
era position. Such camera views can also be retrieved and make the camera move from
its current view to the selected one via a tweening animation. These interactions help
students familiarize themselves with the anatomical structures and their relations. They
can learn their names and even find related literature easily.

To ensure that students understand the link between 2D medical imaging and 3D
anatomy, the 2D cryosectional images, which were used to create our 3D model, as well
as the corresponding segmentation labels, are made available in the OAH in transversal,
coronal and sagittal directions. For each of these three directions, a ’sliceviewer’ is avail-
able (see Figure 4.3). Each view is linked, hence, updates in one view are automatically
propagated to all other views. One update relates to the movement of a cross-haired
marker shown in each 2D sliceviewer and the 3D view. The axes of these markers are
color-coded according to corresponding global directions. Whenever the crosshair is
moved, all point representations in all views move accordingly, including the 3D point in
3D space. In each sliceviewer, one axis is invisible and represented by the stack of images
associated to it. The user can scroll through the image stack using the mousewheel.

Our system also supports annotations. Teachers can use these to provide details re-
garding the structures, such as landmark names. Additionally, the annotation system
can be used to evaluate student performance, by asking them for instance to indicate
certain landmarks on a blank model. The same system is also suitable for the students
to indicate relevant areas when asking questions about structure details.

Examples of different annotations made in the OAH are shown in Figure 4.4. We offer
three solutions to place annotations directly on the 3D mesh, which are detailed below.
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Figure 4.3: The sliceviewer provides three orthogonal slicing planes in the transversal, coronal and saggital
directions through the cryosection and segmentation data in a linked 3D (left) and 2D (right) representation.
The crosshair lines show the currently selected point.

Landmarks are single points on the surface of an anatomical structure, used to either
label an exact point, or to sub-label a structure without a specific region. We illustrate
such landmarks with a small sphere at the selected point, so that it is visible from both
sides of the surface.

Regions are used to coarsely annotate regions of structures. It can be useful when, for
example, two parts of a structure need to be distinguishable, but the actual border is not
evident. The method uses a brush, which makes annotations of large areas simple and
quick. In our brush metaphor, all vertices within the brush diameter are colored and a
fadeout can be defined to indicate the precision of the annotation. When two parts of
the model are close together, we ensure that our brushing method does not overflow into
the disconnected region of the model.

Line annotations are used when precision is needed. While regions have a fuzzy fade-
out, lines are accurate. They can be set to form a region contour by connecting start and
endpoints. Line segments can be drawn in two modes. The first mode, only uses a line
segment drawn by the user. Our approach finds a path on the surface, whose projection
matches the user input, while handling surface discontinuities. The second mode adds
such line segments continuously, while the pointer is moving over the model.
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Figure 4.4: In this annotation view, pelvic bones are shown with landmark, region and line annotations.

4.4.3. INTERACTION

Our system can be used entirely with a mouse and the user can click (and drag) to navi-
gate and define annotations. However, one particularity of the OAH is its support of the
Leap Motion. It is a sensor capturing input via hand and finger gestures, which can also
be used alongside the keyboard and mouse. It registers full 3D positioning, making it
particularly suitable for 3D interaction. The fact that the device works touchless, is par-
ticularly useful if OAH is used during anatomical dissection classes because students do
not need to clean their hands, as they would using standard input devices. Additionally,
the Leap Motion provides a playful way for students to interact with the models and can
be used for demonstration purposes.

When using the Leap Motion in conjunction with a mouse, the user can rotate and
zoom the camera with one hand, while the other hand is used to control the mouse for
annotations. This process is similar to holding the model in one hand, while painting
with the other. It is also possible to annotate using only the Leap Motion, when involving
both hands. To represent a click the user opens the left hand and points with one finger
of the right hand to the screen. When the left hand is closed, the pointer will act as if a
click was performed. Controls can be inverted to support left handed interaction.

4.4.4. COURSE SETUP

The OAH system is used in an upcoming Massive Open Online Course (MOOC) as an
interactive part of a Coursera course on human anatomy. This online course is aimed
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at large-scale participation and open access via the internet to students worldwide. In-
structors provide questions on the anatomy of the pelvis, which students need to answer
by interacting with the OAH. Through these questions, which can have different goals,
mutual relations between organs and their clinical relevance are interactively explored
by students.

A first goal is to focus on important organs in order to better illustrate their shape,
extent, and location. For example, ’Show in three cross-sections that the Douglas Pouch
is the deepest part of the peritoneal cavity. Which organs border this cavum?’.

Another type of questions deals with relations between organs. For example, ’Explain
what peritonitis is and what symptoms it causes’. The answer here would be abdominal
pain, but also vaginal pain, due to the close proximity of the peritoneum to the vagina.

Questions can also be oriented towards risk investigations, which can lead to aware-
ness of typical pathologies in certain organs. For example, ’A small kidney-stone is able
to travel through the ureter to the bladder. Where can it get stuck along the way and what
type of pain can this cause?’. Here, the students will find that the most critical point is
crossing of the ureter and the Arteria Iliaca.

Further, the students can be trained in communication. For this purpose, they can be
asked to first identify all possible illustrations from the data set and present the finding
to a colleague or patient. For example, ’Show the potential problem points for a kidney-
stone in the 3D model as well as on all cross-sections revealing these points. Then choose
the representation that is most effective in illustrating this case and present it to the pa-
tient.’

Finally, our system also allows us to verify the quality of the 3D model by comparing
it to the segmented medical images. Similarly, students can be trained to find deviations
from scanned data, hereby, learning to better interpret the scans.

Through interaction with the OAH, these various types of questions can lead students
to gain a deeper insight into anatomy. Hereby, they will not only be familiarized with
the organs themselves, but also develop an understanding of their relationships and the
symptoms caused by various pathologies.

4.5. IMPLEMENTATION
In this section, we describe the techniques and libraries that were used during the devel-
opment of OAH. Further, we give insights into implementation details.

Libraries For the rendering of the 3D views, we use WebGL to utilize the power of the
graphics card inside of a web-browser environment. Since 2011, WebGL is rapidly gain-
ing in popularity and support by all major browsers, including those in mobile devices.
The project relies on Three.js, a javascript framework that simplifies the way of work-
ing with WebGL. A challenge is to keep the system as lightweight as possible to ensure
a smooth execution even on tablet computers. Consequently, models should be of rea-
sonable size, while maintaining enough detail to be anatomically correct. We converted
the models to a JSON format which can be directly imported in Three.js.

To translate movement detected by the Leap Motion, we use Leap.js and threeleap-
controls. The latter converts gestures to camera transformations. Leap.js is required to
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get information from the device and used it to map hand and finger movement to the
pointer control.

jQuery and jQuery UI were used for the interface. jQuery UI offers several widgets
to create the menus and contains a widgetfactory to build custom stateful widgets. The
latter was used for the 2D sliceviewers, which can be displayed within the 3D view as
sliceplanes to illustrate their spatial relation to the model. There is always one 3D in-
tersection point of these slices. Whenever a change is made in one of the sliceviewers,
the location of this point updates in all views, which is triggered by a DOM event. As in
the system presented in Chapter 2, literature is linked to the anatomical structures and
annotations. We maintain this information in a MongoDB database and PHP is used to
communicate with this database.

Annotation Implementation At the core of our annotation functionality is the selec-
tion of a point on the 3D surface. Raycasting is the most-commonly used technique.
Although accurate, a ray test against all primitives is too slow. While octrees or spatial
indexing methods [34] are standard, they increase memory usage for larger models and
lead to increased preprocessing times, which makes it a suboptimal choice for mobile
devices. Instead, we turned to offscreen rendering.

The drawback of Slack’s offscreen method [22] is the use of a predefined color texture,
which requires texture mapping of the models and can introduce artifacts, especially at
texture seams. Our method does not require such a pre-generated texture. We use an
offscreen render target into which the model is rendered with a distinct color for each
face. The color of the pixel underneath the cursor then directly reveals the selected face.
To this extent, we convert the model’s face indices to hexadecimal values, which are used
to determine the corresponding RGB value [35]. For example, index 8128 is 0x1fc0 in
base16, which would translate to the RGB triplet R = 0, G = 31, B = 192. Using 8-bit color
depth, 2563 = 16777216 faces can be distinguished, which is enough for our purposes.
Although this technique requires an extra render pass, the buffer is only a single pixel in
size, making it highly efficient. If needed, one can then compute the actual intersection
point by testing only the recovered single face against the ray.

For our other two annotation types (regions and lines), we rely on topological infor-
mation. Unfortunately, in Three.js, the connectivity of models is not directly accessible.
Each face has a list of its vertices, but there is no easy way of finding the face connected
to a vertex, or to find vertices forming an edge. We used the work of Stemkoski [36] to
transform the geometry into a topological structure. Hereby, mesh traversal and path
finding become much simpler.

For the region brushing, we need to find all vertices within the diameter of the brush
and color them according to their distance. We first detect the central face and then
perform a forward search approach on the mesh to select all vertices within the brush
radius.

For the line annotation, we first project the two endpoints of the segment on the
surface. We then virtually cut the entire model by the plane defined by camera center
and the drawn segment. Hereafter, we launch a shortest path algorithm from the first to
the second projected endpoint, traveling only on the newly created intersection edges
between the mesh and the cutting plane. As all traversed edges do project exactly to the
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drawn line segment and the shortest path algorithm only proceeds on connected edges,
the resulting path on the surface is continuous, precise, and stable under high curvature.

4.6. CONCLUSION AND FUTURE WORK
In this chapter, we presented the Online Anatomical Human (OAH), an online viewer
and annotation system that is of interest to both students and experts. It makes 2D and
3D anatomy based on medical imaging data available to anyone with an internet con-
nection, as it runs entirely inside of a web-browser and avoids any kind of installation
procedure. Besides interactive exploration, users can annotate the model directly in 3D
by adding landmark, region and/or line annotations. We support the use of the Leap
Motion, enabling an intuitive and playful way to interact with the system. The OAH has
been used in a Massive Open Online Course (MOOC) to allow students to learn about
the relation between 2D and 3D pelvic anatomy in an interactive environment.

In the future, we intend to use our OAH system to perform large-scale user studies
with students from the MOOC. Furthermore, since experts might disagree regarding cer-
tain annotations, visualizing combined opinions and offering intuitive ways to explore
this information is an interesting future challenge.
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5
VISUALIZING ANATOMICAL

VARIATION IN BRANCHING

STRUCTURES

In the Chapter 4, we described how to reach students worldwide to educate them in pelvic
anatomy, but this teaching method does not accommodate for topological anatomical
variations in branching structures. Anatomical variations are naturally-occurring devi-
ations from typical human anatomy. While these variations are considered normal and
non-pathological, they are still of interest in clinical practice for medical specialists such
as radiologists and transplantation surgeons. The complex variations in branching struc-
tures, for instance in arteries or nerves, are currently visualized side-by-side in illustrations
or expressed using plain text in medical publications.

In this work, we present a novel way of visualizing anatomical variations in complex
branching structures for educational purposes: VarVis. We propose a novel graph rep-
resentation to provide an overview of the topological changes. Our solution involves a
topological distance metric to deliver insights into the similarity of variations. Further,
the graph is linked to associated 3D surface representations of patient-specific CT-data
or anatomical illustrations. We also incorporate additional information regarding the
probability of the various cases. Our solution has several advantages over traditional ap-
proaches, which we demonstrate by an evaluation.

This chapter is based on the following publication: Noeska Smit, Annelot Kraima, Daniel Jansma, Marco
DeRuiter, Elmar Eisemann, and Anna Vilanova, "VarVis: Visualizing Anatomical Variation in Branching Struc-
tures", Proceedings of EuroVis Short Papers. 2016 [1]
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Figure 5.1: Gastroduodenal artery variation illustrations [6]

5.1. INTRODUCTION

Anatomical variations are natural variations in anatomy, which are considered normal
and non-pathological. The variations of anatomical structures such as bones and or-
gans consist mainly of geometric differences in size and shape. For branching structures
such as the vascular and nervous system, the variations can be more complex and in-
clude changes in topology. Among these structures, veins vary the most, while nerves
are the least variable [2]. Prominent examples of complex variations are missing struc-
tures, extra structures, different connectivity patterns, or different relations to surround-
ing structures. First introduced by Vesalius in Humani Corporis Fabrica (1542), the vari-
ations are still clinically relevant today [3]. Knowledge of existing variations and their
occurrence frequencies are essential in order to correctly diagnose and safely treat pa-
tients [4]. Vascular variations specifically are important for many interventional proce-
dures and, thus, for radiologists, vascular surgeons, transplantation surgeons, but also
neurosurgeons who perform surgery on aneurysms and malformations in the brain. For
example, in hepatic transplant surgery, preoperative knowledge of vascular and biliary
anatomical variations is mandatory for surgical planning. It helps reduce postoperative
complications for both the organ donor and the recipient [5]. After initial discussions
with collaborating domain experts, we elicited the aspects of interest to them in an edu-
cational setting. Relevant knowledge includes finding out what types of variations exist,
how often they occur, which of the variations are similar, and what the differences be-
tween variations are. Especially the quick discovery of the most common variations is
relevant to them because the chances of encountering them in clinical practice are the
highest.

The current way of presenting and acquiring knowledge on variations is either based
on textual information or depiction. For the first case, the reader has to construct a men-
tal model of the exact variations, which can be challenging. More common is the use of
simplified illustrations exemplifying the different layouts side by side (See Figure 5.1). In
these illustrations, it is not clear how to visualize the complete range of variations en-
tirely when many possibilities exist, leading to a significant visual overload. Further, in
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case of complex anatomical structures, illustrations easily become too difficult to inter-
pret. The links between topological changes are often challenging to understand and
too manifold to organize easily in an illustration. Further, the additional information re-
garding the probability of the various cases in form of numeric values is hard to interpret
simultaneously. Currently, nothing is done to emphasize similarity and dissimilarity be-
tween variations. Comparing two individual variations is doable, but it becomes more
challenging as soon as more than two need to be compared. It is also not possible to
identify groups of similar variations or to examine probabilities of group occurrences at
a single glance.

We propose an interactive visualization application for anatomical variations, which
allows the user to compare and explore variations of branching structures interactively
for educational purposes. We consider two potential input sources: anatomical illus-
trations and medical imaging scans. Our visualization technique shows a simplified ge-
ometrical surface representation and a topological graph-based representation of the
hierarchy. Using our application, users can gain insight into existing variations and their
differences and similarities. Specifically, the contributions in this chapter are: 1) Inter-
active visualization of the variations and the differences between them based on their
graph representations combined with a topology similarity metric. 2) A summary tree
view, synthesized by a graph-matching algorithm, which allows users to explore local
similarities and differences between multiple complex anatomical variations interac-
tively. 3) An interactive prototype application, which offers various ways to explore the
graphs, linked illustrations, and anatomical geometric and volumetric representations.
In the following, we will discuss related work (Section 5.2), our representation and vi-
sualization methods (Section 5.3), and implementation details (Section 5.4). We then
present the results (Section 5.5) and an informal evaluation with experts (Section 5.6).
Finally, we conclude and give an outlook on future work (Section 5.7).

5.2. RELATED WORK
To the best of our knowledge, there is no prior work in developing interactive tools to ex-
plore anatomical variations in branching structures. Morphological variations in organs,
however, were represented and visualized in the context of the VOXEL-MAN project [7,
8]. By using a medial representation of an organ population, the authors propose a com-
pact representation of shape variation. This representation is intended to include size
and shape variation, but cannot describe topological differences. Graph representations
have been proposed for medical applications in previous work. In the field of neuro-
science, Stam and Reijneveld [9] used a graph-theoretical analysis on the complex net-
works in the brain. They state that the brain can be represented as a network with a
small-world structure. Rubinov and Sporns [10] presented work on using complex net-
work measurements to characterize brain connectivity. These measurements are not
applicable to branching structures, since we cannot assume anatomical structures to
adhere to the same characteristics as brain connectivity. Crippa et al. [11] used graph av-
eraging to compare multichannel EEG coherence networks. By computing the distance
to an application-specific mean graph, individual trees can be quantitatively compared.
Perez et al. [12] measured and quantified geometric and topological properties of vascu-
lar trees in fundus images of the human eye. Unfortunately, these quantitative measures



5

60 5. VISUALIZING ANATOMICAL VARIATION IN BRANCHING STRUCTURES

Figure 5.2: Two example variation trees based on illustrations (a,b) and the resulting summary tree (c).

do not help the anatomical understanding of the topological differences and similarities
between the graphs.

Further related work has been done in extracting graphs from medical-imaging ac-
quisitions. The prior art closest to our work was presented recently by Al-Awami et
al [13]. In their Neurolines work, they successfully apply a subway metaphor to visualize
complex neuronal connectivity data. Their work focuses on scalable interactive visual-
izations for large data sets, but does not attempt to summarize topological variations,
nor establish relationships between variations. Zhang et al. [14] propose a method to ex-
tract a graph representation automatically for the hepatic arteries in contrast-enhanced
CT data. Kruszyński et al. [15–17] applied graph representations in biology in order to
quantitatively compare coral colonies. In their work, they propose morphological mea-
sures to quantify the variation based on skeletonized CT-scans of corals. The output of
their approach is a statistical distribution of the morphological features they measure
per graph visualized in histograms. None of these methods provides a way to visually
represent variations in a summarized tree-like structure based on topology.

Considerable research has been done to find ways of optimizing the layout of nodes
in a graph [18–22], but a full review of these techniques is out of the scope of this paper.
Won et al. [23] use a simulated annealing approach for the layout of the abdominal aor-
tic vessel tree. Using articulated rotation, they project the 3D anatomy to a 2D plane and
optimize the orientation of the branches to avoid overlap. Barsky et al. [24] propose a
biologically-guided graph layout in their Cerebral system. Using small multiple views of
different experimental conditions, they allow the biologists to analyze molecular inter-
action graphs. Of all these graph layout algorithms, none is directly suitable for a graph
representing anatomical branching structures in an anatomically familiar and consis-
tent way. They form a good basis and we rely on a force-directed solution for our layout
algorithm.

In order to create a summary of the variations, we require a special form of graph
matching. Exact graph matching is an NP-hard problem [25], but heuristic approaches
have been proposed such as inexact graph matching [26]. In his survey on tree matching,
Bille [27] describes methods for comparing labeled trees and discusses the concept of a
tree edit distance, based on simple local operations of deleting, inserting and relabeling
nodes. Closely related to graph matching is graph averaging, or finding the mean of a set
of graphs. For this, the concept of a graph edit distance is used, which can be defined as
the number of operations needed to turn one graph into another. Bunke and Kandel [28,
29] describe the mean of a pair of graphs as a graph that minimizes the sum of graph edit
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Figure 5.3: An individual variation tree on the left with the associated linked medical imaging data and surface
representation on the right.

distances between them. Jiang et al. [30] propose the concept of a median graph among
a set of graphs, which minimizes the graph edit distances to the whole set of graphs. For
our specific anatomical variation summarization, we are looking for an algorithm that
can guarantee anatomical correctness. The previous work in graph matching does not
consider anatomical information, and does not preserve its correctness. The concept of
a graph edit distance, however, is a good candidate for a similarity metric to define the
distance between graphs.

5.3. VARVIS

5.3.1. REPRESENTATIONS
In this section, we discuss the construction of the main components for our VarVis method:
the graph representation, the summary-tree generation and the topology similarity graph
construction.

GRAPH REPRESENTATION

There are two possible inputs for VarVis. First, we can visualize anatomical variations
based on illustrations currently used to convey variation information, such as the ones
in Figure 5.1. From these illustrations, we manually create nodes for every endpoint
and junction and define the connectivity by placing edges between these nodes (see Fig-
ure 5.2). A second potential input for VarVis consists of centerlines extracted from medi-
cal scans, such as contrast-enhanced CT-scans. In this way, we can describe anatomical
variations directly from medical imaging data (see Figure 5.3). To transform a CT scan
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Figure 5.4: The matching algorithm starts at the matched endpoints of the source and summary trees. It tra-
verses to the root in both trees, adding labels and merging nodes along the way to the summary tree.

with extracted centerlines into a tree, we proceed as follows. We extract the centerlines
based on the work of Antiga et al. [31], which uses a segmented surface representation of
the vessel tree. From these centerlines we encode the topology of the branching struc-
ture in form of a graph. In our context, the resulting structure will form a cycle-free tree.
Vascular structures always exhibit a source (main vessel) that is branching from there to
reach specific regions. We assume that each endpoint of the graph will be feeding one
specific organ or region, except for the source, which we make the root node of the tree.
In this way, endpoint correspondence between different graphs is established. In case
the tree is generated from medical imaging data, and the annotation in a first tree has
already been done, we can rely on this information to make an initial guess for the organ
membership of any unidentified endpoints in a second tree. We rely on the Euclidean
distance of the corresponding 3D locations of the endpoints in a labeled volume, after
registering the unlabeled source volume to it. In many cases, this step is successful, but
the user can still perform manual adjustments. The latter option is also used in case of
illustration-based variations, for which no volumetric data exists. Finally, we make the
graph edges directed going from the endpoint nodes towards the root node. The result-
ing graph encodes vessel connectivity and the topological branching. To facilitate the
matching process, in every node we store the labels of the endpoints they feed.

SUMMARY-TREE GENERATION

To be able to identify the exact local differences and similarities between trees, we create
a summary tree of the variations for two or more given individual trees. This summary
tree will encode a matching between individual tree nodes and can then be used to in-
teractively navigate through the topological differences and similarities. An example of
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Algorithm 1 : Graph matching

1: \\Summary tree: Ts = (Ns ,Es ), Source tree: To = (No ,Eo), N: nodes, E: edges
2: l = MatchEndpoints(Ts , To)
3: MatchGraphs(Ts , To , l )
4: for (ns ,no) in l do
5: cur r ents = ns , cur r ento = no

6: cur r ents .AddLabel(cur r ento .i d)
7: mer g el i st = []
8: seenl i st = [cur r ento .i d ]
9: while cur r ento is not r oot and cur r ento not in seenl i st do

10: nexts = Ts .GetNext(cur r ents )
11: nexto = To .GetNext(cur r ento)
12: if nexto .i d not in nexts .i d s then
13: \\case 1: no match found, merge later
14: mer g el i st .Append(nexts .i d)
15: cur r ents = nexts

16: else
17: \\case 2: match found, merge if needed
18: if not mer g el i st .IsEmpty() then
19: Ts .Merge(nexts , mer g el i st )
20: mer g el i st = []
21: end if
22: nexts .AddLabel(nexto .i d)
23: seenl i st .Append(cur r ento .i d)
24: cur r ents = nexts , cur r ento = nexto

25: end if
26: end while
27: end for

two individual trees and their summary tree can be seen in Figure 5.2. The differences
between the trees are collapsed into bigger nodes, while similar nodes and edges are
preserved. In order to produce a summary tree encoding various variations, each varia-
tion is integrated one at a time. To explain the details, we define the following concepts:
Source tree: the tree to be matched to the summary tree. Summary tree: ultimately, the
tree that summarizes the variations. Initially, the structure the source tree is matched
too. If empty, the full source tree is being used as a summary. Endpoint: a leaf node in
the tree, assumed to feed a specific region or organ. The endpoints are denoted with ids
by letters. For instance, ’A’ could indicate the left gastric artery. Node id (id): id iden-
tifying a node in a tree, consists of a tree id combined with what endpoints the node
feeds, for instance, ’2-AB’ means that this is a node in the tree with tree id 2 and it feeds
endpoints A and B.

The pseudocode for the basic algorithm can be seen in Algorithm 1. The algorithm
starts its matching process at matched endpoint pairs (same organ) in source and sum-
mary tree. Please note that endpoints from one tree might not match with an endpoint
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in another, in case of accessory or missing branches, a case we will ignore for now and
treat later. For each matched endpoint pair, both trees are then traversed simultane-
ously, matching and merging, if possible, nodes into new summary tree nodes along the
way to the root. We keep track of the nodes that need to be merged in a mergelist and
merge them together when we find the first pair of nodes that match. Two nodes match
when they feed the same endpoints, as denoted by their labels (please recall from the
previous section, that all nodes in both trees are labelled).

We can divide the possible actions of this algorithm in the following two basic cases:
Case 1 - Merge: When no match is found between an examined source tree node and a
summary tree node, add the next summary node to the mergelist and only continue to
the next node in the summary tree. Case 2 - Match: When a match is found: add the
mergelist elements and the label of the source node to the matched summary tree node.
Advance in both trees and empty the mergelist.

We illustrate the basic graph matching process with an example in Figure 5.4. Ini-
tially, endpoints A and 2-A are matched in the summary and source tree respectively.
The same holds for the endpoint pairs B/2-B and C/2-C. As a first step, the label of the
source node 2-A is added to node A in the summary tree. The node id of 2-ABC, ABC, is
in the node id of ABC, so we are in case 2 and have a match. There are no nodes in the
mergelist, so we simply add the 2-ABC node label to the ABC node of the summary tree
and move on in both trees until we reach the root. For the next matching endpoint pair,
B and 2-B, we again add the 2-B node label to the ids of B. We find that the node id for
the next summary node, BC, does not contain the ABC we are looking for. We are now in
case 1 and add BC to the mergelist and move on only in the summary tree. In the next
step, we find matching node ids again, ABC in the source and ABC in the summary tree.
This means we are in case 2, however, this time we have nodes to merge. The BC node
gets merged with the ABC node. For the final endpoint pair, C and 2-C, we once again
add the 2-C label and we find that the current source node is already in the summary
tree, which means that the rest of the tree is already matched for this endpoint, and we
can stop traversing.

After the full matching algorithm is executed, the summary tree has been enriched
with the matched nodes of the source tree, thus forming a summary. Where the trees are
different and cannot be matched, nodes merge into bigger nodes. These merged nodes
can be recognized by the higher amount of labels that they have.

The basic algorithm above does not account for accessory branches, which generate
extra endpoints in one of the trees that cannot be matched. Any unmatched endpoints in
the summary tree can be left as is, since they will not be traversed in the basic algorithm.
For unmatched endpoints in the source tree, however, additional steps are needed to add
the variation to the summary tree, leading to a Case 3: Add: There is an extra branch in
the source tree. It causes an extra junction node, where one adds a node to the summary
tree between the current and next and advances in both trees.

Figure 5.5 illustrates the process for matching additional branches. The source tree
has an accessory branch to region C, which cannot be matched to the summary tree.
While traversing the matching endpoints, node 2-ABC is added as an additional junction
point, since the reduced node id AB is encountered twice in the source tree. In the final
phase of the algorithm, the new node 2-C is added to the summary tree and connected
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Figure 5.5: In the first pass of the algorithm, a junction is found created by an accessory branch in the source
tree. This junction is added to the matching tree and in the second pass the new subtree is added and attached
to the new node.

by an edge to 2-ABC.
In case of complex variations, there is a risk of merging too many nodes, until only

a single node connected to the endpoints remains. To prevent this often undesirable
outcome, we can introduce a threshold on the number of merges that are allowed per
endpoint pair. If the threshold is exceeded, we treat the corresponding endpoint as an
additional branch and re-run the algorithm. This creates two outgoing edges from the
endpoint, which means that we need to consider all possible paths during subsequent
graph traversal and pick the paths that causes the least merge operations. The threshold
can be controlled by the user to define the level of merging that is desirable.

After the tree matching is complete, we can highlight local differences and similar-
ities based on the above matching scheme. There are three possibilities. There can be
a one-to-one match between nodes, which represents an exact match. There can also
be a mismatch, either because a node is not available in the other tree(s) or because the
nodes are different. Matched, extra and merged nodes are highlighted in green, purple
and orange respectively (see Figure 5.6).

TOPOLOGY SIMILARITY GRAPH

To help the user in assessing, which anatomical variation trees are similar, and which
are different, we create a topology similarity weighted graph, where each node repre-
sents a variation instance. The graph provides insight on how variation trees are related
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Figure 5.6: Matching nodes are highlighted in green (top), extra nodes in purple (center) and merged nodes in
orange (bottom).

via its connectivity (disconnected nodes indicate outliers different from all others - see
Figure 5.7, top left). Specifically, an edge in this graph indicates that the similarity of a
tree pair is above a user-defined threshold. We have defined this similarity metric based
on the number of identical nodes in a set of trees. By identical, we mean that the labels
indicating which endpoints are fed are the same. To calculate the distance between a
pair of trees t1 and t2, we find the intersection of the sets of all node labels in each tree,
s1 and s2, and normalize this measure by dividing it by the maximum number of nodes:

si mi l ar i t yt1,t2 =
s1 ∩ s2

max |s1||s2|
(5.1)

This similarity metric is 1 when trees are identical and 0 when the labels of all nodes are
different. The similarity metric can be replaced by other metrics if desired, such as the
graph edit distance [27].

5.3.2. VISUALIZATION
In this section, we discuss the presentation components of VarVis. We start with the
graph layout algorithms, afterwards we describe the design decisions made for the sum-
mary tree and the topology similarity graph. Finally, we will explain the anatomical view
linking 2D and 3D representations.

GRAPH LAYOUTS

We opt for an easy-to-understand 2D representation based on the individual vessel trees
and summary trees to visualize the topological configurations. We derive a planar layout,
which should remain intuitive for medical professionals, by associating the actual body
configuration with the graph; we fix the root and organ endpoints in a circular layout,
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Figure 5.7: The VarVis interface. In the center view, individual and summary trees can be examined. Top left
shows the similarity graph with three variations selected in green. The similarity matrix can be explored in the
top right window. The bottom right window shows the illustrations of the selected trees. The bottom left shows
which nodes of the individual trees are summarized in the summary tree.

which roughly preserves the naturally-occurring organ location, while keeping the graph
compact. We discussed several potential layouts with our domain experts. We proposed
a subway map metaphor similar to the Neurolines work [13], a rectangular layout with
the organs arranged in two parallel lines and a circular layout, with the organ endpoints
arranged on circular arcs. The domain experts preferred the circular layout and found
the subway map organization too abstract to relate it easily to the anatomy, even though
it minimizes intersections.

Projecting a 3D tree structure directly as a planar graph is unlikely to deliver a good
illustration and avoid intersections or clutter. Hence, we position junction points by a
force-directed mechanism to spread the graph, while the endpoints are fixed to keep
them close to the organ arrangement (see Figures 5.2 and 5.3). A zero-crossing solution
cannot always be guaranteed due to the inherent 3D nature of the problem. The user
can arrange nodes manually, if needed.

An additional layout mechanism is used for the topology variation graph. In this
case, we wish to preserve the distance between individual variations, whenever there
are edges between them, i.e., if the similarity is above a certain threshold. We map the
similarity between the trees to the distance between nodes and the edge length. We
achieve this by adding the similarity metric as an edge weight and by using again a force-
directed layout algorithm by Fruchterman and Reingold [20], which takes this measure
into account (see Figure 5.7, top left).

SUMMARY TREE

In the graph view, individual trees or summary trees can be displayed and interacted
with. The endpoints related to the organs are fixed in the circular layout as described
in the previous section. To keep the main vessel recognizable in the graph layout, we
can constrain it to a vertical line in the center of the circle, with its junctions equally
spaced, leaving the other junction nodes to be placed by the force-directed layout as
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before. When a node is selected in the tree or 3D representation, the same node is high-
lighted in the other views to provide the user with an intuitive way of visually linking
the two representations together. We make use of halos around the tree edges to show
which edge is in front in case of overlap [32]. The visual encoding of the summary tree
(see Figure 5.7, center) uses node size and edge coloring to visualize the level of sum-
marization. Bigger nodes indicate that more individual nodes from different trees had
to be merged to create the summary tree, while the edge coloring further highlights the
differences. When the user selects a node in the summary tree, detailed views of the
corresponding variations can be explored. The variation view shows close-ups of the se-
lected nodes in the individual trees. In case a selected node consists of many merged
nodes, all of the original nodes are highlighted in the variation view. The variation view
can also be used to capture (summary or individual) trees of interest and compare them
side by side. Additionally, when illustrations are available, selected nodes are highlighted
in green (see Figure 5.7, bottom right). The summary tree is also used to steer an ani-
mation between the summarized variation trees. By fixing matched nodes in the same
positions and force-directing the merged nodes, initialized at the merged node location,
the transitions between individual variations are highlighted.

TOPOLOGY SIMILARITY GRAPH

The topology similarity metric is visualized in two views. First, as a node-link graph,
which reveals the connections between the variations that are most similar to each other.
This graph visually encodes the probabilities of occurrence for each of the individual
trees using a node color map. The node color indicates variation probability in a heated
body color map. The similarity between the variations is encoded in both the edge color,
as well as the position for extra emphasis. Distances between the nodes are preserved in
the layout, so that pairs of nodes far away in the topology similarity graph are dissimilar.
The graph can be used to discover groups of similar trees, which will be represented as
closely positioned interconnected groups of variations in the topology similarity graph.

Second, we include a full similarity metric matrix. Since edges are only generated
above a similarity threshold, the distances between all possible pairs are lost in the topol-
ogy similarity graph. To answer questions related to the similarity of one tree to all other
trees, we include the full similarity measures in a matrix representation. The similarity
is quantified in this view, further emphasized by coloring the cells based on the simi-
larity. In the matrix view, a blue to red color encoding is used for the cells, where blue
represents dissimilar and red represents similar pairs. In this way, it can be used to see
the similarity of a tree to all other trees at a glance. The matrix can also be re-ordered
by different criteria, such as tree id, average similarity and probability. To select varia-
tions that are interesting to summarize or explore, the topology similarity graph can be
used. For instance, the user can select nodes in the topology similarity graph that form
a cluster. By interacting with the matrix one can either select individual variations or
generate summary trees by selecting multiple variations. The summary tree representa-
tion is generated on the fly and consists of all the selected trees summarized using the
algorithm described in Section 3.1.2.
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ANATOMICAL VIEW

We also connect the variation trees to the 3D vascular anatomy, whenever medical imag-
ing data is available (see Figure 5.3). The 3D view presents a silhouette rendering of the
surface created from the segmentation of the vascular tree. It is rendered in a transparent
way to reveal the centerline embedded within. The endpoints and junctions are accen-
tuated with small spheres. The endpoints are colored according to their organ mem-
bership to create a visual link to the graph representation. The 3D view also features an
interactive CT slice plane that can be adjusted freely in various slicing directions to pro-
vide anatomical context for the structures surrounding the arteries. When the variations
are based on illustrations, the original illustration is shown in place of the 3D represen-
tation.

5.4. IMPLEMENTATION
To evaluate the applicability and potential of the method, we implemented a prototype
application, VarVis. The core of VarVis is written in Python and uses PyQt for the user
interface. PyQt and Python were chosen to support cross-platform development. We
implemented the graph construction and matching algorithm in Python. We rely on the
Visualization Toolkit (VTK) for the core visualization. We used the 2D Chart API of VTK
for the graph rendering and extended it with a custom graph class in C++ to support our
graph layout algorithm and custom representation. The force-directed part of our tree
layout algorithm is based on the force layout algorithm in D3 [33] and the layout algo-
rithm for the topology similarity graph is based on Fruchterman and Reingold’s algo-
rithm [20]. The segmentations, surfaces and centerlines of the CT data required as input
for our system were preprocessed from clinical CT datasets using the Vascular Modeling
Toolkit (VMTK).

5.5. RESULTS
In this section, we present results of our method for three cases using illustrations and
medical imaging as the input. The prototype VarVis implementation can be seen in Fig-
ure 5.7.

The illustration-based variations in Figure 5.7 are constructed based on the varia-
tions of the gastroduodenal artery, as can be seen in Figure 5.1. In the original study, 500
cases resulted in 15 variations with various probabilities. To get this result, we first se-
lected three trees of interest using the topology similarity graph (top left), causing them
to be highlighted in green. In the center view, we see the summary tree that is generated
from these three trees. By inspecting a node of the summary tree, e.g., a node that was
merged, we can examine which nodes in the original tree are matched to that node and
highlight the differences and similarities between the trees in the individual variations
and illustration views, respectively located in the bottom left and right. For these three
trees, we find that the junction nodes vary quite extensively among them, as demon-
strated by the number of highlighted merged nodes in these views. Furthermore, we find
that these trees have an accessory right hepatic artery in common, which causes them
to cluster together in the topology similarity graph. In Figure 5.7, the topology similar-
ity graph and matrix are shown in the top left and right window panes. The similarities
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Figure 5.8: Interacting in the topology similarity graph (a) and summary tree (b) highlights differences in trees
(c) and their linked illustrations (d).

between the fifteen variations of the gastroduodenal artery can be explored. The matrix
view can be used to see which trees are most similar to all others, and which are most
distant using the color encoding. To find the exact similarity between pairs of variations,
the matrix displays the values inside the corresponding cells. Using the topology simi-
larity graph to select subgroups of trees, we can discover clusters. Trees 4, 8 and 12 for
instance, all have an accessory right hepatic artery, as we already noted in the previous
summary example in Figure 5.7. Trees 14 and 15 have an accessory left hepatic artery.

When the variations have 3D volumetric data associated to them, we can explore the
relation between the 2D graph representation and the 3D volumetric medical imaging
data as well as the surface representation in linked views. The medical imaging datasets
used in our the prototype implementation are three clinical CT-scans of the abdomen
that feature contrast-enhanced arteries from the diaphragm level down to the aortic bi-
furcation. In order to only visualize anatomical variations and not pathological condi-
tions, we selected scans that were made following a kidney transplant donor protocol.
In Figure 5.3, the view on the left shows an individual variation tree, that is presented
using our graph layout algorithm. The 3D view on the right displays the anatomical and
radiological context of the same variation. The currently selected node is highlighted in
both views.

An additional case is presented in Figure 5.8. Here we examine variations of the bile
ducts [34]. First, we selected a cluster of three variations of interest in the topology simi-
larity graph (a). By interacting with the summary tree (b), we highlight the differences in
both the individual graph views as well as the illustrations.

5.6. EVALUATION
We performed an informal user study with three domain experts in order to evaluate the
potential of VarVis. The participants had diverse medical backgrounds. The first expert
is trained as an M.D. and has taught medical subjects. Currently, he is involved in de-
veloping computer aided learning techniques. The second expert is trained as an M.D.
and currently involved in surgical anatomy research. The third expert is a medical biolo-
gist that currently works on e-learning programs within the department of Anatomy for
medical students and supervises them. These experts have affinity with anatomical ed-
ucation, from the perspective of students as well as teachers. The evaluation consisted
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Question User 1 User 2 User 3
1. (3D) How many branching points does the aorta of tree 1 have? 1’ 26"7 0’ 31"3 0’ 40"7
2. (graph) How many branching points does the aorta of tree 2 have? 0’ 21"3 0’ 07"3 0’ 10"3
3. (all) How many branching points does the aorta of tree 3 have? 0’ 053" 0’ 06"3 0’ 11"3
4. (summary) Which branch is only available in one of the trees? >5’00"3 0’ 15"3 0’ 08"3
5. What are the differences in the right renal arteries? 0’ 28"3 0’ 27"3 0’ 24"3
6. (image) Which pair of trees are most similar? 4’ 12"7 0’ 23"7 0’ 26"7
7. (topology similarity graph) Which pair of trees are most similar? 0’ 31"3 0’ 10.7"3 0’ 09"3
8. (similarity matrix) Which pair of trees are most similar? 0’ 31"3 0’ 10"7 0’ 14"7
9. (image) Which 3 trees occur the most frequently? 0’ 21"3 0’ 20"3 0’ 18"7
10. (topology similarity graph) Which 3 trees occur most frequently? 0’ 39"3 0’ 29"3 0’ 15"3
11. (image/graph/matrix) Which tree is most similar to all others? 0’ 13"3 0’ 20"3 0’ 26"3
12. (animation) What is the difference between tree 14 and 15? 0’ 59"3 NA 0’ 40"3

Table 5.1: Evaluation questions asked with timing and correctness results. The time it took the three users to
answer is shown, followed by a cross or checkmark, indicating the correctness of their answers.

of two sessions. In the first session, we examined the potential of the graph representa-
tion and summary tree as well as the link to medical imaging data. In the followup, we
examined the utility of the topology similarity graph and matrix, as well as the relation
to medical illustrations. In the evaluations, we used the same datasets that were pre-
sented in the results section. The evaluation sessions took on average one hour per user
and session and consisted of four phases; 1) We provided an explanation of VarVis and
its features in a live demo. 2) The experts used VarVis themselves to get used to the con-
trols and took a look at the available visualization options. During this phase, the experts
were asked a series of open questions to verify their understanding of the concepts and
interaction possibilities. 3) The users were given concrete assignments to perform in one
or more of the views. We measured the time it took them to perform these assignments
and checked the correctness of their answers for the first session (questions 1 to 5) and
the second session (questions 6 to 12) — see Table 5.1). 4) We asked a series of open
questions designed to elicit feedback on the potential and future directions for VarVis.

5.6.1. INDIVIDUAL TREE VIEW

With respect to the 2D graph representation of the individual trees, User 1 remarked it
might be too abstract for medical professionals, since they are accustomed to making
their decisions based on a combination of experience and details. He raised a concern
regarding the loss of these important details in the 2D tree. He did state that the 2D tree
is well suited for checking structural connectivity of the vessels and as an overview, es-
pecially if the nodes were positioned with a closer relation to anatomy, based on their
positions in 3D. User 2 felt that the relation between the 2D tree and the anatomy was
clear, still she appreciated that the locations of the nodes were interactively adjustable
and that she could change the positions into more intuitive locations for her, from an
anatomical perspective. She preferred the individual trees over the 3D views for spotting
variations between the trees, as the CT and 3D information would take her too much
time to interpret properly. User 3 saw the relation of the 2D tree to the 3D anatomy
clearly and appreciated the abstraction level that leaves out exact position details in fa-
vor of a clearer schematic layout. Questions 1, 2 and 3 in Table 5.1 revealed that the 2D
views allowed all users to find the correct answer faster than in the 3D view. When the
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source data is an illustration, however, all users pointed out that the individual illustra-
tions are clearer and easier to interpret directly, than the individual graph representa-
tions. In this case, they commented that the summary tree could be used to highlight
where the variations are in the individual illustrations.

5.6.2. SUMMARY TREE
The summary tree representation received mixed reactions. User 1 found it too abstract
and was unable to relate it to actual anatomy. User 2 indicated she found the summary
tree clear and understood what it was representing, but had some trouble understand-
ing the exact meaning of the colors. User 3 fully understood the summary tree and its
meaning. He saw it as a good way to quickly inspect a set of trees and find regions where
anatomical variations occur. He used it to navigate to the detailed views of the varia-
tions themselves for closer inspection. Question 4 in Table 5.1 reflected that User 1 did
not fully understand the overview representation. It took him over 5 minutes to reach
enough understanding of the tree to spot the variation he was looking for. The other two
users were able to use it to reach a correct conclusion in under 20 seconds. When asked
to use whatever approach they preferred to spot a specific variation, the first two users
relied on the individual tree to quickly reach a correct answer and the third user used the
summary tree. The animation of the summary tree was found useful, though the level of
abstraction prevented User 2 from finding the answer in Question 12. The linked high-
lighting in the illustrations feature was added after the evaluation phases. When shown
to the users afterwards, they commented that it made the summary tree easier to use.

5.6.3. TOPOLOGY SIMILARITY GRAPH AND MATRIX
We asked several questions to examine the usefulness of the similarity graph and matrix
compared to looking at the illustrations alone. From Question 6, 7 and 8, we find that
none of the users can tell which pair of trees is most similar from only looking at the
illustrations. User 2 even commented that it is impossible to do. It takes all users a long
time (Question 6) and still could not give a correct answer. Using the topology similarity
graph allows all users to reach a correct answer quickly (Question 7), while the matrix
was similarly fast to use, it led to incorrect answers for two of the three users, due to just
selecting similar pairs, but not the single most similar (Question 8). Questions 9 and 10
were related to detecting how often individual variations occur. The illustrations and
graph both worked well for this purpose, although using the graph, all users answered
correctly. In Question 11, two users used the similarity matrix to reach a correct answer,
while one used the illustration. All users appreciated the topology similarity metric to
identify groups. The matrix ordering was considered useful to quickly find variations
with the highest probability or similarity to other trees.

5.6.4. APPLICABILITY
We asked the users to present their general impression on the tool using open ques-
tions. User 1 would like to make an adjusted version of the interactive graphs freely
available via the Internet to provide medical students with an educational tool to be
used in courses. Secondly, he sees potential in using the tool to teach surgeons com-
mon anatomical variations, but he would prefer to do this from a typical individual



5.7. CONCLUSION AND FUTURE WORK

5

73

anatomy representation, instead of having them use the summary tree. He commented
that knowledge of anatomical variations can help surgeons and interventional radiolo-
gists to recognize variations more easily when they encounter them in clinical practice.
User 2 would like to see the application used as an educational tool for teaching anatomy
of vascular structures. In the future, she indicates it might be useful for surgeons in sur-
gical planning if patient-specific graphs can be easily constructed by semi-automatically
segmenting the vessels of interest in a pre-operative CT-scan. User 3 stated that he would
like to use this application in education to teach systemic anatomy, a style of anatomy
teaching that describes full systems such as the cardiovascular system, to students. He
would first teach them 2D anatomy and then advance into the 3D part of the application
once they grasp the 2D systemic information. As a teacher, he envisions using it as a
quizzing system to assess the students. In the future, he would like to see more systems,
such as the digestive and nervous system, represented in such an abstract 2D represen-
tation and to integrate or link these together if possible. Furthermore, he indicated there
might be additional applications of this tool in research, when simulating vessel growth.

5.6.5. EVALUATION CONCLUSION

Overall, VarVis was found to be an interesting and promising application by the users.
The 3D view and illustrations linked with the more abstract individual 2D tree represen-
tation provided the users with insight into the topological variations between vascular
trees. Individual tree views were not considered added value compared to 2D illustra-
tions, but they were appreciated to get an overview of the vascular connectivity when the
initial data came from 3D medical imaging. The abstraction level of the summary tree
representation was received with mixed reviews, but all users saw the utility of it in iden-
tifying regions that are similar or regions that are different. The timed questions revealed
that the users were quicker and more correct in answering a systemic anatomy question
in the 2D graph representation than in the 3D view. They did prefer to use the 2D il-
lustrations over the 2D graph representations, when dealing with questions regarding
individual graphs. Furthermore, they were able to quickly spot specific variations using
either the individual 2D graphs or the summary tree. The topology similarity graph and
matrix were found useful to identify similarities and groups of trees. This task was found
especially difficult to achieve with the 2D illustration or using the 3D vascular trees. All
users saw the potential of using VarVis as an educational tool in the future.

5.7. CONCLUSION AND FUTURE WORK

We presented VarVis, a way of visualizing anatomical variations in branching structures
that allows the user to compare and explore these variations in an interactive environ-
ment. VarVis features a topological graph-based visualization of the vessel tree com-
bined with illustrations and 3D anatomical surface representations in linked views. The
topology similarity graph provides the user with an overview of the existing variations
and their similarities at a glance. Individual variations can be summarized and animated
to provide insight into the local differences and similarities. We visualize the graph repre-
sentations using a semi-automatic force-directed layout algorithm specifically designed
to present the graph in a clear and compact overview, while maintaining anatomical
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structure. We performed an informal evaluation with three domain experts that revealed
that VarVis has potential as an educational tool for teaching systemic anatomy. For more
conclusive results, a larger follow-up study is needed with medical students. In the fu-
ture, we would like to extend this work to build patient-specific graph representations
for anatomical branching structures that have robust automatic segmentation methods
available. In this way, the specific variation the patient has and how it differs from the
most common configuration could be emphasized.
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T HE last part of this thesis deals with aspects of the work related to the goal of improv-
ing pre-operative planning of the Total Mesorectal Excision (TME) surgical proce-

dure.
Combining atlas and medical imaging data is an example of multimodal visualiza-

tion. To examine the related prior art in this field, we start this part of the thesis with a
survey on multimodal medical data visualization in Chapter 6.

To achieve the goal of improved pre-operative planning for the TME procedure, two
components are needed. First, the VSP needs to be registered to patient-specific pre-
operative MRI scans, as was already described in Chapter 3. To simplify this registration
process, we have developed an application for interactive 3D volume registration, as de-
scribed in Chapter 7.

Furthermore, the patient-specific anatomy and pathology needs to be visualized to
prepare for the surgery. An application aimed at such atlas-based surgical planning for
oncological pelvic surgery is described in Chapter 8.





6
A SURVEY ON MULTIMODAL

MEDICAL DATA VISUALIZATION

Visualizing atlas and patient-specific MRI data simultaneously, presents similar chal-
lenges to those that arise in general in multimodal medical visualization. Therefore, we
performed a survey on techniques and applications visualizing multimodal medical data.

Multimodal data of complex human anatomy contains a wealth of information. To visu-
alize and explore such data, techniques for emphasizing important structures and con-
trolling visibility are essential. Such fused overview visualizations guide physicians to
suspicious regions to be analyzed in detail, e.g., with slice-based viewing. We give an
overview of state of the art in multimodal medical data visualization techniques. Mul-
timodal medical data consists of multiple scans of the same subject using various acqui-
sition methods, often combining multiple complimentary types of information. 3D vi-
sualization techniques for multimodal medical data can be used in diagnosis, treatment
planning, doctor-patient communication, as well as interdisciplinary communication.
Over the years, multiple techniques were developed in order to cope with the various as-
sociated challenges and presenting the relevant information from multiple sources in an
insightful way. In this chapter, we present an overview of these techniques and analyze
the specific challenges that arise in multimodal data visualization and how recent works
aimed to solve these, often using smart visibility techniques. We provide a taxonomy of
these multimodal visualization applications, that highlights which modalities were used
and which visualization techniques were employed. Additionally, we identify unsolved
problems as potential future research directions.

This chapter is based on a publication currently in submission to Computer Graphics Forum: Kai Lawonn,
Noeska Smit, Katja Bühler, and Bernhard Preim, "A Survey on Multimodal Medical Data Visualization", In
Submission, Computer Graphics Forum, 2016 [1]
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Figure 6.1: 2D images with superimposed CT and PET data, represented in gray scale and color respectively.

6.1. INTRODUCTION
Multimodal medical datasets consist of multiple scans of the same subject using various
acquisition methods. In this way, it is possible to image different tissue characteristics.
Several modalities can also be integrated directly into the hardware of a single scanner.
Of these hybrid medical imaging techniques, PET/CT is currently the most widespread.
More recently, PET/MR became clinically feasible and additionally SPECT/CT is also
used in clinical practice. The common denominator in the aforementioned hybrid imag-
ing combinations is that often the radiologic modality (CT or MRI) depicts the anatomy
of the patient in high spatial resolution, whereas the nuclear medicine modality (PET
or SPECT) depicts functional processes, such as metabolism, in a lower resolution. Ad-
ditionally, it is possible to combine structural information from a scan with functional
information from the same scanner, such as combining an anatomical MRI acquisition
with functional MRI information. Different tissue types cannot easily be distinguished
based on metabolism alone. CT and MRI, however, are able to visualize anatomical in-
formation at a much higher resolution, but lack metabolic information. Thus, a com-
bination of both imaging modalities allows visualization and localization of metabolic
information in anatomical context. The overall visualization goal in this case is to ac-
curately localize regions featuring abnormal functional values based on their relation to
structural anatomical information.

Typically, radiologists or specialists in nuclear medicine examine data in a slice-based
fashion consisting of superimposed 2D images with a combined visualization of CT and
PET image data, as is shown in Figure 6.1. Here, physicians browse through the slices
and set window and level parameters to adjust the brightness and contrast, and exam-
ine structures of interest. Unfortunately, presenting these 2D images in such a way can
hinder full and quick analysis of the data. First, the physician needs to check every slice,
which may be time-consuming as the number of slices increases. Furthermore, physi-
cians need to mentally fuse all information from these slices to form a correct diagnosis.
Therefore, visualization techniques that provide a 3D overview are helpful to see poten-
tial abnormalities at a glance. This enables the experts to navigate to these suspicious
regions for a more detailed exploration in the slice views.

In recent years, the amount of work focusing on multimodal medical data visualiza-
tion increased. In 2010, there was an IEEE VIS contest on multimodal visualization for
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neurosurgical planning [2], further highlighting the interest in and importance of mul-
timodal visualization. With this chapter of the thesis, we aim to provide a survey of this
literature. A number of medical visualization techniques are described in a survey style
in the book by Preim and Botha [3]. Multimodal visualization, however, is only slightly
touched upon as an add-on to registration and is also not considered in other survey
articles up until now. In general, concepts used for visualizing medical data can be ex-
tended to other multimodal visualization application domains, but there are some spe-
cific challenges in dealing with medical multimodal data. Thus, the presented works are
of interest to any visualization researcher dealing with multimodal data.

The contributions of this survey are the following:

• We provide an overview of multimodal acquisition techniques and relate this to
requirements and challenges.

• We propose a taxonomy of multimodal medical data visualization applications.

• We provide an outlook on open problems in multimodal medical visualization and
a perspective on future research directions.

Scope. There have been several surveys on multi-field data visualizations [4, 5]. In
contrast to general multi-field data, measured medical image data is not as ’clean’ as
simulation data, due to the acquisition process. Living tissue is imaged with scanning
parameters that favor the patients’ safety over image quality, unlike for instance applica-
tions in material testing. Furthermore, several tasks such as searching for metastases, or
assessment of infiltration, are unique and therefore also evaluation of multimodal medi-
cal visualization that needs to consider such or similar relevant tasks. While multimodal
medical image data are available at both microscopic and macroscopic level, we focus
on the macroscopic level, e.g. radiological image data. We consider also interaction with
multimodal data. Due to the complexity of these data, interaction is even more impor-
tant than in the exploration of single data.

Please note that in this survey we mainly focus on combining imaging modes ac-
quired by different scanning techniques, and less on combining imaging modes of a sin-
gle scanner, e.g. MRI T1 and T2. We consider multiple modes from the same scanner
such as these, examples of multi-field data, similar to the definitions stated by Blaas et
al. [6]. For the same reason, though it is multi-field data, we also do not consider Dif-
fusion Tensor Imaging (DTI) data to be inherently multimodal when used with normal
MRI. DTI can additionally be used in multimodal applications when it is combined with
fMRI or additional imaging modalities. Multimodal data is often acquired from sepa-
rate scanners, which creates a need for software-based registration to align the volumes.
Due to the time between the scans and patient pose differences it is not straightforward
to register multiple volumes accurately. This in turn generates additional challenges in
dealing with uncertainty in the form of processing errors introduced by the registra-
tion process. For an overview of medical image registration we refer to the survey by
Maintz and Viergever [7] and work on mutual-information-based registration methods
by Pluim et al. [8]. In essence, there are many registration techniques that can be em-
ployed to align multimodal datasets, such as maximizing an information-theoretic mea-
sure, e.g. normalized cross-correlation and normalized mutual information. Further-
more, landmark-based registration can be employed, which requires appropriate crisp
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anatomical landmarks, e.g., vessel bifurcation points or brain folds. These optimization
strategies can be costly, in terms of processing time required, in which case GPU support
is necessary [9].

While blood flow measurements can be considered functional information, a review
of these techniques is out of the scope of this survey (see the recent survey on Cardiac
4D PC-MRI [10]).

In our survey we focus on three core applications areas, namely visualizations aimed
at research, diagnosis and treatment planning. Within these areas, we distinguish be-
tween different application subdomains. We divide the applications aimed at diagno-
sis in oncologic and cardiologic visualizations, and the applications aimed at treatment
planning in neurosurgery and radiotherapy planning.

Paper selection criteria. We searched for papers that were related to multimodal
medical visualization using the EG digital library, where we looked for the following con-
ferences and workshops: EuroVIS, VCBM, and VMV in the last ten years. Furthermore,
we used the IEEE digital library and the proceedings of the IEEE VIS conference for the
last ten years. Additionally, we used Google Scholar for finding papers related to our
survey, in order to integrate older papers. Specifically, we looked for the following key-
words and combinations of these: combined, concurrent, CT, DTI, dual, fMRI, fused,
fusion, hybrid, integrated, intermixing, neurosurgery, MRI, multi-field, multi-variate,
multi-volume, multimodal, multiple, PET, planning, simultaneous, SPECT, and visual-
ization. We employed "neurosurgery" as the only application-specific search term, since
this area is indeed the key application for many multimodal visualization applications so
far.

Organization. Our survey is structured as follows. In SECTION 6.2 we provide an
overview of hybrid imaging acquisition and what the characteristics, advantages and
disadvantages of each of these modalities are. In SECTION 6.3, we describe the typical
workflow of a specialist in radiology and nuclear medicine for exploration and analysis of
the data. Based on this workflow, we derive requirements for 3D visualizations. In SEC-
TION 6.4 we provide a brief overview of relevant visualization techniques, such as smart
visibility techniques and focus-and-context techniques, that can be employed for mul-
timodal visualization. SECTION 6.5 continues with multimodal rendering (Section 6.5.1)
and interaction (Section 6.5.2) techniques. In SECTION 6.6, we focus on applications of
multimodal visualization techniques to real-world clinical data. We subdivide this sec-
tion into the application areas these visualizations are developed for:

• Research (Section 6.6.1),

• Diagnosis (Section 6.6.2),

• Treatment planning and guidance (Section 6.6.3).

SECTION 6.7 concludes the survey and outlines unsolved problems and challenges for
future research. Finally, in SECTION 6.8 we conclude with a brief summary.

6.2. MEDICAL BACKGROUND
In this section, we provide an overview of multimodal and hybrid imaging, as well as
their applications in clinical practice.
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Figure 6.2: A PET/CT scanner developed by Siemens Healthcare. The frontal part of the gantry features a CT
scanner, while the rear part contains a PET scanner.

When combining acquisitions from multiple modalities from different scanners, reg-
istration problems arise. To simplify the registration process, efforts have been made to
integrate multiple modalities into hybrid scanners that combine the best of both worlds
in structural and functional imaging. Hybrid imaging scanners combining PET or SPECT
with CT are already commonplace in clinical practice, while combining PET, SPECT with
MRI is more recent development [11] for which the first prototypes have been made [12].
In a preliminary study comparing clinical impact of PET/CT and PET/MRI, PET/MRI
imaging outperformed PET/CT and more frequently affected patient management [13].
Furthermore, integrated whole-body PET/MRI was found feasible in a clinical setting
with comparable reliability to PET/CT for this purpose [14]. Since 2014 the very first de-
vices are legally allowed and used in clinical practice, focused on head and neck imaging
initially.

PET/CT: While both PET, CT, and MRI provide valuable information by themselves,
they can be combined to provide more insight into the exact localization of suspicious
metabolic activity. By combining PET and CT/MRI scans, physicians are able to detect
(abnormal) metabolic activity using the PET scan and to localize this activity using the
CT or MRI scan. This can aid the user in distinguishing which activity is physiologically
normal and which is pathological. Since the adaptation of PET/CT is more widespread
clinically, we focus on this hybrid imaging techniques in the rest of this section (see Fig-
ure 6.2).

The CT data is also used to perform noiseless attenuation correction on the PET data,
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thus eliminating the need for an additional PET transmission scan for this purpose. This
can reduce the total scanning time by up to 40 percent [15]. A drawback of PET/CT is that
the imaging is performed sequentially, which takes more time and eliminates temporal
correlation between the modalities [16].

Clinical oncological applications of the combined PET/CT scanner include diagnos-
ing and staging primary tumors as well as localization of metastasic disease in almost
any region of the body [17]. Further applications include decision making with respect
to surgical operability of the tumor or treatment selection. PET/CT is additionally used
to determine if cancer has recurred or to determine the difference between scar tissue
and active cancer tissue. Especially when monitoring therapy, PET can detect changes in
tumors earlier than CT, because metabolic changes occur sooner than anatomical size
changes.

For a more elaborate description of PET/CT acquisition, we refer to Townsend et
al. [15].

SPECT/CT: The benefits of combining PET and CT also extend to combining SPECT
and CT. As with PET/CT, the CT can provide structural anatomical information for lo-
calization, while the SPECT can provide metabolic information. Similarly, the CT can be
used to perform attenuation correction for the SPECT. SPECT is less expensive than PET,
but suffers from lower contrast and spatial resolution [18]. A general description of the
technical developments and future directions of SPECT/CT can be found in the review
by Buck et al. [19]. A more elaborate discussion on the clinical uses of SPECT/CT can be
found in Mariani et al. [20].

In essence, CT and PET or SPECT provide complimentary information that needs to
be integrated and thus fused visualizations are desirable.

6.3. CLINICAL WORKFLOW AND REQUIREMENTS
In this section we examine the clinical workflow for the analysis of multimodal medical
imaging data. Furthermore, we provide an overview of visualization requirements that
should be considered when developing a novel visualization technique for such data.

6.3.1. CLINICAL WORKFLOW

Multimodal medical imaging acquisitions are interpreted by radiologists and/or nuclear
medicine physicians. Since each of the two disciplines have their own specific skill-set,
ideally, two imaging specialists (one from each discipline) would interpret multimodal
images together. However, due to availability and workload this is often not possible [21].
Additionally, there are now more and more physicians specialized in both radiology and
nuclear medicine in joint departments for radiology and nuclear medicine. While spe-
cific protocols may vary per hospital, in general the images are analyzed similarly in ra-
diology workstations of major vendors. The modalities can be separately analyzed in the
views that are common for the individual modalities, such as slice-based viewing in the
axial, coronal and saggital direction. For nuclear imaging modalities, Maximum Inten-
sity Projections (MIP) are commonplace in clinical practice. Often these MIP renderings
are viewed from the front or the side of the patient. Depending on the clinical indica-
tion, more elaborate visualizations can be used, such as polar maps for cardiac SPECT



6.3. CLINICAL WORKFLOW AND REQUIREMENTS

6

87

data [22].
To visualize both modalities simultaneously, the typical approach in for instance

PET/CT data, is to examine the CT images in grayscale with the PET images superim-
posed using a colormap in a 2D fused view (Figure 6.1). The combination of a colored
overlay of functional information with gray-valued anatomical information is quite ef-
fective since brightness and color are different perceptual channels and thus can be pro-
cessed simultaneously [23]. Interestingly, the choice of colors in the functional color
map is not standardized and varies per vendor. While most systems map the highest ac-
tivity region to red, for instance General Electric (GE) workstations map it to blue. Com-
mon clinically used visualization combinations of PET/CT data can be seen in the work
by Griffeth [24]. The cases presented here are often shown with a frontal MIP of the PET,
axial slices of both the PET and CT separately, and finally a fused superimposed slice of
the PET and CT combined. The exact configuration of the available views may vary, but
typically there will be a central view with supporting linked views or a display featuring
linked equally-sized views of the different modalities and slice directions. For oncolog-
ical diagnosis and treatment planning, also the combination of CT and MRI data may
be important [25]. Since these data are both high-resolution data, their combination
is more challenging. The simultaneous exploration of CT and MRI, with either PET or
SPECT, is currently not feasible with clinically available software.

While more advanced visualization techniques could be employed to visualize mul-
timodal images, these are not yet broadly available in clinical practice. Examples of these
techniques can be found in the OsiriX software, which was specifically designed for nav-
igation and visualization of multimodal and multidimensional data [26]. Visualization
options include Multiplanar Reformation (MPR), surface rendering and direct volume
rendering for fused multimodal datasets.

6.3.2. REQUIREMENT ANALYSIS
From a medical visualization perspective, the goals of multimodal medical data visual-
ization include:

• reducing complexity and thus cognitive load,

• enabling, improving, or accelerating decision making, and

• providing tailored visualizations for specific applications.

In diagnosis for instance, examining all 2D slices individually to examine anatomy, pathol-
ogy and metabolic uptake can become time-consuming and cumbersome. Therefore,
besides the traditional 2D approaches, 3D techniques can additionally be used to give
an overview of the full datasets at a glance. Existing methods such as maximum inten-
sity projection (MIP), which was first developed for use in Nuclear Medicine [27], can
provide such an overview, but suffer from depth perception issues. In most cases, since
the intensities are not comparable, a combined volume MIP can suffer from occlusion
by the highest intensity regions.

3D visualization techniques that are suitable for displaying hybrid multimodal data
would allow the users to get a quick overview of areas of interest and localize for instance
foci of elevated metabolic activity in an anatomical context. When developing a novel



6

88 6. A SURVEY ON MULTIMODAL MEDICAL DATA VISUALIZATION

visualization technique or application designed for use with multimodal medical data,
there are some general requirements that should kept in mind. The requirements for
designing a 3D multimodal medical visualization technique are the following:

1. Visualization parameters should be easily adjustable to fit the needs of the user.

2. In order to be suitable for clinical use, the technique should be fast and interactive,
with minimal or no pre-processing required.

When combining functional with structural information for diagnostic purposes, the fol-
lowing additional requirements should be fulfilled [28]:

1. The technique should show the combination of the two or more modalities in a
fused view in which the functional activity of interest is always visible.

2. The technique should relate metabolic activity to nearby anatomical structures for
accurate localization.

Such a technique can be used to guide the exploration of the datasets by bringing the
attention to regions of interest, after which detailed inspection of these regions can be
performed in 2D images. Furthermore, besides aiding diagnosis, 3D visualization tech-
niques could be beneficial for research and treatment planning.

For research purposes, the visualization requirements are similar to the requirements
for a diagnostic application, and further specific requirements are application-dependent
and should be formulated based on the needs of the domain experts. Surgical treatment
planning could benefit from multi-modal 3D patient-specific visualization to support
access planning. In oncologic neurosurgery for instance, an access path to the tumor
needs to be planned, taking the location of risk structures, such as arteries, into account.
In this neurosurgical context, a visualization application should [25]:

• Provide high-quality, interactive and flexible 3D visualization

• Offer multimodal visualization for modalities such as CT, MRI, fMRI, PET or DSA.

• Provide interactive manipulation such as simulated surgical procedures, endo-
scopic views or virtual cutting planes.

In radiotherapy treatment planning, the pathology, i.e., radiation target, should be vi-
sualized in the context of the healthy structures at risk to receive undesired radiation
damage. The requirements for such an application include [29]:

• Support for 4D PET and CT data and fusion of these modalities in a 3D view

• Visualization of segmentation data

• Visualization of dose information

• Clipping and/or masking parts of the volume

• No pre-processing required

These requirements demand advanced visualization techniques to fulfill the pre-
sented requirements. In the next section, we present several visualization concepts that
have the potential to be applied in multimodal medical applications.
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6.4. VISUALIZATION TECHNIQUES
Due to the nature of multimodal medical data visualization, there are always two or
more volumes that need to be visualized. With overlapping extents, each of these vol-
umes may be occluded by the others, and thus no clear insight can be given into the
features of each of the modalities simultaneously. Visualization techniques supporting
this visualization problem need to incorporate heuristics for assessing the importance of
information as well as emphasis techniques to adjust the visualization to the derived im-
portance. Therefore, smart visibility, focus-and-context techniques and other emphasis
techniques are crucial when dealing with multimodal medical data. In this section, we
describe basic visualization techniques to cope with challenges such as dealing with oc-
clusion, improving depth perception and presenting relevant information from multiple
sources in an insightful way.

6.4.1. BASIC REPRESENTATION
For multi-modal visualization, often pre-processing is required in terms of registration
or segmentation. When combining datasets from multiple modalities using separate
scanners, registration needs to be performed to align the volumes. An example of this
can be found in the work by Wein et al., who proposed a fully automatic registration
method to align 3D ultrasound with CT scans [30, 31]. Segmentation is not performed
routinely in all clinical applications, but for instance in radiation treatment planning,
the target structure (tumor) and all organs at risk are segmented manually. Here, seg-
mentation may be performed as a basis quantification for further analysis, e.g., volume
measurements.

Both direct volume rendering (DVR) and indirect volume rendering (IVR) techniques
can be applied to visualize multimodal medical imaging data. DVR visualizes the data
directly, whereas IVR attempts to reconstruct a triangulated surface mesh representative
of the original image data and as such is suitable to define crisp boundaries.

In IVR, to determine the triangulated surface mesh, usually the Marching cubes al-
gorithm is applied to a segmented subset of the image data [32]. The method may lead
to ambiguities such that correct results cannot be guaranteed. Using the resulting mesh,
various shading techniques as well as different visualization methods can be applied. On
such surface meshes, it is easier to perform illustrative visualization techniques such as
stippling and hatching, than it would be in DVR, and these techniques have potential to
be applied in multimodal medical visualization. To determine the surface, a segmenta-
tion of the medical image data needs to be performed to select and delineate structures
of interest. Segmentation can be performed by point-based, edge-based, region-based,
or model-based approaches. Point-based approaches includes intensity-based meth-
ods, e.g., setting a threshold. Thus, there are various algorithms that determine an opti-
mal threshold [33–35]. For edge-based approaches the LiveWire [36, 37] technique can
be applied. Region-based approaches include region-growing methods [38, 39] and wa-
tershed segmentation [40, 41]. Model-based methods attempt to fit a predefined model
to the intensities, gradients, curvature and/or texture of an image. Active contours or
snakes are mostly used fit in a closed curve to a certain structure [42]. Since discussing
alternative methods for image segmentation is out of the scope of this paper, we refer to
the books by Bankman et al. [43] and Setarehdan et al. [44] for additional information on
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this topic.
In contrast to IVR, in DVR, we are not susceptible to segmentation pre-processing.

In this way, we do not need to pre-determine suitable thresholds and do not risk losing
critical aspects of the original data, based on these choices. However, suitable transfer
functions still need to be defined.

6.4.2. SMART VISIBILITY

To display multiple structures from different modalities leads to challenging problems.
Mostly, the user is interested in one specific structure, e.g., a tumor, or a class consist-
ing of several important structures. These important structures may be surrounded by
other objects, resulting in structures that may occlude or overlap each other. In the fol-
lowing, we describe advanced visualization techniques that require the important struc-
tures to be segmented. This prerequisite is fulfilled in some clinical applications, e.g.,
in radiation treatment planning and complex neurosurgery planning. A primary con-
cern is how to resolve the occlusion problem such that the most important structures
are clearly visible, while still indicating surrounding structures. Hiding the surrounding
structures is not appropriate, since they provide spatial context. Whenever a class of in-
teresting objects are occluded, smart visibility techniques can be applied. For the smart
visibility term, we refer to Viola and Gröller [45] who gave the following definition “ex-
pressive visualization techniques that smartly uncover the most important information
in order to maximize the visual information in the resulting images”. This visualization
technique category comprises several sub-categories and different ways to remedy the
occlusion problem. Here, we introduce the most prominent ways to resolve visibility
problems comprising of cutaways, ghosted views and exploded views and present pre-
liminary guidelines on how they could be applied to multimodal medical data.

CUTAWAY VIEWS

A common way to depict the focus object and to separate it from the surrounding context
structures is to use cutaway views. Cutaway views employ, for instance, a conic object
placed around the focus object. The conic object is aligned towards the camera in such
a way that the camera looks inside the object from the base to the tip. Every non-focus
structure that is inside the conic object is cut such that only the focus object inside the
cone is visualized. The main advantage is the clear illustration of the main object with-
out occlusion by the surrounding objects. Thus, the user gets a direct view on the focus
object. Unfortunately, structures such as vessels around the object, as well as important
regions between the focus object and the view point of the camera are lost. In general,
cutaways vary from predefined models [46] to focus-oriented objects [47, 48]. The algo-
rithmic complexity differs strongly based on the object used.
Predefined models: With predefined models, view-dependent and view-independent
approaches can be distinguished. Independently, the predefined model is loaded into
the framework and subsequently all structures are tested to see if they are inside or out-
side the focus object. For instance, a lymph node can be approximated by a cylinder
with a suitable size. Here, during the rendering an inside/outside test can be applied
to the surrounding (context) objects with the predefined model. In case the context ob-
jects overlap with the predefined model, the fragments are discarded; otherwise the frag-
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ments are drawn. Based on the view-dependence, the predefined model is either aligned
along the view direction of the camera or not. Mostly, view-dependent cutaway tech-
niques are used, where the conic objects are oriented along the view-vector. Predefined
models can be used if the the focus object has a simple shape. Moreover, it is also only
applicable if the model does not vary in time. In case of animated blood flow, predefined
models cannot be employed, due to the change of the form and position of the blood
flow [49].
Focus-oriented objects: The second class of cutaway techniques uses focus-oriented
objects. Here, the conic object is constructed based on the focus object and can be arbi-
trarily shaped. To achieve real time performance, the determination of the conic object
and the associated cutaway needs to be efficient. Previous work, such as the work by Vi-
ola et al. [50], uses a Chamfer distance transform approximation [51] to the conic object
in order to calculate the cutaway. Thus, a depth image of the conic surface is calculated,
which is then used to cut away regions that are closer to the viewer then the conic object
itself. If the depth of the surrounded objects is smaller than the depth of the conic object,
the corresponding fragment is discarded, otherwise it is shown. Other approaches were
developed to speed up this calculation [52]. The key idea is to determine the conic object
in the view plane with a jump flooding algorithm. Usually, the conic object is generated
by applying the standard flood fill, an iterative process in which in every iteration a pixel
passes its value to its direct neighbors. Contrarily, the jump flood algorithm uses the
same approach, but the neighbors vary for each iteration. Thus, a pixel passes its value
to its neighbors, which have a certain distance. For each iteration the step size is halved.
Cutaway generation was used to visualize animated blood flow in such a way that a clear
view on the blood flow within a vessel is always guaranteed [53].
Application to multimodal data: Cutaway views can be directly employed in multi-
modal medical data visualization applications without much adaptation. For instance,
one modality could be displayed outside the cutaway region while another is displayed
within the cutaway. Furthermore, cutaways can be used on both modalities to reveal
structures of interest hidden within a larger anatomical structure.

For instance, a cutaway can be used to display hybrid imaging PET/CT data, where
high PET activity needs to be depicted. By using a cutaway view in these regions, the
high PET activity is always visible and it provides a clear view inside the anatomical CT
data and can help guarantee a correct localization of the occurrence, whereas a simple
maximum intensity projection cannot give reasonable depth cues. Such a view might be
useful not only for diagnosis, but also for patient-doctor and interdisciplinary commu-
nication, as well as for treatment planning.

GHOSTED VIEWS

An easy way to illustrate the focus object and the surrounding objects is to use trans-
parency. The main drawback of employing multiple transparent objects is that they may
lead to visual clutter. Furthermore, it is hard to interpret the shape and ordering of over-
lapping regions. To remedy this, ghosted view techniques attempt to improve the trans-
parency depending on the underlying object. Here, a distinction can be made between
smart transparency techniques and interactive approaches. In smart transparency, the
strength of transparency depends mostly on curvature or normal vector information.
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One approach is to set the transparency very high if the surface is nearly planar and to
increase the opacity if the curvature varies. That helps to identify regions where the mor-
phology changes strongly. This was successfully applied for instance to vessel visualiza-
tion with embedded flow [54, 55] The transparency is set by F = 1−〈V , N〉r , where V rep-
resents the view vector, N the surface normal, and r represents the shininess constant.
The superiority of this approach over standard semi-transparent visualization related to
cerebral blood flow was confirmed in the perceptual study by Baer et al. [56].

An additional transparency technique was inspired by suggestive contour lines, a
line drawing technique that emphasizes characteristics of the surface. This approach
was used to develop a shading approach, based on a suggestive contour scalar field [53].
Here, the scalar field is used to determine zero-crossings after which positive and nega-
tive values are used to shade the object in orange or cyan, respectively.

Application to multimodal data: Ghosted views can be applied to multimodal data vi-
sualization in order to remove emphasis of structures that are less important from one or
more modalities. A ghosted view can be employed to show an anatomical context in or-
der to localize functional data without occluding the view. For instance, a brain surface
can be rendered as a ghosted view, while functional data is rendered in an opaque style.
This yields a visualization where the brain surface can be recognized, without being oc-
cluding, whereas the functional brain data is directly depicted. The main challenge is to
provide a transparency technique that is not disturbing, but provides as much morpho-
logical context as possible, while not occluding underlying structures. Conventionally,
a simple transparency setting is used which does not provide much in the way of shape
impression.

EXPLODED VIEWS

To illustrate a focus structure and representing the numbers of layers around the focus
region, a carefully arranged exploded view, such as the one used in technical illustra-
tions, may be suitable. When this technique is employed by a skilled illustrator, it may
result in valuable educational illustrations. To uncover a hidden focus object, either the
visual representations can be changed or the spatial relations can be adjusted in order
to provide more insight. The exploded view approach makes use of the latter to ’break’
the object apart and order it differently in the region surrounding the focus object. This
technique was first applied on technical illustrations [57, 58], before it was adapted to
visualize medical data sets [59, 60]. When using exploded view techniques, the origi-
nal spatial relations may be lost. Furthermore, it may happen that important structures
around a focus object, e.g., vessels around the tumor, are relocated, or even worse, break
apart.

Application to multimodal data: For reasons outlined above, exploded views are not di-
rectly suitable for multimodal medical data visualization. One could consider to have
one modality rendered in a traditional style with the information from an additional
modality arranged around it. However, since the spatial relations, which are crucial in
the interpretation of medical data are lost, these techniques are not promising from this
perspective.
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6.4.3. FOCUS-AND-CONTEXT VISUALIZATION

For focus-and-context visualizations, we assume that at least the focus object is seg-
mented. Even though a lot of techniques exist that provide insight into the focus object,
the question is how to represent them in the context of the surrounding structures. A
straightforward approach is to use the same shading technique on all structures, which
may lead to a hindered perception of the focus object by the context objects. Thus,
the main goal of the focus-and-context visualization is to illustrate the focus object so
that it is perceivable, and simultaneously illustrating the surrounding context structures
without distracting from the focus. Techniques vary from using unsaturated colors for
shading, to different shading methods per object class, to even varying entire rendering
concepts.

Line drawings. One of the first line drawing that appeared in combination with focus
objects was presented by Interrante et al. [61]. They used a hatching technique for the
surrounding objects which are represented by the isosurface of radiation. In this case,
anatomical data is combined with a scalar field resulting from the simulation of dose dis-
tribution, a standard approach for radiation treatment planning. The lines were aligned
along the principle curvatures directions for an improved shape perception, whereas the
inside focus object was simply shaded. Another line drawing technique that appeared
in combination with focus objects was presented by Treavett and Chen [62]. They de-
veloped line drawings that can be applied on volume data sets and furthermore, they
showed how it can be used to illustrate the surrounding context object, e.g., the skin,
with the focus object, e.g., the skull. Again in the context of volume rendering, Hauser
et al. [63] used combined visualization techniques to illustrate different objects. For in-
stance, bones are rendered with direct volume rendering, surface rendering is applied to
the vessels, and contours indicate the skin. Lum and Ma [64] presented a way to render
a dataset with non-photorealistic techniques efficiently. Several illustrative techniques
could then be applied with interactive framerates. It was shown that line drawing con-
cepts can successfully be used for focus-and-context visualization [65]. The core idea
here was to provide the flexibility to combine surface-, volume-data, and line drawing
for a sparse visual representation of context objects. Here, not only line drawings, but il-
lustrative visualization techniques in general were used to visualize context objects. The
key idea of illustrative visualization is to provide a simplified and expressive depiction of
a scene or problem [66]. Here, details are omitted purposefully in order to convey only
the important information.

Indeed these different rendering styles may be used for multimodal visualization,
e.g. contours representing boundaries of objects in one modality may be overlaid to the
visualization of a second dataset, where no contours are used.

Tietjen et al. combined and tested [65] various rendering techniques. While their
technique was not shown on multimodal data, it is applicable for feature fusion. They
confirmed that line drawings can be a meaningful extension to existing visualization
techniques in an evaluation. Later, Tietjen et al. [67] used slice-based visualizations in
combination with 3D illustration techniques and employed focus-and-context visualiza-
tion in the medical context. In a similar way, a slice or a slab of CT/MRI data may be inte-
grated in a SPECT/PET visualization or vice versa. The slice/slab may be even enhanced
with contours from a segmented object. For PET/CT, Kim et al. [68] used different ren-
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dering techniques to illustrate the PET enrichment and the anatomical context by using
the CT data. Various rendering techniques were also used in the context of simultane-
ously rendering anatomical and functional brain data [69]. For an overview of several
focus-and-context approaches, we refer to Cohen [70] and Bruckner et al. [71]. Wan et
al. [72] proposed an importance-based accumulated transparency modulation to visual-
ize focus objects. Their approach is a generalization of the maximum intensity difference
accumulation technique. Another importance-based direct volume rendering approach
was presented by Pinto and Freitas [73]. Furthermore, they combined standard volume
rendering approaches with illustrative visualization techniques. For focus-and-context
visualization with PET/CT hybrid data, Bramon et al. [74] suggested visualization tech-
niques to emphasize PET activity in anatomical context. Another approach to explore
and visualize interesting regions was proposed by Abellán et al. [75]. They showed their
approach on MR/PET data and used illustrative visualization techniques to convey in-
formation.

Lens-based visualization. Focus-and-context visualization can also be applied in-
teractively. One way to approach this, is to place a region on the surface that allows the
user to look inside the data and reveals everything underneath the surface. This idea
is called magic lens at it can be used to look through objects and to reveal interesting
parts [76]. The magic lens can be applied in many situations, ranging from whole body
that uses a lens to reveal organs, to vessels where a lens depicts special properties of
the blood flow [77]. A special application in medicine is to employ the vertical symme-
try of the human body and propagate the movement of the lens in one part of the body
to the other part, thus supporting the comparison between a suspicious region and the
analogue region on the other part of the human body. Such lenses are employed, e.g.,
in the exploration of brain perfusion data, where one perfusion parameter is shown in
the lens region and the other in the background. For 3D ultrasound, Schulte zu Berge
et al. [78] presented a framework where the user can set various predicates such that
interesting regions are highlighted. Increasing the slider for the vessels makes it more
visible than the surrounding structures. In the context of vascular models and tumor vi-
sualization, Lawonn et al. [79] presented a way to depict the vessels with line drawings
techniques whereas the tumor is visualized with diffuse shading. Furthermore, lenses
can also be employed to control which source is displayed, e.g., in the lens region PET
(or PET and CT combined) and outside only CT. Thus different layers may be shown in-
teractively [80].

The distinction between smart visibility and focus-and-context visualization is not
that clear. We argued that focus-and-context visualization techniques are a subcate-
gory within the broader category of smart visibility approaches. The main goal of smart
visibility is to provide insights into interesting regions or objects and in this way, the
same can be said about focus-and-context techniques. However, this goal can be also be
achieved by adding 2D image planes in a 3D visualization representation [81, 82]. In this
case, there is no focus object involved, although it is still clearly a smart visibility tech-
nique. Thus, we consider focus and context visualization a subgroup of smart visibility
techniques, which is a broader category including cutaways, ghosted views or exploded
views, as well as techniques in which there is no focus object.

Application to multimodal data: Focus-and-context techniques may be applicable to
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multimodal medical data and can be employed in two main ways. First, both modali-
ties may be combined and a region of interest within the datasets can serve as a focus
area, while the context is rendered in a different style. Secondly, one modality with a
higher importance can be rendered as the focus dataset, while the other is rendered to
provide context. The rendering style required strongly depends on the application. For
instance, if the focus region consists of a tumor and the physician is interested in the
distance to nearby vessels, which serves as the context object, then the morphological
vessel structure may be not as important as an indicated position of the vessel struc-
tures. In this case a simple contour may be sufficient that shows only the outline and
allows for a fast recognition of the spatial extent. But in case of a liver tumor, the spatial
impression and the shape of the liver is important for the treatment planning. In this
case, a more advanced approach needs to be applied to illustrate the tumor in a rea-
sonable way while simultaneously depicting the liver surface with important spatial and
morphological features.

6.4.4. SUMMARY

There are different channels, with which we perceive information, e.g., color, or orien-
tation of elongated objects. Thus, we can perceive information simultaneously if it is
encoded in different channels. The major theory here is the Feature Integration Theory,
developed by Anne Treisman [23]. Multimodal visualization applications may benefit
from the use of different visualization techniques that can be easily perceived simulta-
neously, e.g., color is only used for depicting one dataset, and line drawing techniques
for the other. In order to represent multiple modalities in a single rendering, smart vis-
ibility techniques are crucial to prevent visual clutter and occlusion problems. Specif-
ically, multimodal medical visualization can benefit from deciding which dataset has
priority, i.e., the "focus dataset", and which is the context dataset. In multimodal vi-
sualization design, one could consider indicators of importance of a modality, such as
the size and resolution, which could for instance be indicative of which dataset is best
used for anatomical detail. Then one could think about which techniques are primarily
suitable to show the focus dataset, likely revealing more details, and which to show the
context dataset. This approach forms a bridge between single data focus-and-context
techniques and focus-and-context in the context of multimodal data. There may be also
situations where both volumes have the same importance, e.g., CT and MRI, and in these
situations, it might be more appropriate to consider a region within both datasets the
focus area, while the region outside is rendered as context. In conclusion, visualization
techniques that have been developed for single modality visualization can be adapted to
multimodal data, but this requires careful consideration of the application area require-
ments and in some cases extensions of existing techniques.

6.5. MULTIMODAL RENDERING AND INTERACTION TECHNIQUES

In this section, we discuss rendering and interaction techniques for multiple or fused
volumes. First, we discuss recent contributions on rendering aiming at fusing multiple
volumes together at different points in the rendering pipeline. After this, we discuss in-
teraction techniques that are designed for use with multimodal medical data, including
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clipping and specialized transfer functions.

6.5.1. RENDERING TECHNIQUES

In this subsection we provide an overview of rendering techniques suitable for rendering
two or more volumes simultaneously. Although, Drebin [83] and Levoy [84] are often
cited as the developers of the first volume rendering approach, actually Höhne [85] was
the first who rendered a volume based on CT data. As a follow up, Höhne [86] were
the first who developed a multimodal visualization technique visualizing MRI combined
with MRA. Cai and Sakas presented a seminal work that allows rendering of multiple
volumes [87]. They presented a method to achieve a reasonable mix of opacity, color,
and illumination. Furthermore, they defined three levels of volume intermixing:

• Illumination model level intermixing

• Accumulation level intermixing

• Image level intermixing

In illumination model level intermixing, the opacity and intensity at each sample point
is calculated directly from a multi-volume illumination model, instead of mixing several
opacity and intensity values. This type of volume intermixing is the most complex, but
also the most realistic. In accumulation level intermixing, the intermixing is performed
during ray sample accumulation by mixing opacities and intensities from different vol-
umes. This method requires changes to the rendering pipeline and the time consump-
tion can be high, but provides correct depth cues. The simplest intermixing method is
image level intermixing, where the two rendering images are merged on the pixel level.
For this, no changes need to be made to the rendering pipeline, but there is a lack of cor-
rect depth cueing. This approach was successfully applied in the context of radiotherapy
treatment planning, combining CT, dose and segmented object volumes.

Several multi-volume techniques were shown on multimodal medical data specifi-
cally. Wilson et al. presented a visualization approach to depict different image modal-
ities together at interactive framerates using different rendering styles [88]. To render
the result efficiently, they used the GPU and demonstrated their results with two case
studies. One of the case studies featured a multimodal mouse data set combining PET
and MRI acquisitions. Ferre et al. discussed strategies to visualize multimodal volume
datasets using direct multimodal volume rendering (DMVR) [89]. Furthermore, they
stated requirements and proposed five rendering methods, that differ in the step of the
rendering pipeline at which the fusion is performed: property -, property and gradient
-, material -, shading - and color fusion. They used SPECT and MRI data to present
a combined visualization and evaluate the suitability of the five methods for this data.
Another technique to render multimodal volumes that additionally solves depth cuing
issues was presented by Hong et al. [90]. They conducted experiments and could show
that their method can distinguish the depth of overlapping regions and produces render-
ing results faster than conventional software using High Level Shader Language (HSLS)
for efficient volume fusion. They show the results of their method on PET and CT im-
ages in a performance evaluation. Rößler et al. described a GPU-based multi-volume
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rendering scheme that allows users to visualize an arbitrary number of volumes inter-
actively, focused on functional brain images [91]. Subsequently, they introduced dy-
namic shader generation for multi-volume ray casting [92]. In an accumulation-level
volume rendering context, their system automatically generates different shaders per
volume from the configuration of an interactive abstract render graph. Brecheisen et
al. employed a framework to render different volumetric datasets together [93]. They
used depth peeling to visualize overlapping volumes that can be intersected with an ar-
bitrary number of geometric shapes. Kainz et al. proposed a framework for rendering
multiple volumes on the GPU [94]. Theirs was the first framework for multi-volume ren-
dering that still provided interactive frame rates while rendering a considerable amount
of overlapping volumes. Recently, Sunden et al. introduced a volume illumination tech-
nique specifically designed for use with multimodal data [95]. They proposed a new
light-space-based volume rendering algorithm, that employs illumination-importance
metrics to compress and transform multimodal data into an illumination-aware repre-
sentation. Their method was applied to CT and MRI data, as well as microscopy and sim-
ulation data and evaluated based on the quality and performance. Lindholm et al. [96]
presented a rendering algorithm for hybrid volume-geometry data. They combined vol-
ume data and geometry-based data, i.e., a mesh. They applied their approach to pro-
teins, vessels with blood flow, and DTI.

Additional related work can be found in the state-of-the-art report on the visualiza-
tion of multivariate scientific data presented by Fuchs and Hauser [5]. Schubert and
Scholl provide a performance and perceptual comparison of GPU-based multi-volume
ray casting techniques [97]. Furthermore, they presented an overview of visualization
techniques that use data intermixing approaches and direct volume rendering methods
that use ray casting. They add Classification Level Intermixing to the three levels defined
by Cai and Sakas [87], which mixes volumes by linear combination of the sample values
at the beginning of the rendering pipeline. For a general overview of large-scale volume
visualization techniques, we refer to the state-of-the-art report by Beyer et al. [98].

In the area of medical image fusion, Gupta et al. [99] presented a measure to eval-
uate PET/MRI image fusion. They could confirm the usefulness of their approaches in
different experiments. For this, they used an entropy measure to combine the interest-
ing parts in PET and MRI, but this approach also was applied to CT combined with MRI.
Lindholm et al. introduced fused multi-volume direct volume rendering using a BSP,
aimed at medical volume rendering of multimodal data [100]. Lindholm et al. provided
a GPU-based ray casting approach to visualize intersecting volumes with regard to an
efficient depth sorting of the resulting fragments. Bramon et al. fused image modalities
and applied their technique to CT, MRI and PET data [101]. This information-theoretic
framework automatically selects the most informative voxels from two volume data sets.
They evaluated the potential of their technique with medical experts and concluded that
it is potentially useful for planning radiotherapy, treatment monitoring, and planning
brain surgery. In their evaluation, they proposed several information maps and fused
data sets and had the experts vote on the quality. Their method performed well in dif-
ferentiating between bone and cerebral tissue, as well as between morphological and
functional data. More recently, Kim et al. introduced a slab-based intermixing method
for fusion rendering of multiple medical objects [102].
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We refer to James and Dasarathy [103] and Galande and Patil [104] for a more exten-
sive discussion.

6.5.2. INTERACTION TECHNIQUES

In this subsection we describe several interaction techniques that were successfully used
in the context of multimodal medical data. Interaction techniques primarily serve to
adjust which portions of the dataset are visible. Visibility may be adjusted with clipping
and cutting on a geometrical basis and with transfer functions on the basis of attribute
values, e.g., intensity values, gradient magnitude or curvature.

Clipping and cutting. In the work by Hastreiter et al. clipping planes were employed
per volume to cut the separate modalities in different ways [81]. This can be used to
look at the slices while simultaneously analyzing the 3D visualization. Furthermore, they
combined CT and MR images in a single view. Fairfield et al. proposed a custom clip-
ping solution for co-registered MRI and CT, which they refer to as ’curtaining’ [105]. This
allows the user to define a clipping region in which the other modality will be shown.
Manssour et al. propose a method to visualize inner structures in multimodal volume
data employing cutting and data intermixing [106]. They applied it to the skull where
cutting planes were used to analyze the brain. More advanced ways of clipping data
were developed by Weiskopf et al. via per-fragment operations in texture-based volume
visualization [107]. While their method was applied to a single modality, their technique
was successfully employed by Rößler et al. to clip the brain based on regions in an atlas
of the human brain combined with fMRI data [91]. More recently, a membrane clipping
approach was proposed that avoids cutting through features in the data [108]. While it
was not directly applied to multimodal datasets, it could be used in such a way. Further-
more, their technique features slab rendering which is a trade-off between slice-based
viewing and full 3D rendering.

Transfer functions. To tackle occlusion problems, transfer functions are essential
and have been designed for multi-modal data. 2D transfer functions, introduced by
Levoy in 1988 [84], are an essential method for multimodal visualization, since they al-
low the user to emphasize boundaries and details within structures. Kniss et al. applied
a multi-dimensional transfer function to multivariate weather data that allows experts to
readily identify specific zones for their analysis task [109]. They presented a case study
in which they explore the utility of multidimensional transfer functions for the visual-
ization of multivariate fields. Kim et al. introduced a dual-lookup table for PET/CT data
such that medical experts can set different transfer functions for every volume in a single
view [68]. They provided techniques such that the volumes can be merged properly with
different transfer functions. A general information-based approach for transfer func-
tions was introduced by Haidacher et al. [110]. They provided a transfer function space
to visualize certain tissues of multimodal data. They applied their method successfully
to PET/CT data of the brain. Maciejewski et al. proposed a clustering technique to gener-
ate 2D transfer functions [111]. Their approach yields a clustering in the 2D histogram,
which can then be adjusted by the user to get appropriate 3D visualization results. While
this is an advanced and elegant solution, the necessary type of interaction limits users to
visualization experts.

Furthermore, Bramon et al. introduced an information-theoretic observation chan-
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nel for volume visualization, which quantifies the information transfer between the source
data set and the rendered image [112]. With these quantities the authors provide the
possibilty to select informative viewpoints, to design transfer function, and to position
the light. Joshi et al. introduced new interaction techniques to explore and visualize
multimodal data [113]. Their technique allow for a precise control of the shape of the
region in the brain that can be used to crop away to gain insight into the data during
exploration and surgery. For their approach they used SPECT/MRI and fMRI data. Addi-
tionally, Ropinski et al. proposed interaction techniques to show a close-up of an inter-
esting region in the context of the rest of the data [114]. They applied their technique to
PET/CT data registered with MRI. More recently, Haidacher et al. proposed a approach
for volume analysis based on multimodal surface similarity [115]. With this, the similar-
ity space generated can be used for isosurface selection in applications like Dual Energy
Computed Tomography (DECT). The similarity map can be used to set different isoval-
ues for, e.g., DECT, such that inner structures can be set opaque whereas outer struc-
tures can be set as transparent. Correa and Ma [116] employed visibility-driven transfer
functions to illustrate important structures in comparison to the surrounded regions.
Their approach provides the user with graphical cues that inform about the contribu-
tion of particular scalar values to the final image. Furthermore, they presented a semi-
automatic transfer function design that solves an energy minimization problem, such
that the visibility of an initial opacity transfer function that provides the desired impor-
tance is maximized.

6.6. APPLICATIONS
In this section, we provide an overview of recent multimodal medical visualization pa-
pers that are application-oriented. We further subdivide this section in applications de-
veloped in a research-oriented, diagnosis or treatment planning and guidance context.
For diagnostic purposes, we distinguish applications developed for cardiology and those
aimed at oncology. The treatment planning and guidance applications are further cate-
gorized into neurosurgery and radiotherapy planning.

6.6.1. MEDICAL RESEARCH

Multimodal medical data visualization applications were developed in a research con-
text related to vascular pathology development as well as neuroscience.

PET/CT scans are often requested in cases related to clinical oncology for initial can-
cer staging or a follow-up during or after treatment [21]. However, Ropinski et al. visu-
alized mouse aorta PET/CT scans in a medical research-oriented application related to
the formation of plaque [118]. They propose a linked multi-view approach, using a spe-
cialized straightened multipath curved planar reformation combined with a multimodal
vessel flattening technique. In a follow-up work, Diepenbrock et al. additionally looked
into PET/CT visualization of mice arteries [117]. They use the vessel wall extracted from
the CT scan to perform a normalized circular projection which allows the user to judge
PET signal distribution in relation to the deformed vessel.

Nguyen et al. used an approach to visualize and interact with real-time fMRI data in
a neuroscience research context [122]. They treat the fMRI signal as light emission and
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Table 6.1: Table of references sorted according to the application type (Type), area (App), and to the acquisi-
tion scanners (hybrid scanner, single scanner and multiple scanners). It is stated if any segmentation (Seg) is
needed (m for unclear cases), if the approach was evaluated (qualitatively (Ql), quantitatively (Qt), with do-
main experts (D) or non-domain experts (N) or the performance (P), and what types of image modalities are
used. The visualization techniques that are used are mentioned, subdivided into cutaways (CA), ghosted view
(GV), focus-and-context (FC), and illustrative visualization (I-Vis).

References Type App Scanner Seg Eval Image Modality Vis technique

CT MRI fMRI DTI PET SPECT US CA GV FC I-Vis

[117] Res Vasc Hybr 3 QlD 3 7 7 7 3 7 7 7 7 7 7

[118] Res Vasc Hybr 7 QlN 3 7 7 7 3 7 7 7 7 3 7

[119] Res Neuro Mult 3 7 7 3 7 3 7 7 7 3 3 3 7

[120] Res Neuro Sing 7 QlD 7 3 3 7 7 7 7 7 3 3 7

[121] Res Neuro Sing 7 QlN 7 3 3 7 7 7 7 7 7 7 7

[122] Res Neuro Sing 7 QtN 7 3 3 7 7 7 7 3 7 3 7

[91] Res Neuro Sing 7 QtP 7 3 3 7 7 7 7 3 3 3 7

[123] Res Neuro Sing 3 QlD 7 3 3 7 3 3 7 7 7 7 7

[124] Res Neuro Mult 3 QlD 7 3 7 7 7 3 7 7 7 7 7

[125] Diag Onco Hybr 3 QtP 3 7 7 7 3 7 7 7 3 3 7

[68] Diag Onco Hybr 7 7 3 7 7 7 3 7 7 7 3 3 7

[28] Diag Onco Hybr 7 QlD 3 7 7 7 3 7 7 3 3 3 3

[126] Diag Onco Mult m QlN 3 7 7 7 3 7 3 3 7 3 3

[127] Diag Cardio Mult 3 QtD 7 3 7 7 7 7 7 7 3 7 7

[128] Diag Cardio Mult 3 7 3 3 7 7 7 7 7 7 3 7 7

[129] Diag Cardio Mult 3 7 7 3 7 7 7 7 7 7 3 7 7

[130] Diag Cardio Mult 3 QtD 3 7 7 7 7 3 7 7 3 3 7

[25] Trea Neuro Mult m QlD 3 3 3 7 3 7 7 3 7 3 7

[131] Trea Neuro Sing 3 QlD 7 3 3 3 7 7 7 7 3 3 m

[132] Trea Neuro Mult 3 QlD 3 3 7 7 7 7 7 3 3 3 7

[133] Trea Neuro Sing 3 7 7 3 3 3 7 7 7 3 3 7 3

[2] Trea Neuro Sing 3 QlD 3 3 3 3 7 7 7 3 3 3 7

[69] Trea Neuro Sing 3 QlD 7 3 3 7 7 7 7 3 3 7 3

[134] Trea Neuro Sing 3 QlD 7 3 3 7 7 7 7 7 7 7 7

[113] Trea Neuro Mult 3 QlD 3 3 3 7 7 3 7 3 7 3 7

[135] Trea Neuro Mult 3 QtD 3 3 7 7 7 7 7 7 3 7 7

[136] Trea Neuro Mult 7 QtP 7 3 7 3 7 7 7 3 7 3 7

[137] Trea Neuro Sing 3 QlD 7 3 7 7 7 7 7 7 7 3 7

[138] Trea Neuro Mult 3 QlD 3 3 7 7 7 7 7 7 3 7 7

[139] Trea Neuro Sing 3 QlD 7 3 3 3 7 7 7 3 3 7 7

[140] Trea Neuro Mult 7 7 7 3 7 7 7 7 7 3 7 3 7

[141] Trea Neuro Mult 3 Ql/QtD 3 3 7 7 7 7 7 3 7 m 7

[142] Trea Neuro Sing 3 QlD 7 3 7 7 7 7 7 3 7 3 7

[143] Trea Radio Sing m Ql/QtD 7 3 7 7 7 7 7 7 7 m 7

[29] Trea Radio Hybr 3 7 3 7 7 7 3 7 7 3 3 3 7

render it in the context of a patient-specific high resolution reference MRI scan. Using
this technique, the brain glows and emits light from active functional regions with a 2
second delay of the measured fMRI signal. In the work by van Dixhoorn et al., the fo-
cus is on examining whole brain functional network connectivity at a voxel-level [120].
They visualize the correlation of the functional activity, where fMRI time-signals at each
voxel are correlated with every other voxel in the brain to determine functional connec-
tivity. Therefore they propose an application for the interactive visual analysis of this
high resolution brain network data, both in a linked matrix representation as well as in
its anatomical context based on MRI in a GPU raycasting framework.

6.6.2. DIAGNOSIS

Visualization techniques aimed at improving diagnostic value of multimodal medical
data have been primarily developed in the fields of oncology and cardiology.
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Figure 6.3: PET/CT visualization with PET activity presented as a focus area using dynamic cutaways and CT
providing anatomical context for accurate localization [28].

ONCOLOGY

Among the oncological applications, Kim et al. introduced a dual-lookup table specif-
ically designed for use with PET/CT data such that medical experts can set different
transfer functions for every volume in a single view [68]. Jung et al. employed a novel
visualization approach by integrating a visibility-driven transfer function specifically for
PET/CT data [125]. Furthermore, they provided an intuitive region of interest selection
tool for further exploration. Lawonn et al. recently developed an illustrative technique
for focus-and-context rendering of PET/CT data [28]. In their approach, the functional
information from the PET data is used as the focus, while the CT provides anatomical
context using dynamic cutaway views (see Figure 6.3). Viola et al. presented illustra-
tive techniques to visualize liver ultrasound combined with CT information serving as
anatomical context [126]. They aim to shorten the long learning curve for ultrasound
practitioners in training, as well as assist the interpretation of liver examinations.

CARDIOLOGY

Due to the severity and frequency of cardiac diseases this application area is of utmost
importance. Essential diagnostic tasks include plaque assessment in the coronary arter-
ies, detailed diagnosis of a heart infarction, e.g. the extent of infarct core, assessment
of the heart valves, and assessment of abnormalities, such as congenital heart failures.
Morphological information, extracted from CT and MRI, as well as functional informa-
tion, e.g., wall motion extracted from ultrasound, are important.

An example of a multimodal visualization problem that was considered in visualiza-
tion research is the use of perfusion data combined with other MR imaging modes of for
the diagnosis of the coronary heart disease. Perfusion data of the heart, which indicates
the blood perfusion in the myocardium and can be acquired from MRI or SPECT scan-
ners, needs to be combined with anatomical data to provide morphology of the heart
muscle and the coronary arteries. Similar to combining PET and CT data, the resolu-
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tion of the perfusion data is much coarser. Moreover, the acquisition of cardiac perfu-
sion data exhibits gaps, i.e., there are regions in the morphological data, where no corre-
sponding perfusion data is available. Simply interpolating the missing information is not
a satisfactory solution. Thus, the overlay of both information must convey where slices
of the morphological data correspond to morphologic slices and where no such corre-
spondence exists. Termeer et al. proposed a visualization to aid diagnosis of patients
with Coronary Artery Disease using cardiac perfusion MRI data [129]. They extend the
traditional bull’s eye plot to a continuous volumetric version that reveals transmurality
of scar tissue and link this to an anatomical view of the heart. Transmurality indicates
whether the whole wall of the (left) ventricle is affected by an infarction—information
that is essential for prognosis and treatment. Hennemuth et al. developed a compre-
hensive approach to the analysis of contrast-enhanced cardiac MR images [127]. They
propose a full workflow to align the different datasets, extract surfaces and analyze them
in a combined way. Oeltze et al. presented an integrated multi-modal visualization of
morphologic and cardiac perfusion data for the analysis of coronary artery disease [128].
Myocardial perfusion is measured using an MRI scanner and combined with CT Coro-
nary Angiography (CTCA) which depicts the anatomy. In their visualization, colored
icons, heightfields and lenses are used to visualize and explore the different parameters
measured. Kirişli et al. combine CT Angiography (CTA) and SPECT myocardial perfu-
sion imaging (MPI) in a visualization aimed at assessing coronary artery disease [130].
They evaluated the diagnostic value of a software-based image fusion system over con-
ventional side-by-side analysis and found improved diagnostic performance when using
their application.

6.6.3. TREATMENT PLANNING

Multimodal medical data visualization applications have been developed mainly in the
areas of neurosurgical planning and guidance so far. To the best of our knowledge,
there is no prior multimodal surgical planning application focusing on pelvic oncologic
surgery. Some recent works have focused on radiotherapy treatment planning.

NEUROSURGERY

A primary focus in neurosurgical planning applications is identifying various surgically
relevant structures that are at risk to be damaged, such as the functional areas in the
gray matter and the white matter fiber tracts, and understanding how they are related to
the lesion that needs to be removed. The surgically relevant structures can be acquired
using several modalities such as CT and MRI, but also special MRI modes such as fMRI,
DTI as well as multiple different scanning parameter combinations are often employed.
Additionally, neurosurgeons need to plan the optimal or safe access path to such a lesion,
with the least amount of damage to vital functional areas, derived from fMRI, and fiber
tracts, derived from DTI. Visualization applications aimed at neurosurgical planning and
guidance often focus on brain tumor resection and this optimal path planning, but also
applications aimed at Deep Brain Stimulation (DBS) and Arteriovenous Malformations
(AVM) surgery exist.

Jannin et al. fused several modalities and imaging modes from MRI for neurosurgery
navigation [134]. They combined segmented structures and vessels with functional areas
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from magneto-encephalography (MEG) and fMRI data in a neuronavigation application.
As one of the most notable early techniques where surfaces are used for combined infor-
mation, Stokking et al. presented a visualization method that combines functional input
data and a surface extracted from anatomical data [123]. They map fMRI values onto
a brain surface using the surface normal and evaluate their technique on both regis-
tered (S)PE(C)T/MRI and fMRI/MRI. This technique was an extension from earlier work
on combining software-registered SPECT with a surface extracted from an MRI scan,
by mapping functional values of the SPECT to the surface of the brain along the nor-
mal [124]. While these techniques were applied to the brain, the idea of using a surface
can be transferred to other organs, such as the heart muscle. Rößler et al. described a
GPU-based multi-volume rendering scheme that allows users to visualize an arbitrary
number of volumes interactively (recall Section 5.1.1), and their technique was specifi-
cally focused on functional brain images [91]. Their tool was aimed at supporting cogni-
tive neuroscientists in experimental studies and to communicate results to non-experts
and employs a template brain with patient-specific fMRI data. Blaas et al. proposed
an approach that fuses fMRI and DTI data for planning brain tumor resections [131].
In this fused volume, users can extract fiber bundles that pass through a region around
the tumor. These bundles can then be explored by filtering on distance to the tumor,
or by selecting a specific functional area using arbitrary convex geometries as selection
criteria. Rieder et al. employed a combination of fMRI and DTI data for neurosurgical
therapy planning [139]. Their application visualizes pathologies using a distance-based
transfer function, as used in the work by Tappenbeck et al. [144], and only shows func-
tional data in close proximity to the lesion. Furthermore, they increase depth perception
by including a distance-ring, which visualizes how deep the lesion is situated in the brain
from the current viewpoint. For the surgical planning itself, they provide access path vi-
sualization and rely on identification of superficial landmarks which can be translated to
the per-operative context. A visualization approach for combined MRI and fMRI brain
data was presented by Jainek et al. [69]. Various rendering styles were used, e.g. ambi-
ent occlusion, and illustrative techniques were employed to enhance the visual output.
Following up on this work, Born et al. extended it to include DTI tracts, which reveal re-
constructed nerve fibers that connect functional areas [133]. They also enhanced depth
and shape perception by applying silhouettes and dithered half-toning. Janoos et al.
proposed a method to visually analyze brain activity from fMRI data, with a special fo-
cus on temporal dependencies [121]. They propose a methodology to analyze the time
dimension through volumes-of-interest, of which the selection is guided by a hierarchi-
cal clustering algorithm in the wavelet domain. They visualize these volumes-of-interest
overlaid onto MRI data of the brain and show the cluster time-series of selected clusters
in a separate view.

Diepenbrock et al. were the winners of the IEEE VIS Visualization contest on multi-
modal visualization for neurosurgical planning [2]. They provided a 3D view inside the
brain featuring an interactive probe containing structures acquired from fMRI, DTI and
various additional MR imaging modes. Uncertainty in the fMRI and DTI data is revealed
using uncertainty borders and a different rendering style. Furthermore, they provide
a cylindrical access path projection representing the distance to the structures at risk
along the planned path. A close-up view of the tumor allows a more detailed view on the
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area that the surgeons are planning to resect.

Serra et al. developed a multimodal pre-operative neurosurgical planning system
designed for use with a mirror-based Virtual Reality system workbench [141]. They ren-
der CT, MRI and MRA scans using 3D textures and allow the user to interact with the
volumes using a tracked 3D pointer. Neubauer et al. proposed a surgical simulation ap-
plication for endonasal transsphenoidal pituitary surgery, which is a minimally invasive
endoscopic procedure[138]. They employ CT and MRI to simulate this endoscopic pro-
cedure for training and pre-operative planning purposes. For this, they used CT for skull
anatomy, MRI for the tumor, optical nerve and pituitary gland, and contrast-enhanced
CT and MRI to highlight the internal carotid artery. They provide interactive threshold
adjustment to adjust the surface visualizations.

For planning neurosurgical procedures, Beyer et al. introduced a framework that
can visualize multimodal volumes such as CT, MRI, fMRI, PET and Digital Subtraction
Angiography (DSA) [25]. They propose a skull peeling algorithm that can automatically
remove an occluding bony area to reveal the underlying brain. Furthermore, they devel-
oped a masked-based approach to show multiple modalities concurrently and a render-
ing technique to render binary segmented objects with a smoothed appearance when
available. Within masked parts of the volume, different datasets are rendered, each with
their own transfer function settings. Joshi et al. presented interaction techniques in a
neurosurgical planning application that includes stereotactic navigation [113]. They vi-
sualize MRI, fMRI, DTI and SPECT in a visualization that allows the user to crop vol-
umes using an interactive line widget. Kin et al. developed a neurosurgical planning
tool specifically focussing on brainstem malformations in which they fuse MRI, CT, and
3D rotational angiography together [135]. They mainly rely on combining multiple sur-
face reconstructions of the individual modalities, which demands a significant amount
of preprocessing time in manually segmenting important structures.

Bock et al. recently presented a tool for planning and guiding deep brain stimula-
tion (DBS) interventions by fusing multimodal data that includes uncertainty regions
from the acquisition process [132]. In order to guide these procedures, CT and MRI
are fused and visualized integrated with results from Microelectrode Recordings (MER),
which measure the electric field in the brain intra-operatively. Their tool features a plan-
ning, recording and placement phase in which the corresponding steps of the interven-
tion can be performed.

In the area of neurosurgical planning, Rieder et al. proposed a multimodal visu-
alization of intracerebral pathological tissue [140]. They use multiple MRI sequences
(T1, T1ce (contrast enhanced), T2, FLAIR) as the input for their visualization application
and perform clustering to determine pathologic regions. Next, they blend these patho-
logic regions with the anatomical context information using an automatically calculated
transfer function. Furthermore, they propose an automatic cutting tool and brain peel-
ing to reveal hidden structures of interest.

Weiler et al. presented work on neurosurgical planning for treatment of Arteriove-
nous Malformations (AVMs) in the brain [142]. In these procedures, a precise identifica-
tion of the arteries and veins is crucial to understand the complex inflow and outflow in
these vascular pathologies. They combine several differently weighted MRI scans, such
as T1-weighted images with and without contrast agent, arterial time-of-flight (TOF),
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and MR-Venographies (MRV), into a single multi-volume visualization to facilitate un-
derstanding of the lesions angio-architecture. To prevent clutter, they propose a focus
of attention technique, based on the distance to a point of interest, that allows the user
to attenuate importance using transparency and saturation manipulation for structures
outside the region of interest. Navkar et al. developed visualization tools for planning
neurosurgical interventions with straight access, such as biopsies, deep brain stimu-
lation and ablation of brain lesions [137]. For this, they generate various access maps
based on vascular structures on the surface of the skin of the patients head for guidance
in selecting a safe entrance point.

Much research has been done on the topic of visualizing fiber tracts from DTI scans,
often using anatomical information from an MRI scan as context. Enders et al. proposed
to visualize white matter tracts reconstructed from DTI with wrapped streamlines [119].
They generate surfaces that wrap around the convex hull of fiber bundles for a more
intuitive representation of tracts and combine this with anatomical information from
a T1-weighted scan. Merhof et al. proposed a new visualization technique for white
matter tracts using triangle strips and point sprites [136]. Their novel DTI hybrid ren-
dering approach speeds up the rendering process and can then be combined with DVR
of anatomical data to provide additional information for surgical planning. Since a full
overview of these visualizations is outside the scope of this survey, we refer to a recent
survey written by Tobias Isenberg on illustrative visualization techniques for diffusion-
weighted MRI tractography [145].

RADIOTHERAPY

Radiotherapy planning is generally based on CT, MRI and PET/CT scans. These volumes
are used to define target areas for radiation but, also organs at risk that should not re-
ceive high radiation. Especially for target areas such as chest and upper abdomen, that
move strongly due to breathing, the recent possibility to acquire 4D PET/CT data opens
the possibility to capture and integrate the movement of tumors into the radiation tar-
get volume definition, building the basis for the dose calculation. In contrast to many
other diagnostic and treatment planning procedures that occur under severe time pres-
sure, radiation treatment planning is advanced and time-consuming. Target structures
and structures at risk are segmented regularly to assess how they would be affected by
a certain dose distribution. Thus, advanced multimodal visualization techniques would
be applicable.

Schlachter et al. [29] showed that 3D and 4D visualization of images, combined with
delineated regions, and the calculated dose (also available as volume dataset), comple-
ments the common slice views. This provides a fast overview over the spatio-temporal
configuration of all delineated areas and the related dose distribution resulting finally in
a faster quality checks of the radiation plan.

Magnetic Resonance Spectroscopy Imaging (MRSI) data provides metabolic infor-
mation that quantifies the concentrations of multiple brain metabolites, such as Choline
and Creatine, per voxel. Currently MRSI is only performed in a clinical research con-
text, but not yet employed in clinical practice. In the work by Nunes et al., MRSI data is
fused with multimodal radiology imaging in an integrated visual analysis system aimed
at radiotherapy treatment [143]. They linked the medical imaging framework MITK and
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Figure 6.4: A Venn-Edwards diagram of the references categorized according to the applied visualization

techniques. The color of the references corresponds to the application type colors: vascular research ,

neuroscience , diagnostic oncology , diagnostic cardiology , neurosurgical treatment planning and

radiotherapy planning .

general purpose data exploration tool ComVis to analyze, relate and visualize MRSI data
together with multimodal images.

6.6.4. DISCUSSION

An overview of all papers according to the application type and application area can be
found in Table 6.1. Here, we stated if any segmentation is needed for processing the date
in order to visualize it, which is important to estimate the amount of preprocessing an
application requires. We mention which type of evaluation (if any) was performed to
verify the utility of the applications. For this, we distinguish between quantitative (Qt)
and qualitative (Ql) studies with domain experts (D), non-domain experts (N), or if the
performance was tested (P). Furthermore, we mention the image modalities visualized
and describe the visualization techniques that are applied for the visualization of the
multimodal medical data. Additionally, we have composed a Venn-Edwards diagram of
all application papers categorized according to the visualization techniques used and
the application type in Figure 6.4.

From the table we can see that a fair amount of work has already been done on neu-
rosurgical treatment planning, as well as work on guidance. Not much work has been
done yet on radiotherapy planning, while this field especially uses multimodal data and
is in need of suitable visualization methods. In radiotherapy, relevant structures are reg-
ularly segmented, making all described visualization techniques in Section 4 practically
applicable. There has only been one visualization application paper combining ultra-
sound with another modality, while ultrasound has great potential and benefits that can
be complimentary to other modalities, such as the ability to provide real-time informa-
tion. The limited field of view and noise in ultrasound data could be alleviated by com-
bining it with additional modalities, and could be of value also in for instance biopsy
guidance. SPECT is involved only in cardiac diagnostic and neuro-science and -surgical
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planning applications. A popular modality combination for both vascular research and
oncologic diagnosis is PET/CT, which is used in all the application papers we listed. Due
to the nature of MRI, fMRI and DTI data, these modalities are often involved in both
neurosurgical treatment planning and research. For obvious reasons, fMRI is completely
neuro-specific, but DTI is also clinically applied so far mainly in neurological contexts.

While the visualization techniques used per application area vary too much to make
strong conclusions based on the limited number of samples, it is clear that ghosted views
are often employed for diagnostic purposes (see Figure 6.4). Furthermore, cutaways
are most successfully applied to neurosurgical planning, which makes sense due to the
nested anatomical and pathological structures involved and the need for exact access
path planning through the skull. There are five papers not employing smart visibility or
illustrative techniques, mainly in a research context.

In most works qualitative evaluations with domain experts are presented, but quan-
titative evaluations as well as more elaborate clinical studies are often still needed. Fur-
thermore, our overview revealed that only a few works applied illustrative visualization
techniques [28, 69, 126, 133]. However, the application of illustrative visualization tech-
nique seems to be promising [65, 66] and we see a potential to use these techniques for
further research on multimodal medical visualization. In multimodal medical visualiza-
tions, there are often many overlapping and nested structures, which causes occlusion
problems that the abstraction in illustrative techniques can help alleviate. However, the
segmentation required often limits the clinical uptake. It might also be helpful to em-
ploy novel focus-and-context techniques, by defining one modality as the focus and the
other(s) as the context.

6.7. CONCLUSION AND FUTURE CHALLENGES
For many techniques described in this survey, it is not clear how they fit in clinical work-
flows, how much additional and relevant information they provide and if so, whether
this justifies a potentially larger effort, e.g., due to the necessity to segment structures or
adjusting complex 2D transfer functions.

Dealing with medical imaging data involves uncertainty in the form of imaging er-
rors, for instance resulting from noise, field bias, patient motion, or imaging artifacts.
Additionally, processing errors may occur due to errors in the segmentation or registra-
tion process. When visualizing multi-modal datasets resulting from combining acquisi-
tions of multiple scanners, additional care has to be taken to visualize the uncertainty
resulting from these processing errors in the registration process. This is a challenging
and so far unsolved research challenge [146].

The existing multimodal visualization techniques need to be better evaluated and
compared. On the one hand, evaluations that consider effectiveness in specific medical
tasks are needed. On the other hand, perception-based evaluations are essential, e.g.,
to understand how effective certain emphasis techniques actually are, how well users
could discriminate values with certain color scales (used as overlays) and how accurate
they can locate functional abnormalities.

The existing techniques are spread over many research prototypes and commercial
solutions. It is thus very difficult to compare them. A framework that integrates at least
the most commonly used techniques and flexible parameterization options would be
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very valuable. A comparison also benefits from benchmark tasks and data. A first step in
this direction was the IEEE Vis. 2010 contest on multimodal brain data for neurosurgery
planning. A few more such tasks, e.g., in cardiology, would be beneficial.

We have seen a multitude of visualization techniques. Interestingly, these are ex-
clusively techniques that were developed first for displaying single datasets and then
adapted and refined. An open question is whether truly multimodal techniques can be
developed. Multimodal visualization obviously benefits from multiple views. More re-
search is necessary to understand which views are essential, how flexible viewing con-
figurations should be and which synchronization/coordination techniques are needed.

The visualization of single medical datasets may benefit from automatic viewpoint
selection, i.e., choosing a good initial view on a dataset as starting point for further ex-
ploration [147–152]. Measures of visibility, size of objects and viewpoint stability are
employed for the viewpoint selection. Automatic viewpoint selection is also promising
for multimodal data visualization and requires careful adaptation of measures and ap-
plication to selected case studies. Also the user interface must be considered to enable a
physician to specify what is important for her as input for an algorithm.

Neurosurgery is among one of the most advanced user communities in this field,
while other disciplines like radiotherapy are not yet exploiting the full potential of visu-
alization techniques available today to support therapy planning and monitoring. We
believe there are many applications in neurosurgery because of the relatively easy and
reliable registration process, which can be automated, as well as specific application
demands. First, CT and MRI contribute a significant amount of relevant and comple-
mentary information, while in lung surgery for example you can completely rely on CT.
Second, neurosurgery has much higher accuracy demands compared to any type of ab-
dominal surgery. A few millimeters in abdominal surgery usually do not matter, while in
neurosurgery 2mm may be a lot.

Challenges also appear in case when the input does not consist of surface meshes.
For volumetric data, some visualization techniques are more challenging than when ap-
plying them to surfaces. Feature lines are mostly defined on surfaces, but some methods
can also be applied on volumetric data. Burns et al. [153] extended the suggestive con-
tours to volumetric data. They also extract the lines as objects, and with this the lines
could also be stylized. Kindlmann et al. [154] visualized ridges and valleys depending
on curvature values. With an adapted transfer function, these lines could then be high-
lighted, which is similar to the approach by Lawonn et al. [28]. In contrast to feature
lines, hatching approaches were also applied to volume datasets [155–159]. Mostly par-
ticles or points are placed in the dataset on a specific isovalue and then the points are
traced along the principle curvature directions. Due to the challenging character of fea-
ture lines, these techniques were not commonly applied to multimodal data visualiza-
tion so far. Although its potential was shown to illustrate surfaces [160] more work need
to be done in this field.

Developing efficient and effective visualization methods with real impact on daily
clinical or research routine of potential users requires a highly interdisciplinary effort
fusing knowledge from Physicians, Visual Computing Specialists, HCI, Imaging and Im-
age Analysis specialists. This becomes even more important with the increasing avail-
ability of new imaging modalities, that can be fused with imaging pipelines delivering
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sets of highly heterogeneous data at different scales. A deep understanding of this data
and its application context is necessary to generate useful results, on the other hand
technical skills are getting more and more important, as the amount of data to be pro-
cessed increases tremendously. As a consequence, multimodal visualization will be even
more interdisciplinary than it has been ever before.

6.8. SUMMARY
We have presented a survey of the current state of the art in medical multimodal visual-
ization. We introduced relevant medical imaging modalities and acquisition techniques,
i.e., CT, MRI, fMRI, DTI, PET, and SPECT, and described their properties as well as the
associated visualization challenges. Afterwards, we examined the current clinical work-
flow for the exploration and analysis of multimodal medical modalities. We summarized
the requirements in designing a visualization technique to maximize the insights into
relevant details in the depiction of multimodal medical data.

Subsequently, we highlighted the most common visualization techniques that sup-
port this visualization problem. These techniques need to incorporate heuristics for as-
sessing the importance of information and emphasis techniques to adapt the impor-
tance. For this reason, smart visibility approaches, including focus-and-context tech-
niques, ghosted views and cutaways are highly relevant for visualizing multiple volumes.
While these techniques are frequently used in visualization research, they are not part of
any commercial solution or available in radiology workstations. This is probably because
these techniques require time-consuming preprocessing and are quite complex, as well
as unfamiliar to the physicians.

Rendering multiple volumes is an associated research challenge for which many ap-
proaches have been developed. Furthermore, special interaction techniques have been
designed for exploring multimodal datasets, which can be as important in providing in-
sight in multimodal data as rendering refinements.

In the main part of our survey, we provided an overview of 35 visualization appli-
cation papers. We defined the scope of the paper by focusing our survey on multimodal
medical visualization applications associated to research, diagnosis and treatment plan-
ning or guidance. Within these categories, we found that the main application areas were
related to oncology, cardiology, radiotherapy and neurology. We summarized our find-
ings in a table featuring the three aforementioned categories, a further subdivision ac-
cording to the medical application domain, whether preprocessing is required in terms
of segmentation, image modalities used, and visualization techniques employed. We
concluded from the table which application areas are active, upcoming or sufficiently
researched. While a fair amount of work has been done on neurosurgical planning, ra-
diotherapy planning seems to be a rising field with many opportunities for interesting
research, and the same holds for combining ultrasound with other modalities. Addition-
ally, we did not find any multimodal visualization applications combining atlas data with
medical imaging acquisitions for surgical planning for pelvic oncological procedures.

Finally, we mentioned open problems in multimodal medical visualization that as a
starting point for future research in this area. Evaluation of medical task performance
and in the form of perceptual studies are needed to validate the effectiveness of visu-
alization application designs. Furthermore, most developed techniques were extended
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from existing single modality techniques, while truly multimodal techniques have yet to
be developed. With the increase in the amount of data acquired and new modalities be-
ing brought into clinical practice, multimodal medical visualization remains a promising
research area for future developments.
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7
REGISTRATIONSHOP: AN

INTERACTIVE 3D MEDICAL

VOLUME REGISTRATION SYSTEM

In medical imaging, registration is used to combine images containing information from
different modalities or to track treatment effects over time in individual patients. Most
registration software packages do not provide an easy-to-use interface that facilitates the
use of registration. 2D visualization techniques are often used for visualizing 3D datasets.

RegistrationShop was developed to improve and ease the process of volume registration by
adding 3D visualizations and intuitive interaction to an existing command-line interface
registration framework [3], with the goal of bringing the registration required for our sur-
gical planning application closer to being feasible in clinical practice. It supports several
basic visualizations of 3D volumetric data. Interactive rigid and non-rigid transformation
tools can be used to manipulate the volumes and immediate visual feedback for all rigid
transformation tools allows the user to examine the current result in real-time. In this
context, we introduce 3D comparative visualization techniques, as well as a way of plac-
ing landmarks in 3D volumes. Finally, we evaluated our approach with domain experts,
who underlined the potential and usefulness of RegistrationShop.

This chapter is based on the following publication:Noeska Smit, Berend Klein Haneveld, Marius Staring, Elmar
Eisemann, Charl Botha, and Anna Vilanova, "RegistrationShop: An Interactive 3D Medical Volume Registration
System", Proceedings of the Eurographics Workshop on Visual Computing for Biology and Medicine (VCBM), pp.
145-153. 2014 [1], which was based on work performed by Berend Klein Haneveld in his Master thesis [2].
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7.1. INTRODUCTION

3D medical imaging techniques like Magnetic Resonance Imaging (MRI) and X-ray Com-
puted Tomography (CT) are increasingly used to study and diagnose diseases of pa-
tients [4]. Often, follow-up scans are acquired to track the progression of a disease over
time. However, comparing such datasets is difficult because the patient will never be
in the exact same pose. In consequence, volumes are registered to establish image cor-
respondences. Another application for registration is atlas-based segmentation [5], in
which a segmented dataset is registered to an unseen dataset, to transfer the segmenta-
tion. In this thesis, we also require registration of atlas data with patient-specific scans,
but aim at surgical planning purposes. Registration is also useful for combining multi-
modal images like Positron Emission Tomography (PET)/CT acquisitions with MRI scans.
Each acquisition technique provides specific information that can aid diagnosis when
properly combined. Additionally, even different scanners and acquisition techniques
might lead to important variations.

Despite the broad spectrum of use cases for registration, there are currently not many
free-to-use tools available that would be suitable for novice users, which contributes to
the fact that registration is not yet broadly used in a clinical setting. In particular, several
available tools concentrate on the alignment of 2D slices, although registering volumes
is a 3D operation. A transformation that appears perfectly aligned in 2D, might be mis-
aligned in 3D. This restriction forces the user to construct and maintain a 3D mental
model of the desired alignment transformations, which can be challenging.

Our goal is to provide a free and accessible 3D-3D registration solution. Our work,
called RegistrationShop, facilitates the registration process by adding easy-to-use inter-
action techniques to existing state-of-the-art registration methods. Further, we provide
interactive 3D visual feedback, which makes it easier for the user to recognize spatial re-
lationships between datasets at a glance. Having a solution specifically designed for 3D-
3D registration, leads to a less complicated interface compared to multipurpose tools
and provides the user with a single solution to this tedious and difficult process. Our
contributions are as follows:

• The RegistrationShop system: Our solution offers interactive transformation tools
with instant visual feedback to iteratively improve the registration result. It intro-
duces a 3D multi-volume rendering visualization to evaluate the registration in a
single view as opposed to inspecting the result in linked individual views. Registra-
tionShop is distributed as open source under the MIT License and made available
via GitHub.

• The case-study-based evaluation: We evaluated RegistrationShop via a user study
with domain experts according to the guidelines for case study design by Yin [6].

In the following, we will discuss related work and compare their features (Sec. 7.2)
before describing RegistrationShop (Sec. 7.3) and its implementation (Sec. 7.4). A user
study is presented (Sec. 7.5) before concluding (Sec. 7.6).
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RS AD AL FS EZ MT MR PM SL VV VR

1. 3D volume visualization 3 3 3 7 7 3 3a 7b 3 3 3

2. Multi-volume rendering 3 3 3 7 7 3 7 7b 7 7 3

3. Results inspection 2/3D 2/3D 3D 2D 2D 7 2D 2/3D
b

2D 7 3D

4. 3D clipping of volumes 3 3 3 3 7 7 3 3 3 3 7

5. Manual transformation 3 7 3c 3 7 7 3 3 3 7 3d

6. Landmark transformation 3 3e 7 7 7 7 7 3f 3 7 7

7. Non-rigid registration 3 3 3 3 3 3g 3 3h 3 3 3

8. Deformation visualization 7 7 7 7 3 7 7 7 7 7 7

9. GPU-accelerated 3i 7 7 3 3 7 7 7 7 7 7

10. Transformation history 3 7 7 7 7 7 7 7 7 7 7

11. Free software 3 3 3 7 3 3 7 7 3 3 3

12. Multiplatform 3 3 3 7 3 3 7 3 3 3 3

Table 7.1: Features of RegistrationShop vs. related applications (alphabetical order): RS: RegistrationShop, AD:
AMIDE, AL: AMILab, FS: FusionSync, EZ: Ezys, MT: MITK, MR: Mirada Medical, PM: PMOD, SL: Slicer, VV:
VolView, VR: Voreen. a: MIP only. b: In external P3D tool. c: Functionality not working in current version 3.2.1.
d: Interactive transformation matrix. e: Non-interactive landmark transformation wizard. f: Limited to only
one set of landmarks. g: Not included by default in MITK workbench. h: Only available for brain normalization.
i: Will become available with next Elastix release [7].

7.2. RELATED WORK

Table 7.1 lists specific strengths and shortcomings of existing applications featuring reg-
istration functionality. The listed features are deemed requirements for a medical vol-
ume registration system. An ideal system would support multiple visualization options
for individual datasets and the registration result (features 1 to 4). Furthermore, user-
support for transformation definitions, such as landmark placement, and non-rigid reg-
istration should be available (features 5 to 7). A related visualization to inspect deforma-
tions after a non-rigid registration process should also exist (feature 8). GPU acceleration
is a desirable feature to improve the speed of the registration process (feature 9) and the
software should be free and multi-platform to allow for bigger uptake (feature 11 and
12).

Interestingly, free software solutions are usually multi-platform. AMIDE (AD), a Med-
ical Image Data Examiner, uses fiducial markers (landmarks) and the maximization of
mutual information for the registration process. Only rigid body transformation is sup-
ported. The software can also be used for viewing medical imaging datasets [8]. AMI-
Lab (AL) lacks landmark-based registration support and is an image processing appli-
cation with visualization capabilities [9]. It is a multipurpose and particularly supports
multi-volume rendering. Slicer (SL) also allows to inspect, process and visualize 3D im-
age data [10] and offers visualization (2D slices, 3D volume rendering) and registration
(rigid and deformable) capabilities. It also supported multi-volume rendering in version
3.6, but this feature has been removed since version 4.0. Ezys (EZ) supports visualiza-
tions of multiple datasets and deformation fields. It is a non-linear 3D medical image
registration program [11], featuring 2D visualizations of multiple datasets and the defor-
mation field. Non-rigid registrations in Ezys are GPU accelerated. The comparison step
in VolView (VV) [12], an open-source, advanced volume visualization tool, is a bit sim-
pler; data sets are loaded next to each, but no multi-volume render possibilities exists. It
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EvaluateTransform
Import volumes Export transformed data

Visualize Adjust Accept

Figure 7.1: A high-level overview diagram of performing a registration with RegistrationShop.

also offers correlation based rigid registration and multi-modality registration methods.
General frameworks, such as Voreen (VR), facilitate open-source rapid application

development for the interactive visualization and analysis of multi-modal volumetric
datasets [13]. Multi-volume rendering is possible through the inclusion of a template
project, but the only way of interactively registering multiple volumes is by manually
editing transformation matrices. MITK (MT) is used for building medical imaging appli-
cations [14] and comes with the MITK workbench, which offers various functionalities
in form of modules. Yet, the only available registration method is a non-rigid registration
module — available only via custom builds.

7.3. REGISTRATIONSHOP
This section describes the design of RegistrationShop by explaining the visualization
capabilities and available interaction tools for manual landmark-based and automatic
transformations. A high-level overview diagram of the registration process using Regis-
trationShop is given in Figure 7.1. First, the volumes to be registered are imported. Next,
a 3D visualizations of the structures of interest provided and the user applies transfor-
mation tools to align the moving volume. Finally, the current registration results are eval-
uated and either accepted, leading to a transformed volume, or the transformations are
adjusted again. The following subsections describe the most important stages in more
detail.

7.3.1. VISUALIZATIONS

The visualization stage plays a central role, as the user sees in real-time how their trans-
formations affect the registration results. Even small changes can be investigated and by
responding to them, users converge, ultimately, to a solution.

COLOR MAPPING

Throughout RegistrationShop the fixed volume is consistently shown as orange and the
moving volume (to be registered) is shown in blue, as can be seen in Figure 7.2. This
choice makes identifying the volumes easy in all stages. These specific colors were in-
spired by work on comparative 2D visualization [15]. Being complementary colors, adding
them results in a shade of gray whenever both are of the same intensity. If one intensity
is higher, a shade of blue or orange will appear, making differences, as well as the iden-
tification of the volume causing the color, easy to spot. A second reason for this color
scheme is that blue and orange can be distinguished by most colorblind people.
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Figure 7.2: Screenshot of the main interface of RegistrationShop displaying two CT lung datasets. Left: base-
line data loaded as the fixed volume with the associated visualization parameters below. Right: follow-up data
loaded as the moving volume. Center: multi-volume rendering the two volumes in a single visualization to re-
veal the current registration result with blending parameters below. The datasets are available from the Elastix
test suite.

SINGLE VOLUME VISUALIZATIONS

Two single-volume 3D-visualization options are available; the threshold visualization
(THR) and Maximum Intensity Projection (MIP).

THR uses Direct Volume Rendering (DVR). To simplify controls for novice users, we
offer only three sliders to define a transfer function. These modify a lower and upper
threshold, as well as an opacity value. Figure 7.2 shows an example of a THR visualiza-
tions; orange, resp. blue, indicates the fixed, resp. moving, volume.

The second method, MIP, displays only the voxels with highest intensity along a ray
from the camera. As for THR, data can be tresholded to exclude some voxels. This option
makes MIP more flexible if high values in the data are not the values of interest.

MULTI-VOLUME VISUALIZATION

The view in the center of RegistrationShop fuses the adjacent fixed and moving view (left,
right, respectively). One parameter, which can be adjusted for this view, is the opacity
for each of the volumes to modify the blending process. This opacity parameter setting
is then multiplied by the opacity based on the transfer function. Consequently, three
visualization mixes are possible: THR-THR, THR-MIP, and MIP-MIP.

THR-THR: The transfer functions of the adjacent views are applied to the volumes
and, during ray tracing, voxels from both volumes are sampled alternately, starting with
the fixed volume. The technique for compositing the sampled values is the same as the
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Figure 7.3: Examples of visualizations in RegistrationShop. Left: a single volume rendered with MIP. Center:
two volumes rendered combining MIP with THR. Right: two volumes rendered combining MIP with MIP. The
two rightmost figures reveal that the two volumes are currently not aligned.

technique used for standard ray tracing. An example is shown in Figure 7.2.
MIP-THR: When MIP and THR visualizations are combined, during ray tracing, in-

termediate values from the two volumes are maintained: the current maximum intensity
for the MIP volume and the accumulated color and opacity value for the THR volume.
These values are composited until the opacity value for the THR volume becomes satu-
rated. An example is shown in Figure 7.3.

MIP-MIP: The combination of two MIP visualizations uses a technique that extends
the 2D image blending method introduced by Dzyubackyk et al [15]. Both of the vol-
umes are separately traced with the MIP technique. The result of the fixed volume is
transformed to orange while the result of the moving volume is transformed to blue.
These values are then added in RGB space. When the voxels of the volumes match well,
the resulting image will exist of mainly gray values. In regions with differences, blue or
orange will indicate mismatches, drawing the attention of the viewer to these locations
(compare Figure 7.3).

A known disadvantage of the MIP technique is that it removes depth cues and vol-
umes might seem to overlap perfectly from a certain angle, while, from a different view-
point, it becomes apparent that the volumes do not match well. Interaction with the
visualization is therefore needed to verify the result. In the future, it would be interesting
to evaluate the use of MIDA instead of MIP in this comparison setting [16]. This fusion
technique is mainly applicable to datasets of the same modality, as it relies on data sim-
ilarity. Further, as maximum values along the ray are output, differences in lower value
ranges are harder to spot.

2D COMPARISON TOOL

Domain experts working with image volumes are used to exploring volumetric data via
2D slices through the volume. Providing only a 3D visualization would ignore their pre-
vious experience and expertise. Hence, we also include a 2D comparison tool to verify
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Figure 7.4: 2D comparison tool with the lung datasets. Left: the fixed volume. Center: the current registration
result. Right: the moving volume.

results acquired with the 3D registration.
A secondary reason for 2D visualization is to provide means for a detailed inspection,

as it provides a direct view of the data. In a 3D visualization, the data is filtered through
color and opacity assignment and details of the original datasets might no longer be
visible in 3D. The layout of the views is the same as in the 3D viewer (Figure 7.4).

7.3.2. TRANSFORMATION TOOLS
To transform the moving volume, we included a manual, a landmark-based, and an au-
tomatic transformation tool. Whenever a tool is applied, the modification is kept in a
history tab to allow the user to compare, or undo previous operations. This history tab
stores all steps performed in the registration pipeline for the current project and can be
used to visually inspect the results of previous steps.

MANUAL TRANSFORMATION TOOL

The manual transformation is used to coarsely align data sets and can serve as an ini-
tialization for subsequent registration steps. Here, the user interacts with a box widget,
making interactive rigid transformations, rotations, and scaling of the moving volume
possible.

LANDMARK-BASED TRANSFORMATIONS

Landmarks can be used to register mutual correspondence points in both volumes. A
least-squares fit is then used to find a best match between corresponding landmark po-
sitions. The computation is interactive and builds upon the unit-quaternion algorithm
by Horn [17], which offers the choice between rigid, similarity-based, or affine transfor-
mations.
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Figure 7.5: Landmark transformation tools. Left: surface picker (red and green cone) with an active (green)
landmark and an inactive (gray) landmark. Right: two-step picker after shooting the picking ray. Bottom:
associated value-profile along the ray for the two-step picker.

When specifying a landmark, the location is marked with a sphere and an additional
circle around it. The sphere is drawn in the context of the volume, while the circle is
drawn as an overlay, hence, keeping it always visible. Landmarks are specified in pairs
and whenever a new landmark pair is indicated, the transformation is updated and its
effect instantly shown in the multi-volume view.

Placing landmarks in a volume is not a trivial procedure: there are three dimensions
in a volume, which are displayed on a two dimensional screen. Further, to ensure a wide
use of our software, we restricted ourselves to mouse interaction, but, this choice, leads
to 2D coordinates in screen space. Due to possible voxel transparency, it is impossible
to know exactly, which voxel a user chooses based on a 2D DVR image. To remedy this
problem, we offer two solutions: the surface picker and the two-step picker.

The surface picker traces a ray through the volume, originating from the mouse posi-
tion, to determine the first voxel with an opacity value that exceeds a pre-defined thresh-
old value. At this location, two cones, aligned with the normal (gradient) of this location,
giving the impression that one cone appears to stick out of the surface, while the other
seems to disappear behind it. The cones are rendered in the same context as the volume,
giving the user a sense of the chosen voxel’s depth (Figure 7.5).

The two-step picker addresses cases in which the surface picker potentially fails; e.g.,
if the opacity of the intended location is below the threshold, or a higher opacity re-
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gion occludes it. The principle of the two-step picker relates to stereo reconstruction. In
the first step, the user selects a location on screen to which the intended voxel projects,
hereby, effectively restricting its location to the corresponding ray through the volume.
In the second step, a different view is chosen and, again, the projected location of the in-
tended voxel is clicked. The algorithm will then choose the point on the first line, closest
to the second.

A sphere is used to indicate the selected location along the first line. Additionally,
to support the user in the selection process, the depth profile along the first ray and the
current selection is shown in the volume view (Figure 7.5). The intensity profile embeds
the location in a context and can also be used directly to drive the selection.

AUTOMATIC TRANSFORMATION TOOL

The automatic transformation tool in RegistrationShop is a wrapper around the command-
line version of Elastix, an open-source library with which rigid and non-rigid registration
algorithms can be executed [3]. Elastix, while powerful, can be difficult to use for non-
technical users due to the command-line interface and complexity of the parameter file
choices. RegistrationShop provides default parameter files to start the registration pro-
cess, which hides the technicalities from the user. Nonetheless, additional custom pa-
rameter files can be loaded or created. If an initial rigid transformation has been pro-
duced in RegistrationShop, it will be passed to Elastix to initiate the optimization. When
Elastix finishes the registration, the created dataset is displayed automatically in Regis-
trationShop. The registration result can then be evaluated and corrected if needed.

7.4. IMPLEMENTATION
RegistrationShop uses several languages and frameworks. It is written in Python using
the Visualization Toolkit (VTK) and PySide. VTK was chosen because of its volume-
rendering and loading capabilities. PySide was used for building the user interface be-
cause it allows cross-platform development targeting all major platforms.

VTK does not support rendering of multiple volumes by default and we used a cus-
tom extension created by K. Krissian and C. Falcón-Torres [18]. The code has been ad-
justed and extended for all the possible combinations of DVR and MIP visualizations.

As indicated, Elastix is used for the non-rigid registration. It is based on The Insight
Segmentation and Registration Toolkit (ITK), so it shares most of its functionality. Elastix
is distributed under the simplified BSD-license. Elastix was the framework of choice as
it has a permissive license.

Alternatively, we could have used ITK, which is an open-source, cross-platform seg-
mentation solution [19], or DROP, which uses Markov Random Fields (MRF) to opti-
mize for cost functions [20]. Compared to the gradient-descent method in Elastix, it
performs well and is a promising alternative, but licensing allows only for research and
non-commercial purposes.

7.5. EVALUATION
We relied on an evaluation by experts to evaluate if RegistrationShop reaches its goals
of making the registration process easier and is able to produce the desired/intended
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MR RA I1 I2
Registration frequency low avg. avg. high
3D experience low avg. high high
Elastix experience low low high high
Technical knowledge avg. low high high

Table 7.2: Domain experts’ prior experience (avg.: average).

result. We rely on two case studies with medical domain experts, who compared Regis-
trationShop to their current registration workflow.

7.5.1. CASE STUDY DESIGN

Our case-study design follows the guidelines stated by Yin for case study research [6].
The main evaluation question has been formulated as follows: “Does RegistrationShop
make performing registrations easier and help in producing the desired/intended result by
providing 3D visualizations of the datasets in combination with simple interactive tools
with instant user feedback?”.

Participants were a medical radiation therapist (MR), a radiologist (RA) and two image-
processing experts (I1, I2), who are all familiar with medical image registration. The first
two experts are more familiar with the medical applications of registration, while the
latter two are experts in registration itself. These experts have a reasonable coverage of
users who might be interested in using RegistrationShop. Before starting, the domain
experts were asked to answer several questions about their prior knowledge and experi-
ences with registration, which allowed us to investigate the level of technical expertise in
dealing with 3D visualization and interaction. Based on these questions, levels of prior
experience were defined for all four domain experts (Table 7.2). MR does not perform
registration in his current work or possess any prior knowledge on 3D visualization and
interaction. While having some technical knowledge, MR is not familiar with Elastix. RA
performs registrations automatically, using a radiologist workstation, and was also not
familiar with Elastix. RA does use 3D visualization techniques occasionally, but is not
familiar with technical terms. The two image processing experts I1 and I2 both are fa-
miliar with 3D visualizations, Elastix and technical terms. The only difference in prior
experience between them is that I2 performs registrations more frequently.

Each evaluation session took 40 minutes and consisted of three phases. In the first
phase, we showed the expert a live demonstration of the RegistrationShop system by reg-
istering test volumes containing misaligned 3D cubes. In the second phase, the expert
was asked to perform a registration on a dataset from clinical practice. Two of the experts
were asked to register full-body MRI scans of the same patient at different time-points,
while the last two experts were asked to align baseline and follow-up CT-scans of a lung.
These datasets were chosen, because they were closest to the type of studies currently
performed by the users. We encouraged the experts to think out loud during this pro-
cess and recorded the audio and screen. During the third phase, we asked the expert
to express their level of agreement to the statements on a five-point Likert scale and to
provide vocal commentary to clarify their responses.
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Statement MR RA I1 I2
1. Navigation is quick and easy. 4 2 2 3
2. Navigation controls are clear and easy to get used to. 4 4 2 3
3. Inspection of the data is simplified by the visualization capabilities. 4 4 2 4
4. The single-volume 3D visualizations help display internal structures of the datasets. 5 1 2 5
5. It is easy to make a meaningful 3D visualization with the available options. 5 1 3 2
6. The interactive box allows for quick and easy dataset alignment. 4 1 4 4
7. The interactive transformation matrix is a useful optional tool. N/A N/A 2 1
8. A manual transform made with RegistrationShop is a good initialization. 5 4 4 5
9. The surface picker allows for quick landmark placement in the intended locations. 3 3 2 3.5
10. The 3D visualizations enable placement of the landmarks in the intended locations. 4 4 4 3
11. Real-time updates in the combined view demonstrate landmark placement effects. 4 4 5 5
12. The two-step picker works where the surface picker would fail. 4 N/A 5 5
13. Making an initial transform for Elastix is easy with RegistrationShop. N/A N/A N/A 2.5
14. Loading Elastix parameter files enables re-use of existing work. N/A N/A N/A 5
15. The standard Elastix parameters are a good starting point for deformable registration. N/A N/A 4 5
16. Adjusting parameter values for Elastix is easier in RegistrationShop. N/A N/A 4 1
17. The 3D multi-volume visualization allows me to evaluate registration results. 5 4 2 5
18. The 2D comparison tool is indispensable to evaluate registration results. 5 4 4 5
19. The need for 2D visualizations is reduced by the 3D visualizations. 2 1 1 1
20. The history tab allows me to see if the registration improved with a registration step. 3 4 4 5
21. RegistrationShop provides me with all the tools I need to perform a registration. 2 2 2 5
22. I do not need additional technical knowledge to operate RegistrationShop 4 4 N/A N/A
23. I see myself using RegistrationShop in the future. 3 3 4 5

Table 7.3: Domain expert level of agreement with statements based on a Likert scale. 1: Strongly disagree, 2:
Disagree, 3: Neither agree nor disagree, 4: Agree, 5: Strongly agree, N/A: Not available. The x.5 values were
given where the user did not feel the five-point Likert scale could reflect his opinion accurately.

7.5.2. CASE STUDY RESULTS
To examine our hypothesis, we decomposed the main evaluation question into several
related propositions that the domain experts were asked to respond to after using Regis-
trationShop (Table 7.3).

3D VISUALIZATIONS

The 3D visualizations of the datasets were regarded as interesting and succeeded in pro-
viding a sense of the overall anatomical structure of the data and the spatial relations
between the two volumes (question 17). Three users indicated that the inspection of the
data is simplified by the visualization capabilities of RegistrationShop, although one im-
age processing expert found 2D inspection easier (question 3) and also prefers to eval-
uate registration results in 2D (question 17). The combined viewer was successful in
showing the spatial relation between the datasets, especially, because of the instant user
feedback when working with the transformation tools. Because some domain experts
were not familiar with interaction in 3D, they indicated that they would not consider
navigation easy initially and expect a learning curve (questions 1, 2). Making a mean-
ingful 3D visualization was also not considered easy by two experts due to a learning
curve, but also lacking features, such as a reset functionality or optional parameter and
camera linking (question 5). Two experts strongly agree that the single-volume 3D visu-
alizations help to display internal structures of the data, but one expert pointed out that
for the full-body MRI volumes, internal structures cannot be shown easily using volume
rendering techniques. One expert indicated he could not visualize internal details of
the lung dataset easily (question 4). While the 3D visualization is suitable for display-
ing anatomical structures, it is less suitable for detailed voxel-by-voxel inspection and
comparison of the datasets. All experts agree that the 2D visualization included in Reg-
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istrationShop is required for detailed inspection; consequently, the inclusion of the 2D
comparison tool was deemed necessary (questions 18, 19). Incorporation of the 2D com-
parison tool directly in the 3D views was suggested as a potential improvement. Three
experts suggested other improvements when asked if RegistrationShop provides them
with all the tools they need for registration (question 21). Additional features included
deformation-field visualization for non-rigid registrations, measurements and statistical
reports of the datasets, and interactive segmentation.

TRANSFORMATION TOOLS

The transformation tools were mostly successful in helping the experts to create registra-
tions, though one expert experienced problems when using the manual box widget for
rotations (question 6). All experts agreed or strongly agreed that the manual transform
tool is able to create a good initialization for subsequent registration steps (question 8).
Landmark placement allowed the users to indicate the intended locations, though one
expert would have liked to place landmarks in the 2D view as well (question 10). Es-
pecially landmark placement using the two-step picker was deemed useful; its value-
profile visualization was considered helpful to determine the correct placement in 3D
(question 12). However, the visualization of the surface picker and the landmarks should
not obstruct the indicated location (question 9). The real-time transformation updates
were appreciated by all and allowed the experts to understand landmark placement ef-
fects (question 11). The history tab allowed the experts to assess if a registration step had
improved the registration result, and the combination with the real-time interaction up-
dates was considered helpful by the experts (question 20).

ELASTIX

The image processing experts familiar with Elastix (I1 and I2) appreciated the interaction
between RegistrationShop and Elastix and the choice of default and custom parameter
files (questions 14, 15). The parameter editing was considered easier in RegistrationShop
by one expert (question 16). The other expert has such extensive experience with Elastix,
he found that it did not make working with Elastix easier for him personally. He did
comment that RegistrationShop would be valuable to inexperienced users or users that
infrequently do registrations. The benefit of using RegistrationShop over Elastix is that
the results of an Elastix run can be visually inspected immediately after completion using
RegistrationShop.

CASE STUDY CONCLUSION

Overall, RegistrationShop was well received by the users. The interface was praised by
one of the non-technical experts for its simplicity and clear layout. The domain ex-
perts with limited technical experience felt that using RegistrationShop does not require
additional technical knowledge, while the image processing experts could not answer
as they already possess the corresponding technical knowledge (question 22). MR re-
marked that when previously using other registration software, it took four days to get
acquainted with the tool, while RegistrationShop allows a user to get results quickly
and intuitively. The image processing experts both could see themselves using Registra-
tionShop in the future, while the clinicians neither agreed nor disagreed with this state-
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ment, because their current work does not require them to manually register datasets
(question 23).

The user study indicates that in regard to our main evaluation question, several pre-
liminary results can be reported. The 3D visualization is appreciated for a global overview
in addition to the 2D views for detailed analysis. Furthermore, the simple interactive
transformation tools got positive feedback from all four users. Finally, the instant visual
user feedback was found helpful to evaluate the result of transformation interactions on
the registration outcome. The non-technical experts found that they do not need addi-
tional technical knowledge to operate RegistrationShop. The image processing experts
consider our work a promising volume registration tool with the potential to make reg-
istration more accessible to clinicians and researchers in the future.

7.6. CONCLUSION AND FUTURE WORK
We presented RegistrationShop, a 3D-3D volume registration system making use of 3D
visualizations for the moving and fixed volumes alongside the current registration result.
It provides a set of interactive tools coupled with instant visual feedback, which helps
the user to iteratively register the datasets, as underlined by the appreciation of experts
that evaluated our system. RegistrationShop has potential to bring complex registrations
closer to clinical practice, for instance to register atlas data to patient-specific scans for
pre-operative planning purposes, as we describe in Chapter 8.

Despite the overall positive outcome of our study, there is still room for future work,
such as the integration of 2D views in the 3D volume, region-of-interest tools, such as
special lenses or segmentation tools to visualize mutual information about the registra-
tion quality in certain regions. Similarly, other compositing operations [21] or transfer
function definition could be used [22, 23]. We also envision using saliency and simi-
larity measures to further improve the landmark placing process [24]. Furthermore, a
larger follow-up user study is needed to further examine the clinical potential of Regis-
trationShop.

Visualizing the non-rigid deformation field might be helpful and lead to a more-likely
acceptance in a clinical setting. Several users indicated this potential of our work, espe-
cially, as it makes the complicated task of registration less complex and accessible to
inexperienced users.

RegistrationShop is freely available as an open source prototype and the source code
of RegistrationShop can be viewed and downloaded on GitHub.
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8
PELVIS: ATLAS-BASED SURGICAL

PLANNING FOR ONCOLOGICAL

PELVIC SURGERY

As stated in Chapter 1, due to the intricate relationship between the pelvic organs and vital
structures, such as vessels and nerves, pelvic anatomy is often considered to be complex to
comprehend. In oncological pelvic surgery, a trade-off has to be made between complete
tumor resection and preserving function by preventing damage to the nerves. Since these
autonomic nerves are not visible in pre-operative MRI scans or during surgery, avoiding
nerve damage during such a surgical procedure becomes challenging.

In this chapter, we present visualization methods to represent context, target, and risk
structures for surgical planning, relying on the VSP (see Chapter 3) and RegistrationShop
(see Chapter 7). We employ distance-based and occlusion management techniques in an
atlas-based surgical planning tool for oncological pelvic surgery. Patient-specific pre-
operative MRI scans are registered to an atlas model that includes nerve information.
Through several interactive linked views, the spatial relationships and distances between
the organs, tumor and risk zones are visualized to improve understanding, while avoiding
occlusion. In this way, the surgeon can examine surgically relevant structures and plan the
procedure before going into the operating theater, thus raising awareness of the autonomic
nerve zone regions and potentially reducing post-operative complications. Furthermore,
we present the results of a domain expert evaluation with surgical oncologists that demon-
strates the advantages of our approach.

This chapter is based on the following publication: Noeska Smit, Kai Lawonn, Annelot Kraima, Marco
DeRuiter, Hessam Sokooti, Stefan Bruckner, Elmar Eisemann, and Anna Vilanova, "PelVis: Atlas-based Sur-
gical Planning for Oncological Pelvic Surgery", accepted to appear, IEEE Transactions on Visualization and
Computer Graphics (Proceedings of Scientific Visualization 2016) , 2017 [1].
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8.1. INTRODUCTION
Oncological surgical procedures in the pelvic area are often performed to treat rectal,
cervical and prostatic cancer. While removal of the tumor and a tumor-free circumfer-
ential margin is the main priority, the pelvic autonomic nerves should not be damaged
in order to preserve function post-operatively, as described in Chapter 1.

The Virtual Surgical Pelvis (VSP), described in Chapter 3, is an atlas model contain-
ing surgical risk zones in which the autonomic nerves reside are indicated. By register-
ing this atlas to patient-specific MRI scans, we are able to visualize the autonomic nerve
zones in the context of an individual patient. After the registration process, we can con-
struct a patient-specific 3D model of the surgically relevant structures that can be used in
surgical planning and education for oncological surgeons in order to increase awareness
of the regions at risk for nerve damage. Due to the anatomical complexity of the pelvis,
many structures occlude a clear view on the structure that is to be resected, while they
are still necessary as anatomical context. Furthermore, the proximity of the autonomic
nerves to the target organ, as well as the distance of the tumor to the organ border are
important aspects in planning the procedure. In our approach, we present several visu-
alization methods to visualize target, risk and context structures for surgical planning.
For this, we employ occlusion-management and distance-based visualizations to satisfy
the surgical planning requirements. We demonstrate the utility of these methods in an
interactive application designed for surgical planning of the total mesorectal excision
procedure. In several linked 2D and 3D views, the surgeon is able to explore the spatial
relations and distances between surgically relevant structures based on MRI and regis-
tered atlas information.

With this, our contributions are the following:

• We present visualization methods tailored to evaluate distances and to avoid oc-
clusion in surgical-planning visualizations for oncologic procedures.

• We provide an interactive application based on these methods for surgical plan-
ning of the total mesorectal excision procedure.

• We present an evaluation with five domain experts and ten non-experts in which
we demonstrate the utility of our approach.

The rest of the paper is structured as follows. We discuss related work (Section 8.2),
followed by related medical background information (Section 8.3). We then describe
a requirements analysis describing the results of our requirements elicitation from do-
main experts (Section 8.4). We present the proposed visualization methods to meet these
requirements (Section 8.5), their implementation details (Section 8.6) and the obtained
results (Section 8.7). The setup and results of our expert review with five surgeons and
ten non-experts are described (Section 8.8), followed by a discussion (Section 8.9), before
we conclude the paper with an outlook on potential future work (Section 8.10).

8.2. RELATED WORK
In this section, we describe work related to our method, such as visualization methods
for surgical planning and general visualization techniques applicable in our context.
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Much work has been done on applying visualization techniques to improve surgical
planning, mainly in orthopedic, hepatic, facial and neurosurgery. An overview of multi-
modal surgical planning applications is given in Chapter 6. A full overview of all surgical
planning methods is out of the scope of this paper, but additional information can be
found in the book by Preim and Botha [2].

Estimating distances between organs and relevant structures is an important task
during surgical planning. Some previous works in surgical planning have used color
mapping and isolines to encode distances. Marai et al. proposed a method for estimat-
ing joint contact areas in which they combine a colormap with isolines to visualize dis-
tances on the bone surfaces [3]. Dick et al. presented several methods for distance visu-
alization in interactive 3D orthopedic implant planning [4]. They propose two methods
to visualize the distance of the implant to the bone besides color mapping: slice-based
distance visualization and glyph-based distance visualization. Both methods only visu-
alize a single anatomical structure. Süßmuth et al. presented a color-encoded distance
visualization of cranial nerve-vessel contacts for diagnosis and treatment of neurovascu-
lar compression (NVC) syndromes [5]. They employ a slice-based colored isoline visual-
ization and also color-code the distances in 3D surface models. While the vessels were
semi-automatically segmented, the nerves were added by manual segmentation. Rieder
et al. presented a method where color and isolines were used to encode heat distribu-
tion successfully in radiofrequency ablation [6]. Using their GPU-based heat distribution
calculation method, they visualize heating and cooling zones in 2D slices as well as 3D
volume rendering. Since we have numerous structures to visualize and due to the com-
plex pelvic anatomy, we employ isolines and color-coding on the resection target surface
only in order to prevent further visual overload and clutter.

Regarding the visualization of distances to aid risk assessment, Hansen et al. employ
discrete color coding to visualize robust safety margins for oncologic liver surgery [7].
Based on a distance calculation, they visualize which vascular structures would be af-
fected by choosing a certain safety margin around the tumor in the planned resection.
Besides the target and risk areas, no contextual anatomical structures are shown. Mar-
shall et al. proposed a Proximity Map Projection (PMP) for interactive visualisation for
surface proximity monitoring [8]. They apply their technique in the context of real-time
MRI for the guidance of thermal therapy and show a mapping of the 3D distances to a 2D
representation. Krüger et al. proposed an interactive visualization for oncological proce-
dure planning in head and neck surgery [9]. They employ several visualization methods
such as cutaway views, silhouettes and color-coded distances in an interactive surface-
based application. Their work is the most closely related to ours, since it also involves
complex anatomy and pathology with many structures in close spatial relations, though
the excision goal is a tumor and not a complete organ.

To improve the reliability of our visualizations, we visualize an estimation of the un-
certainty due to the registration. Djurcilov et al. presented methods for visualizing un-
certainty in volume rendering [10]. They employed holes, depth-shaded holes, noise
and texture to visualize uncertainty together with scalar volumetric data. Grigoryan and
Rheingans employed point-based primitives to show surface uncertainty [11]. Their
approach displaces points on surfaces where they are uncertain, resulting in a fuzzy
appearance. Since we need to preserve the shape and view on the organ, while visu-
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Figure 8.1: The PelVis pipeline.

alizing registration confidence, our approach employs screenspace-oriented methods.
Whitaker et al. presented contour boxplots to visualize uncertainty in simulation en-
sembles [12]. Our contour confidence visualization was inspired by their visualization,
though we do not base it on an ensemble of contours. While not aimed at surgical plan-
ning, Termeer et al. encoded myocardial perfusion in a comprehensive visualization of
the coronary anatomy [13]. The blood supply was shown using a combination of col-
ormapping and isolines. In under-perfused regions, a striped pattern was blended in
with faded edges to indicate uncertainty. This pattern approach inspired our grid and
halftone confidence visualizations, though ours are generated in screen space.

To the best of our knowledge, there is no related literature on surgical planning for
pelvic oncologic procedures. Compared to other surgical planning applications, our ap-
proach adds information that is not visible in the pre-operative medical scans by involv-
ing atlas information. Furthermore, we propose several visual encodings that commu-
nicate distance and confidence information simultaneously and evaluate these qualita-
tively with domain experts and quantitatively with non-experts.

8.3. MEDICAL BACKGROUND
For treatment of rectal malignancies, the gold standard surgical procedure is the total
mesorectal excision (TME) [14]. Though other procedures exists to treat rectal cancer,
the TME has lower recurrence rates [15]. In the TME, the rectum is resected, includ-
ing removal of the mesorectum, a layer of fatty tissue surrounding the rectum. The anal
sphincter can be spared and connected to the remaining bowel through anastomosis
in the low anterior variant of the procedure. In case the tumor is situated too close to
the anal sphincter (within 5 cm), an abdominoperineal resection (APR) needs to be per-
formed, resulting in the removal of the anal sphincter and a permanent stoma.

The quality of a TME procedure is evaluated using several factors influencing the
recurrence and survival rates. After the procedure, the circumferential resection margin
(CRM), the distance of the resection border to the tumor, is checked by a pathologist [16].
The influence of the circumferential resection margin on local recurrence, distant metas-
tasis and survival rates was studied by Wibe et al. [17]. They concluded that a decreasing
circumferential margin is associated with an exponential increase in the local recurrence
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rates, metastasis and death. A margin of ≤ 1 mm is considered a negative prognostic fac-
tor for local recurrence [18]. Furthermore, the excised mesorectum specimen should
be complete. If it is incomplete, there is an increased rate for local and distant recur-
rence [19].

While the recurrence and survival rates are crucial, preserving function is addition-
ally an important factor in surgery. The TME procedure can result in urinal and fecal
incontinence as well as sexual dysfunction if the autonomic nerves are damaged during
the procedure.

The TME procedure can be performed in open surgery, in which the abdomen is
cut open, or using a minimally invasive, or laparascopic approach [20]. In laparascopic
surgery, also known as keyhole surgery, small incisions are made and the surgery is per-
formed using a laparascope, a flexible camera with a light source. Additionally, laparas-
copic TME can also be performed aided by a robotic surgery [21]. While traditionally the
TME procedure is executed in a cranio-caudal direction, there is a relatively new trend
to approach the resection through the anus in the transanal minimally invasive surgery
for total mesorectal excision (TAMIS–TME) [22].

Surgical planning for the TME procedure currently only consists of the analysis of
a pre-operative MRI scan, which can be used to determine the type of surgery and in
cancer staging [23, 24]. The complex anatomy of the pelvic area makes it challenging for
the surgeon to determine the exact anatomical relations between structures in 3D during
the operation, given the MRI scans. Often anatomy textbooks are additionally also used
to complement the MRI information.

8.4. REQUIREMENTS ANALYSIS
In order to elicit the requirements for our surgical planning tool, we consulted with two
anatomists and two surgeons. From these discussions, we formulated a list of surgi-
cally relevant structures and derived features. The following structures are surgically
relevant during the planning phase of a TME procedure: (1) the pelvic bones, (2) the
vagina/uterus or prostate, (3) the bladder, (4) the mesorectum, (5) the tumor, and (6) the
autonomic nerves.

The mesorectum is important since it is the structure that is to be resected during the
TME procedure. The organs closely arranged around the mesorectum, i.e., the internal
genitalia and bladder serve as spatial context and are recognizable during surgery. The
pelvic bones also serve as spatial context and additionally feature anatomical landmarks
that can be identified even externally, such as the spina iliaca anterior superior. The
tumor and its relation to the mesorectum is important to determine the required type
of surgery. The autonomic nerves are structures that need to be avoided during surgery,
since damaging them negatively affects functional outcome.

Among these structures, a distinction can be made between structures that serve as
an anatomical context to aid spatial orientation (structures 1 to 3), structures that need
to be resected (structures 4 and 5) and structures that pose a risk for poor functional
surgical outcome (structure 6). Therefore, we classify these structures conceptually into
the following categories: context, target and risk structures.

Based on these structures, there are several derived features that influence the deci-
sion of what surgical procedure to perform and approach: tumor diameter, distance of
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the tumor to the anal sphincter, distance of the tumor to mesorectum border and dis-
tance of the mesorectum to the autonomic nerves. The tumor diameter and distance to
the anal sphincter influence the staging and determine if an APR or low anterior resec-
tion have to be performed. The distance of the tumor to the mesorectal fascia influences
if the circumferential resection margin is in danger of being positive, i.e., if tumor tis-
sue is found in the resection border. The distance of the mesorectum to the autonomic
nerves determines how careful surgeons need to be when cutting along that specific part
of the mesorectum.

While the first three features are easily accessible from the MRI scan, the fourth fea-
ture is not, since the autonomic nerves are not visible in MRI scans. Our approach relies
on registration to acquire these nerve zones and we must visualize the confidence in
the registration success in order to not mislead the user. The MRI scan already provides
much information, but for surgeons in training the translation between 2D MRI visual-
izations and 3D patient anatomy is more challenging.

It should be noted that, unlike for instance in biopsy planning or neurosurgery, in
this procedure, there is no access path planning involved. The total mesorectum needs
to be resected and there are no alternative approach paths among which the best must
be selected. In our case we aim to increase awareness on the spatial extent of the patient-
specific anatomy and pathology, as well as vital structures that are invisible both in MRI
and during surgery and around which the surgeon has to be especially careful during the
resection.

Based on this information, we formulated the following requirements in close col-
laboration with our domain experts:

• Requirement 1: The context and risk structures must be visualized in such a way
that they do not occlude the target structures, while preserving shape perception.

• Requirement 2: The distance of the risk structures to the target structures and
between the target structures must be perceivable from the visualization.

• Requirement 3: The relation between the MRI scan and 3D patient-specific mod-
els must be understandable from the visualization.

• Requirement 4: The user should be able to estimate the confidence in the result
of the registration process.

By satisfying these four requirements our method aims to improve spatial under-
standing of anatomy and pathology, as well as risk assessment.

8.5. PELVIS
In this section, we describe our visualization design decisions with respect to the re-
quirements and the components of our PelVis pipeline (Figure 8.1). Our method relies
on MRI and atlas data as input and requires segmentation, registration and distance cal-
culation as preprocessing steps (see Section 8.5.1). The resulting data and features are
then used in three visualization methods aimed at visualizing context, target and risk
structures (see Section 8.5.2). We discuss available interaction techniques in our appli-
cation in Section 8.5.3.
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8.5.1. PREPROCESSING

Since the risk structures, the regions where the autonomic nerves are located, are not vis-
ible in MRI scans, we make use of an atlas that contains these regions. To make the atlas
patient-specific, we need to register the atlas labels to the MRI, a process which is de-
scribed in Chapter 3. The inputs to our registration step are the label volume containing
the segmented structures from the MRI and the label volume of the matching structures
in the atlas. In this case, the atlas labels represent our moving image data, while the MRI
labels are our target image data. As an initialization, we perform a rigid alignment. After
this, we want to deform the atlas structures locally to fit the MRI as closely as possible
using an automatic deformable B-spline registration [25]. The specific implementation
we used employs an adaptive stochastic gradient-descent optimization [26]. Due to the
use of gradient information, registering label volumes directly is unlikely to be success-
ful. Therefore, we calculate distance fields on both label volumes and use these as the
input for the deformable registration step. The resulting deformation field is then ap-
plied to the risk structures from the atlas to map them into the patient-specific MRI.
More advanced techniques, which require less laborious manual work could be used for
the segmentation. However, to test the concepts presented in this paper, we estimated
that manual segmentation was the best option, since it does not introduce further in-
accuracies that potentially arise from an automatic segmentation method. Due to the
registration process, we might not be able to perfectly map all structures to each other,
resulting in an uncertainty that we take into account in our visualization.

We rely on a simple indication of the registration success. Since we assume the pro-
portional distance of the risk zones to the organs is preserved, we can estimate the reg-
istration success by checking how well the borders of the registered atlas organs align
with the borders of the segmented MRI organs. To find this value, we check the dis-
tances for every point on the structure borders and scale them to a value between 0 and
1, where 0 indicates a perfect border alignment and 1 is a maximum difference. While
more complex methods could be used to determine the confidence we have in the reg-
istration outcome, such as bootstrap resampling for uncertainty estimation [27], this is
considered out of the scope of this paper.

Since visualization of the distances between the risk zones and target structures is
a requirement (see Requirement 2), we calculate the distance between risk structures
and target structures using an N-dimensional version of the Euclidian distance map-
ping proposed by Danielsson [28]. We calculate the distance field on the binary volumes
containing the structures of interest. After the segmentation, registration and distance
calculations are performed, we obtain the needed components that serve as the input to
our visualization methods.

8.5.2. VISUALIZATION

Depending on the type of the structure, we have selected various visual encodings to
support the user in relation to the requirements stated in the previous section. In this
sub-section, we describe the design decisions made in visualizing the context, target
and risk structures.
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(a) Opaque (b) Semi-transparent (c) Ghosted (d) Our approach

Figure 8.2: Four different representations of two context structures: opaque, semi-transparent, ghosted view
and our approach.

(a) Grid (b) Halftone (c) Confidence (d) Blur

Figure 8.3: Four different confidence visual encodings: a) blended gridlines, b) halftone, c) isoline confidence
and d) isoline blur.

CONTEXT STRUCTURES

The context structures serve to provide anatomical context during the surgical planning
and are arranged in multiple layers. According to Requirement 1, we need to visual-
ize them in such a way that they do not obstruct the view on target structures, while
maintaining their shape perception. This requirement rules out standard opaque ren-
dering styles. Smart visibility techniques, which are illustrative and only convey the most
important visual information via a high level of abstraction, can be used for occlusion
management [29]. We combine two visualization techniques: a ghosted view to manage
occlusion, and hatching to emphasize the shape and depth perception. The resulting
visualization for the context organs is shown in Figure 8.2d.

While standard semi-transparent techniques could be employed, ghosted views have
already shown to support accurate spatial analysis of vessels with aneurysms [30]. In our
application domain, we have several nested structures with complex shapes, for which
semi-transparent approaches fail to provide enough shape and depth information (see
Figure 8.2a and 8.2b). Therefore, to prevent occlusion of the target structures, we render
the context structures as a ghosted view. In our ghosted view, we use a view-dependent
transparency rendering that is more opaque at regions facing away and more transpar-
ent at regions facing towards the viewer (see Figure 8.2c). We use an approach similar
to the one proposed by Gasteiger et al. in which the opacity is determined based on the
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Fresnel-reflection model [31].
Our ghosted view is able to prevent occlusion of the target structures, but makes

shading perception more difficult than when using a standard semi-transparent repre-
sentation. Both these rendering styles fail to convey the correct depth ordering. There-
fore, we turn to illustrative techniques to emphasize the shape and depth ordering of the
context structures. In the work by Interrante et al. [32], it was shown that the shape of
an transparent surface and its relative depth distance from an underlying opaque object
could be more accurately perceived when the surface is rendered with a sparse, opaque
texture. Since we do not want to add to the pre-processing required for our method, we
employ a simple hatching technique to convey shading and enhance the contour region
perception. Hatching is able to provide shading cues without fully occluding the cov-
ered context structures or influencing the color perception of underlying structures. We
chose to use image-based hatch strokes as developed by Lawonn et al. [33]. This hatch-
ing method is based on the dot product between the view direction and the surface nor-
mal and adds more strokes for ’darker’ regions, where this dot product is small, when
placing a light source at the camera position. To enhance the depth-ordering percep-
tion, we add a silhouette outline based on the same dot product (see Figure 8.2d). This
approach for rendering silhouette outlines is based on the method by Gooch et al. [34].

TARGET STRUCTURES

The target structures are challenging to visualize in our application since they are nested;
the tumor resides within the mesorectum. According to Requirement 2, we need to vi-
sualize both the distances of the risk structures to the targets, as well as the distances of
the target structures among themselves, i.e., the tumor distance to the mesorectal wall.
Furthermore, according to Requirement 4, we also need to visualize how confident we
are in the calculated distances of the risk structures to the target structures, since they
are the result of a registration process that introduces uncertainty.

After calculating the distance fields for both the risk structures and tumor in the pre-
processing step, we visualize these by sampling the distances at the mesorectum border.
For both distances, we employ a colormap from red to white to indicate proximity to the
risk structures and the tumor respectively. We chose this colormap due to the intuitive
meaning, i.e., red is dangerous and white is safe, and additionally because it does not in-
terfere with the shading. To further enhance the distance perception, we add isolines at
distances of interest. These isolines are formed by connection points of equal distance
for several distances. Besides indicating these distances, these lines further emphasize
the shape of the target structure, as contour lines such as these can enhance shaded sur-
faces to make a shape easier to perceive [35]. House and Ware state that contours can be
thought of as a special type of texture that follows the shape of a surface [36]. In this way,
we encode distances in a continuous representation using color mapping, as well as in
a quantized manner using the isolines. While slice-based and glyph-based approaches
worked well in the work by Dick et al. [4], the complex shape and spatial relationships of
our target structures in relation to the risk zones, combined with the requirement to also
visualize confidence, generates a situation in which clutter can become an issue. This
makes a simple representation via color mapping and isolines a better visual encoding
choice for our purposes.
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Besides the distances, we also need to visualize the confidence that we have in the
correctness of the risk-target distance calculation based on the registration success ac-
cording to Requirement 4. For this, we calculate a local metric of registration confidence
given by how well the registered structures of the atlas match up to the segmented MRI
structures. We sample this metric at the mesorectal border and need to visualize the
distance and the distance’s confidence concurrently. While a separate view could be em-
ployed just to visualize confidence, our experts are only interested in the confidence and
the distance simultaneously. A straightforward solution would be to map the confidence
to color, but since we already encode distance using color, we looked into several alter-
natives that can be perceived simultaneously.

We developed two global visual encodings and two local visual encodings that are
shown only near the isolines (see Figure 8.3). While textures could be employed to en-
code confidence [37], for our clinical context we do not want to perform texture-mapping
beforehand and rely on screen-space solutions. For the first global option, we blend in a
grid based on the amount of confidence. In regions where we are less confident, the grid
is shown more clearly (see Figure 8.3a). The second option is to use a halftone pattern,
where the size of the dots corresponds inversely to the confidence (see Figure 8.3b). In
this case, large dots indicate that we are not confident about the distances in these ar-
eas. Both these options were selected in order not to interfere with the standard surface
shading and hatching of the context structures.

Besides these two global representations, we also provide two localized visualization
options. In the first, we show a ’confidence band’ around the isolines (see Figure 8.3c).
Here, a wider and lighter band indicates low confidence, while certain areas show a nar-
row dark band. In the second local option, we blur the isolines based on the amount
of confidence (see Figure 8.3d). When confidence is low, the isolines are blended over a
wider area than in areas where we are confident of the registration’s success.

RISK STRUCTURES

The risk structures are similar to the context structures in that they should not occlude
the target structures, according to Requirement 1. For this reason, we visualize them
in a similar way by employing a ghosted view. The main difference in our application
between the risk structures and the context structures, is that the risk zones are not an
actual anatomical structure, but rather a zone in which the autonomic nerves are poten-
tially located. We do not employ hatching to differentiate the look of the risk zones from
the other context organs. However, to emphasize height information, which is important
for the surgical approach in relation to the height of the tumor, we add contour bands at
fixed intervals. These contour bands also serve to emphasize the different shapes of the
risk zones for varying heights (see Figure 8.4).

8.5.3. INTERACTION

To satisfy Requirement 3, we visualize the MRI data and patient-specific 3D models in
linked views. Furthermore, we enrich the MRI with contours of the segmented and reg-
istered structures by placing colored lines on the intersection of the MRI plane and the
3D models. The colors of these lines correspond to the structure color in 3D to further
enhance the link between the views.
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Figure 8.4: Visualization of a target structure and risk structure from a frontal and side view.

The visualization of the target structures shows the mesorectum in an opaque way
and since the tumor is nested within, it is not directly visible. Simply making the mesorec-
tum transparent to reveal the tumor does not work due to the number of overlapping
organs. Instead, to show the spatial relation between the tumor and the mesorectal fas-
cia, we employ a cutting and unfolding interaction technique. This ’exploded view’ was
inspired by the volumetric brain cleaving by van Dixhoorn et al. [38], which is based on
the Hinge Spreader technique proposed by McGuffin et al. [39]. Since the human body
is mainly symmetric along a saggital plane, we place an interactive splitting plane that
can be freely positioned in a region of interest. Then, the left and right halves of the
structures can be interactively moved away from the center by rotation away from the
center plane, similar to opening a book, combined with simultaneous translation (see
Figure 8.6). The structures are rotated and translated subsequently in a staggered move-
ment from outer to inner structures, which results in a interaction metaphor similar to
peeling the model open layer by layer. In the center of the view, we place a copy of the
uncut tumor for inspection along with the isolines that give an indication of the spatial
extent of the mesorectum around the tumor. The unfolded visualization leaves space in
the center for ghosted copies of individual structures to be shown when desired.

Based on the view during a surgical approach, we additionally define a default cam-
era viewpoint from a similar perspective. In this ’surgical view’, the pelvis is viewed from
the top down, as is the case during both laparascopic and open surgery. In this view-
point, the unfolding movement is adjusted to take the current view into account.

8.6. IMPLEMENTATION
The required pre-processing MRI segmentation of the major organs was performed semi-
automatically in AMIRA and MITK [40]. We used RegistrationShop [41] and Elastix [42]
to perform the rigid and deformable B-spline registration respectively. After this, we re-
constructed surfaces for the segmented organs and risk zones using DeVIDE [43]. Then,
we calculated the distance fields from the nerve zones and tumor and stored this infor-
mation in the mesorectum surface mesh. Finally, we calculated the distance confidence
using a combination of DeVIDE and Matlab to compute the registration alignment mis-
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Figure 8.5: The PelVis prototype application featuring the 3D model on the left and a linked MRI and unfolded
view visualization on the right.

match from the organs, and also stored these values in the mesorectum mesh. To get the
distance confidence, we employ a simple method, where we calculate a distance field
over all organ edges, and sample this at the mesorectal border and normalize it, leaving
us with an indication of the registration organ alignment success.

We implemented the visualization and interaction methods in a prototype applica-
tion in Python using the Visualization Toolkit (VTK) and Qt for the interface, extended
with custom GLSL vertex and fragment shaders, with separate shaders for context, risk
and target structures. The target structure shaders employed the values stored in the
mesorectum mesh to generate the target structure distance and confidence visualiza-
tion. For the MRI contours, we simply cut the structure surfaces at the location of the
MRI plane. For the unfolding, we cut the surface data into a left and right half at the
user-specific plane location, and rotate and translate the halves in opposite directions.

8.7. RESULTS
For our prototype application, we used the VSP atlas which is based on the Visible Ko-
rean female cryosectional dataset, as described in Chapter 3. We registered the atlas to
five patient-specific pre-operative MRI scans of patients undergoing a TME procedure
with various tumor locations and types and reconstructed the major surgically relevant
structures and risk zones in 3D using our method.

A screenshot of the interface can be seen in Figure 8.5. In the 3D model the con-
text structures are visualized in white (bone), green (bladder), and blue (vagina). The
risk structures containing the autonomic nerves are shown in yellow, while the target
structures are visualized in red/white (mesorectum) and red (tumor). The colors of the
bone and risk zones are based on anatomical illustration standards, e.g., always coloring
bone white and nerves yellow. Since the mesorectum and tumor are the target struc-
tures and this signifies importance, we use the color red to visualize these. Since there
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Figure 8.6: Tumor distance and unfolded visualization for two datasets featuring a mid-rectal tumor and a
low-rectal tumor respectively.

is no anatomical illustration standard for coloring the vagina and bladder, we chose col-
ors that do not interfere with the perception of the underlying red color, and base our
choices on the fact that red, green, yellow, and blue are hard-wired into the brain as pri-
maries and should be considered first [35]. A linked 3D cursor (red sphere) relates the
MRI data to the 3D model. When clicking on a structure in the 3D view, the MRI slice
updates to the point corresponding to the clicked location. In the split view, the interior
of the mesorectum can be explored while the cut structures can be displayed in their
original form in the center on mouse hover. In the application, one of the four proposed
distance confidence representations can be chosen to reveal the confidence in the out-
come of the registration process, i.e., blended grid, halftone, contour confidence and
contour blur. Individual structures can be made visible or invisible through selection.
A surgical view is also available in which the structures are visualized from a familiar
surgical orientation.

In Figure 8.6, two different datasets are shown based on scans of two patients. The
first patient is a 71-year old female who has a mid-rectal tumor, while the second patient
is a 92-year old female that has a low-rectal tumor. In comparison, the organ shapes
between them vary a lot, as is typical for soft tissues such as these. Especially organs
such as the bladder and rectum, which can have different levels of filling at the time of
the scan, result in large size and shape variations. The tumor distance visualizations on
the mesorectal wall reveal the mid- and low-rectal location of the tumor respectively.
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Furthermore, the unfolded view shows that in the first dataset, the tumor is located on
the ventral side of the mesorectal fascia, while the second dataset tumor is located more
towards the back. The color-coding and unfolded visualization show the proximity of
the tumor to the mesorectal wall and the chances of a clean circumferential margin.

8.8. EVALUATION

In this section, we describe the setup and results of our evaluation with five domain
experts and ten non-domain experts.

8.8.1. EVALUATION SETUP

We evaluated the utility of our method with five domain experts: S1, S2, S3, S4 and S5. S1
is an oncologic surgeon who is specialized in the surgical treatment of rectal cancer. He
has over 20 years experience as a surgeon. S2 is a medical resident who recently obtained
her PhD in surgical anatomy. She plans to be a surgical oncologist and she is one of the
domain experts involved in this project. S3 is a researcher and surgical oncologist in
training who finishes her training next year. In her post-doctoral research, she focuses
on imaging strategies for treatment response to therapy in rectal and breast cancer. S4
is a surgical oncologist with over 12 years surgical experience. S5 is a gynecologist in
training with 7 years of experience in general medicine and surgery.

After a short demonstration of the features of our application, the participants were
encouraged to interact with the tool. We allowed the participants to comment or pose
questions during their session and afterwards asked several open questions in a semi-
structured interview. Finally, we asked the participants indicate their (dis)agreement
with 30 statements using a five-point Likert scale (see Table 8.1). The 30 statements
were categorized into the following topics: General application (A), Context structure
visualization (B), Target structure visualization (C), Risk structure visualization (D), MRI
visualization (E), and Interaction (F).

In the form, the question order was randomized and symmetry was maintained by
having equal numbers of positive and negative positions to prevent bias. However, for
the ease of interpretation in the table, we rephrased the negative statements (indicated
by a?) to their positive form and inverted the scores, as described in the Sage handbook
of methods in social psychology [44]. Additionally, participants were asked to rate the ef-
fectiveness of the four distance confidence visualization options in Figure 8.3 on a scale
of 1 to 10.

To quantitatively evaluate the effectiveness of the four visual encodings of the com-
bined distance and confidence, we performed an additional task-based evaluation with
10 non-expert participants. We presented 8 circular patches of parts of the mesorectum
in the four confidence visualization styles. These patches were deemed safe or unsafe,
either through their distance to the risk zones or due to high uncertainty. We asked the
participants whether these regions are safe or not, and how sure they were about their
answer. We measured the time that it took them to get to their answers.
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Statement S1 S2 S3 S4 S5
A1 The application can improve the planning of a TME procedure 3 5 4 5 4
A2 The application can help surgeons in training in preparing a TME procedure 5 5 5 5 4
A3 The application has value in the OR during the surgery? 3 3 2 2 2
A4 I would find this application useful in preparing a surgery? 4 5 5 4 5
A5 The application has added value over the current situation? 4 4 4 4 5
A6 With this, surgical complications during the procedure are easier to predict 2 4 4 4 4
A7 I would like to use this application to explain the procedure to my patients 5 4 2 1 5
B1 The context organs are clearly visualized 5 5 5 5 5
B2 The context organs do not hamper the view on the important structures? 5 4 4 5 4
B3 The context organs help me with spatial orientation 5 4 5 4 4
B4 The shape of the context organs is clearly visible ? 5 4 4 5 5
C1 The mesorectum is clearly visible at all times 5 5 4 5 4
C2 I can estimate the distance of the tumor to the mesorectal fascia well in 3D? 4 4 5 4 5
C3 I can estimate the distance of the risk zones to the mesorectum in 3D 4 5 4 4 5
C4 The uncertainty resulting from the registration can be clearly interpreted ? 4 4 4 4 4
C5 The contours help me estimate the distances to the mesorectum 4 3 5 5 4
C6 The color-coding helps me estimate the distances to the mesorectum 4 4 5 4 5
D1 The risk zones that contain the autonomic nerves are clearly visible in 3D? 4 4 4 4 5
D2 The lines in the risk zones help me estimate the height of structures 4 4 4 5 5
D3 The changes in risk zone shape per level are easier to interpret in 2D than 3D 4 1 1 2 2
D4 Showing the autonomic nerve zones is of added value for an experienced surgeon? 4 5 2 2 4
D5 Showing the autonomic nerve zones is of added value for a surgeon in training 5 5 5 5 5
E1 The contours on the MRI are of added value for an experienced surgeon? 3 4 4 2 4
E2 The contours on the MRI are of added value for a surgeon in training 4 5 5 5 5
E3 The MRI slice in the 3D visualization helps me with spatial orientation? 4 4 5 5 5
E4 The size of the tumor is the most clearly visible in the MRI 4 2 2 4 3
F1 Unfolding the structures helps me see the interior of the mesorectum? 4 4 4 3 4
F2 Unfolding helps me to estimate the distance of the tumor to the mesorectal fascia 4 4 5 3 4
F3 The surgical view is of added value in addition to the default view? 5 4 5 5 3
F4 The 3D cursor helps me connect the 3D and 2D visualizations 5 5 4 5 5

Table 8.1: User response to 30 statements on a 5-point Likert-scale: 1: Strongly disagree, 2: Disagree, 3: Neither
agree nor disagree, 4: Agree, 5: Strongly agree. Negatively phrased statements in the original form are indicated
by a ? and their scores are inverted for ease of interpretation.

8.8.2. EVALUATION RESULTS

During the semi-structured interview, S1 mentioned that he sees strong potential in our
work for surgeons in training. Especially if we process interesting or difficult cases in sev-
eral pathology categories and represent them in our tool, it can help surgeons in training
to better understand the anatomy and relations between the MRI and the 3D situation.
Experienced surgeons can make the translation from MRI to 3D anatomy more readily.
He stated that even for experienced surgeons, sometimes the 3D reconstructions can
reveal details that are not immediately apparent from the MRI, due to cognitive blind
spots and selective perception. In particular, he appreciated the, to him, novel distance
contour representations and interactive unfolding. While he describes the registration
uncertainty and influence on the distance to the risk zones as important, he states that
surgeons should always be aware that the tool provides an indication of the areas, but no
exact definitions. A remaining challenge to get the tool into clinical practice, according
to him, is to further automate the registration process, so that MRI organ segmentation
is no longer needed.

S2 sees potential in our work for both surgeons in training and experienced surgeons.
She states that experienced surgeons can still benefit from our tool in difficult tumor
cases. She especially appreciated the linked views between the MRI and the 3D rep-
resentations.Her suggestions for improvement of the application are to include more
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anatomical structures such as the levator ani muscle and the anal sphincter complex.
Both these structures are visible from the MRI and available from the atlas. Furthermore,
she would find it useful if surgeons were able to store viewing preferences.

S3 especially appreciates the contours indicating the structures in the MRI view and
the linked 3D cursor. She thinks this really helps surgeons in training to relate the 2D MRI
data to 3D anatomy. Furthermore, the unfolded view helps her understand the relation
of the tumor to the mesorectal fascia in a clearer way. She also appreciates the surgical
view and viewing the MRI and the 3D model from that perspective. She indicates that
an extended version of the current application could also be useful during the operation
itself additionally.

S4 states that he sees a clear benefit in our application for surgical education, as well
as for surgical planning. He mentions that positive resection margins are often found
on the ventral part of the mesorectum, near the vaginal wall/prostate, and that it is a
surgically difficult area, which can be clearly visualized with our application. He em-
phasizes that the annotation of the tumor in the MRI must be done by a radiologist to
prevent incorrect assumptions in planning the procedure. If that condition is met, he
thinks it can raise awareness of surgeons in the pre-operative planning phase and that
they can transfer this knowledge into the operating theater. In the future, he would like
to see the application made available for surgical guidance, by tracking and registering
the position and viewpoint of surgical tools.

S5 finds the application very useful and clear. She responded positively to the visual-
ization of the context, target and risk structures. Furthermore, she sees a clear need for
this application in surgical training. She finds the representations visually pleasing.

The level of agreement of the participants with the 30 statements that were presented
can be seen in Table 8.1. In general, all participants agree that the application is useful
in pre-operative planning and has added value over the current situation (A2, A4, A5,
A6). S1 stated that the application can only improve TME planning in clinical practice
if the registration and segmentation is further automated, therefore, he gives a relatively
low score in A2. All users agree that the application is not yet ready to be brought into
the OR at this point (A3), however, they see the potential for an extension of this work.
Some surgeons would like to use the application to explain the procedure to the patients,
while others think the patients already get overwhelmed by too much information and it
would take too much time to explain what the application shows (A7).

The visualization of the context and target organs was positively to very positively
evaluated by all participants (B1 to C6). Especially the visualization of context organs
was found to be very clear by all. While the risk zone indication was found to be clear (D1,
D2), not all participants agreed it would be useful to experienced surgeons, indicating
they expect this information is already known to them (D4). Interestingly enough, the
most experienced surgeons, S1 and S4, did evaluate this positively, even for experienced
surgeons such as themselves. For surgeons in training, all participants strongly agreed
that it would be useful to show these zones (D5). While S1 preferred the 2D MRI view to
see the risk zone shape varying per level, all others preferred the 3D visualization (D3).

The MRI visualization was found useful in both 2D and 3D and useful especially to
surgeons in training, though S4 pointed out that experienced surgeons will already be
able to interpret this information (E1, E2, E3). While two of the participants preferred to
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Table 8.2: Confidence visualization option ratings.

Representation S1 S2 S3 S4 S5
Blended gridlines 7.00 7.00 7.00 6.00 8.00
Halftone 7.75 8.00 8.00 7.00 10.00
Isoline confidence 7.00 3.00 6.00 9.00 10.00
Isoline blur 8.25 7.00 5.00 8.00 8.00

Representation Accuracy Avg time Confidence
Blended gridlines 0.80 10.17 3.01
Halftone 0.85 9.99 2.90
Isoline confidence .95 10.73 2.79
Isoline blur 0.75 10.00 2.57

estimate the size of the tumor in the MRI, two preferred the 3D view for this purpose (E4).
The unfolding interaction to reveal the relation between the tumor and the mesorectal
fascia was rated positively by all surgeons (F1, F2). The surgical view was found benefi-
cial by four out of five participants (F3). The 3D linked cursor between the MRI and 3D
representation was found very helpful by all participants.

In Table 8.2, we present the responses of the expert participants regarding the visual
encoding options to visualize the confidence of the risk zone distance on the mesorec-
tum. In general, the response to all visual encodings was positive, but each participant
had a personal preference towards one or two of the encodings. The option that was
ranked the highest on average by the users is the halftone representation, while no par-
ticipant had a real preference for the blended grid approach. All participants appreciate
the clarity and intuitive understanding the halftone representation brings. The other
representations were met with mixed responses. Especially the isoline confidence rep-
resentation generated polarizing responses. While some participants thought it was very
clear, others were confused by the view.

In Table 8.2, we present the conclusions of the task performance experiment with ten
non-experts. The accuracy (number of correct answers divided by the total number of
tasks) was highest for the isoline confidence, and worst for the isoline blur, but only by
a small difference. Average times were also similar. The participants felt more confident
in their answers with the global methods, but again by a small amount.

8.8.3. EVALUATION CONCLUSION
From Table 8.1, we conclude that the application was rated positively overall. Every par-
ticipant saw the benefits of our application in improving surgical planning for surgeons
in training. Furthermore, the surgeons indicated that for difficult cases, the applica-
tion is also of value to experienced surgeons. The visualization of the context and target
structures was found to be clear in both the enriched 2D MRI representation and the
3D models. While opinions varied on the utility of showing the risk zones to experi-
enced surgeons, the visual representation was again found to be clear in both 2D and
3D. The MRI visualization and relation to the 3D anatomy was found to be a valuable
addition. Furthermore, the interaction options helped the surgeons get insight into this
relation, as well as the relation between the tumor and the mesorectal fascia. Among
the confidence visualization options, the halftone representation was found to be the
most effective by the experts on average. In the quantitative evaluation of these four
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combined distance and confidence representations, there was no clearly better or worse
performing representation, indicating that either a more thorough user study is needed
with more data and participants, or that the choice of representation is mainly a personal
preference.

8.9. DISCUSSION
In the analysis of this problem domain, we found several distinguishing features that
set this particular application apart from other surgical-planning visualization applica-
tions. Especially the combination of complex anatomy and visualizing structures, which
are invisible during surgery or in the scans, provides a challenge that distinguishes surgi-
cal planning for pelvic oncological procedures from surgical planning in other domains.
While surgical planning visualization systems often focus on access planning, implant
planning or reconstruction planning, in our case improving the spatial understanding
of anatomy and pathology is the main focus. In the TME procedure specifically, due to
the confined space and the fact that the complete mesorectum needs to be excised, the
surgical planning phase is not about planning an access path, but more about choosing
the type of surgery that is most appropriate for the pathology. Furthermore, the surgeon
needs to be aware of the location of the autonomic risk zones surrounding the mesorec-
tum in order to prevent damaging them. Since the zones in which the autonomic nerves
reside in our atlas are defined quite coarsely, it is questionable if this information brings
much new knowledge to experienced surgeons, who are already aware of these regions,
but would like to see the exact spatial extent.

This particular problem domain poses several general visualization challenges. The
complex pelvic anatomy, featuring many closely arranged structures that vary quite ex-
tensively in shape and size between patients, results in the need to illustrate the spatial
anatomical context without distracting or occluding the structure that needs to be re-
sected. For this, illustrative visualization methods with a high level of abstraction are
especially suitable. Furthermore, the ’invisible’ regions containing the risk structures
and the distance of these regions to the target structure need to be emphasized without
occluding the target structure. Finally, the confidence in the outcome of the registra-
tion process and the influence on these distances needs to be visualized in order to not
mislead the user with a false sense of accuracy. Since this confidence is related to the
distance, both information types need to be conveyed in visual channels that can be
perceived simultaneously.

The limitations of our approach lie mainly in the atlas itself, the registration process
and the amount of time required for the preprocessing steps. Our method relies on the
risk zones defined by the atlas, which has limited accuracy, as mentioned in Chapter 3,
e.g., it does not include multiple individuals and it exclusively contains female pelvic
anatomy.

The registration confidence calculation could be improved to reveal more informa-
tion about the uncertainty, by including for instance in which direction the mismatch
occurred. This could provide more insight into the influence of the registration confi-
dence on the risk zone distance calculation.

Currently there is pre-processing required in terms of segmentation, registration and
distance calculation. While the distance calculation and registration processes them-
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selves are fast, the manual segmentation of the MRI scan still takes up to 30 minutes. To
bring our method into clinical practice for pre-operative planning purposes, this time
needs to be reduced. We could achieve this by further automating the segmentation
process. Once many MRI scans are registered to the atlas, we can perform MRI to MRI
registration and employ atlas-based segmentation to automatically segment the major
organs and bone structures from the MRI scan. Atlas-based segmentation is already suc-
cessfully applied to brain and cardiac segmentation tasks [45].

Despite these limitations, as shown in the evaluation, we have provided a method
that is already suitable for surgical planning, for surgeons in training and experienced
surgeons alike, that forms a solid basis for further developments to bring it into clinical
practice.

8.10. CONCLUSION
We presented PelVis, a method to visualize context, target and risk structures for preop-
erative planning of pelvic oncologic surgical procedures. Using occlusion-management
and distance-based visualization techniques, the surgically relevant structures are visu-
alized based on a patient-specific 3D model of the pelvis, acquired through atlas regis-
tration to pre-operative MRI scans. In an interactive application featuring several linked
views, the spatial relations in the complex anatomy can be freely explored. From our
evaluation we concluded that our prototype application has great potential in surgical
planning and especially in surgical training for oncologic surgeons in training. However,
before it is ready for clinical use in planning and surgical guidance, several steps still
need to be taken. First, the user interface should be improved to fit the clinical require-
ments, e.g., minimum interaction required to get the desired information. We would
also like to look into applying our methods to other procedures, since the methods are
generally applicable and may be of value for instance in radiotherapy planning or even
surgical simulation. Furthermore, this work could be extended to bring the application
into the operating room and using instrument tracking to interactively update the views
for surgical guidance.
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9
CONCLUSION

T HE goals of this thesis are to unify existing surgically relevant anatomical knowl-
edge, and to visualize this knowledge for educational and pre-operative planning

purposes to improve functional outcome of the total mesorectal excision (TME). The
previous chapters describe the steps we took towards reaching these goals. In the fol-
lowing, we discuss our main contributions and an outlook on new research challenges
that arose from this thesis.

9.1. CONTRIBUTIONS
When we started looking at the requirements for the Virtual Surgical Pelvis (VSP), we
found that an integration of multiple datasets is required in order to get a complete atlas.
At the time, there was no way of storing, accessing and visualizing these heterogeneous
datasets in an integrated fashion. Therefore, in Chapter 2, we proposed a representation
that enables the integration of heterogeneous spatial and non-spatial data from differ-
ent sources, and the relations between them, into a single model, all using standardized
anatomical coordinates.

In Chapter 3, we describe the concrete development and medical application poten-
tial of the VSP: our virtual 3D anatomical atlas. While there were other 3D pelvic models
at the time, which we described in a survey [1], none of them featured enough surgical
detail to be useful for pre-operative planning and most of them were based on a generic
artist impression of anatomy, rather than real anatomy. For this reason, we constructed
a new model, based on real human cryosectional data, which provided a way to link the
resulting 3D models directly to 2D high resolution image slices. These two chapters com-
bined allowed us to reach our first goal: to unify existing surgically relevant anatomical
knowledge.

After constructing the VSP, we wanted to make it available to medical students world-
wide. For this, we developed the Online Anatomical Human (OAH), as described in
Chapter 4. Via this web-interface, the relation between 2D and 3D anatomy can be ex-
plored interactively by the students. Furthermore, we added 3D annotation capabilities,
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which allows us to quiz students or enrich the model based on more expert input. The
alternative gesture-based input via the Leap Motion allows playful interaction and could
be useful when using the OAH in an anatomical dissection class. The work described in
this chapter of the thesis allowed us to reach the second goal: to share the knowledge
gathered in the VSP for educational purposes.

While the VSP is based on multiple datasets, and can be deformed to take anatom-
ical shape variations into account, there are also potential topological variations which
may occur, for instance in arteries or veins. The current way to visualize these anatom-
ical variations is via illustrations and text, and it is difficult to answer questions about
similarity or to find intuitive groupings. For this reason, we developed an educational
application that allows interactive visualization of anatomical variations in branching
structures, as described in Chapter 5. This visualization was based on graph represen-
tations of the structures combined with a topology similarity metric. We provide a sum-
mary tree view, synthesized by a graph-matching algorithm, which allows users to ex-
plore local similarities and differences between multiple complex anatomical variations
interactively.

We started the part of the thesis dealing with surgical planning with a survey of mul-
timodal medical visualization in Chapter 6. While there are already surveys on many
medical visualization topics and many application papers based on multimodal visual-
ization, a review was still lacking. Even the comprehensive medical visualization text-
book by Preim and Botha [2], was only briefly described as an add-on to a chapter on
registration. In our survey, we provide an overview of multimodal acquisition techniques
and current clinical workflow and relate this to requirements and challenges, as well as
a taxonomy of multimodal visualization applications.

To use the VSP for surgical planning, registration of the atlas to patient-specific MRI
was needed. We found that existing registration tools were mainly aimed at expert users,
and it would be difficult to perform such a complex registration for clinicians. In Chap-
ter 7, we developed an open source framework that combines simple 3D visualizations
and interactive transformation tools to visually align two volumetric datasets, entitled
RegistrationShop. Users can iteratively improve the registration result With instant vi-
sual feedback based on 3D multi-volume rendering. Domain experts evaluated our ap-
proach and underlined the potential and usefulness of RegistrationShop.

Once the VSP is registered to patient-specific MRI scans, it can be used for surgi-
cal planning. In Chapter 8 we developed an application, PelVis, for oncological pelvic
surgery planning, which shows surgically relevant structures in linked 2D and 3D views.
We present visualization methods tailored to represent combined distances to the nerve
risk zones and confidence in the registration process, while avoiding occlusion and vi-
sual clutter. We evaluated PelVis with five surgeons, with varying levels of experience,
and ten non-experts, which demonstrated the utility of our approach. This chapter
made the first steps towards reaching the third goal: to improve pre-operative planning
of the Total Mesorectal Excision surgical procedure. Before pre-operative planning can
be truly improved in clinical practice, and the clinical goal of reducing surgical compli-
cations can be proven, further improvements and clinical trials are still needed.
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In this thesis we have shown applications of the VSP in medical education and surgical
planning. These applications would both benefit from further improvements made to
the VSP. For instance, by adding a male dataset to the VSP, we would be able to visualize
both genders for educational purposes. Additionally, surgical planning for male patients
would be improved if a male atlas were available. With further cadaveric studies, the
definition of the risk zones in the atlas could become more accurate. With each dataset
we add to the VSP, we can cover more naturally occuring anatomical variations for both
educational and surgical planning purposes.

In Chapter 6, we presented a survey on multimodal medical visualization, where we
concluded that most of the current treatment planning techniques are aimed at neu-
rosurgical planning, while there is not much work yet on other applications that might
benefit from suitable visualization methods such as radiotherapy planning and onco-
logic surgery. Additionally, the research up until now is often not evaluated with respect
to how the techniques can fit into the current clinical workflow and what additional
benefits they provide for clinical practice. Evaluation in terms of relevant clinical user
task performance and perceptual studies could help identify which techniques work
well and what challenges still need to be solved before techniques are suitable for clini-
cal use. Also, multimodal visualization offers unique opportunities to re-invent existing
techniques such as automatic viewpoint detection taking the information the different
modalities can offer into account, instead of just applying the same technique to both
datasets.

As presented in Chapter 8, We have developed a pre-operative planning tool for the
TME-procedure, but an open question remains how to bring the insights from a com-
bination of the VSP atlas and patient-preoperative scan data into the operating room.
While pre-operative planning is useful for the surgeons to explore the complex patient-
specific anatomy and pathology, the surgeons expressed a need to bring this pre-operative
knowledge into the operating theater for surgical training and guidance. I attended a la-
paroscopic pelvic oncologic surgical procedure and noticed that there is great potential
for improving situational awareness using medical visualization techniques. Currently,
only video information from the laparascopic camera is presented to the surgeons and
they rely on static MRI acquisitions or even anatomy textbooks to visualize anatomy and
patient-specific pathology. Additionally, surgeons are expected to make a complex men-
tal translation between the orientation of the camera with respect to the patient and their
own orientation with respect to the camera, which is especially challenging for surgeons
in training.

Improved surgical guidance using novel visualization techniques, such as automatic
viewpoint selection, as well as the development of interaction techniques that are suit-
able for use in the OR, will make relevant information available to the surgeon, which fits
the current situation in the theater. Such techniques have potential for improving func-
tional outcome for the patients, by reducing chances of per-operative complications, as
well as shortening the learning curve for surgeons in training.
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