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Preface

This thesis is more than just an academic exercise; it’s a response to 

my experiences navigating the world of technology with a close family 

member who is visually impaired. Over the years, I have witnessed 

how voice technology can be both empowering and frustrating, 

especially when it feels like it was designed for someone else. 



There have been so many moments when I’ve thought, “There must 

be a better way.” It’s surprising how often obvious challenges for 

someone who is blind can be completely overlooked by design 

stakeholders who don’t share that perspective. This realization has 

driven me to dive deeper into the world of inclusive design, not just as 

a concept, but as a necessity. I believe that what’s simply convenient 

for someone who can see can be life-changing for someone who 

can’t. 



My goal with this thesis is to contribute, in some small way, to making 

technology more inclusive. I’ve seen how an inclusively designed tool 

can make a difference, not just in easing day-to-day tasks, but in 

opening up new possibilities for connection. I hope that this work can 

play a part in pushing the conversation forward and making the voice 

technology landscape more welcoming for everyone. 

This endeavor wasn’t something I undertook alone. I owe a great debt 

of gratitude to the people who guided and supported me along the 

way. My supervisory team—Professor Stella Boess and Professor Gijs 

Huisman from TU Delft, and Timon van Hasselt from Visio—have been 

offering insights, encouragement, and the occasional reality check, all 

of which were invaluable. 



I’m also deeply grateful to the experts at Visio—Stefan Laureijssen, 

Corien van Keulen, and the Visio Ambassadors—who shared their 

knowledge, feedback, and ideas - not only helping but deeply 

participating in the research and design process, helping to shape it 

into what it is today. And a special thanks to Evy and Michel from the 

Loo Erf at Visio, whose help in recruiting participants and providing 

feedback on the prototype have helped inform the project in its final 

phases.



To everyone who contributed to this project, whether directly or 

indirectly, thank you. I feel very lucky to have had the opportunity to 

work with such astute, passionate and dedicated people.



~ Konrad Krawczyk
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Abstract
This research project investigates the challenges faced by blind and low-

vision (BLV) individuals in using digital technologies, particularly 

focusing on the usability and accessibility of voice assistant 

technologies. The study aims to identify key problems experienced by 

BLV users, analyze the limitations and recent developments in voice 

assistant technology, and co-create a solution aimed at enhancing the 

usability of voice assistants for non-visual users. 



To achieve these objectives, a mixed-methods approach was employed, 

including a literature review, usability inspections, digital anthropology, 

as well as co-design sessions with Visio experts and prototype testing 

with BLV users to validate potential solutions. The research further 

explores how these solutions can be integrated into the existing 

support network, ensuring that the design not only addresses 

immediate usability concerns but is also sustainable and adaptable.



The findings highlight critical design tensions and opportunities for 

future iterations of the prototype, particularly in terms of attainability, 

trust, and user agency. This research provides valuable insights for 

designers and stakeholders aiming to create more inclusive digital tools 

for the BLV community, offering a roadmap for embedding these 

solutions within broader support systems.

Key Terms

 BLV (Blind and Low-Vision): used to describe individuals who 

experience significant vision loss, ranging from partial sight to total 

blindness.

 Voice Assistant:  A software agent that can interpret and respond to 

voice commands, performing tasks like sending messages, making 

calls, playing media, and providing information from the Web. 

Popular examples include Siri, Alexa, and Google Assistant

 LLM (Large Language Model): An artificial intelligence model 

trained on vast amounts of text data. It can generate human-like 

text, translate languages, write different kinds of creative content, 

and answer questions informatively. Examples include GPT-3 and 

GPT-4 (the models behind ChatGPT)

 HCI (Human-Computer Interaction): The study of how people 

interact with computers and how to design computer systems that 

are easy to use and understand

 Conversational Agent: A computer program designed to simulate 

human conversation, often through text or voice interactions. 

Chatbots and virtual assistants are common examples.



 Introduction
This section introduces the project with its general goal, the context and stakeholders,  
as well as the design methodology that gives structure to this report.



1.1. Project Objective 1.2. Context

The problem I am seeking to address is the increasing difficulty visually 

impaired individuals face in navigating a world that is becoming more 

digital and visually-oriented. The progress of voice assistants presents 

an opportunity to improve accessibility of digital resources for people 

with visual impairments.



The underlying objective of my research from the start is to:


The following sections of this report will outline the context and the 

methodology of the research. the particular research angle that has 

been chosen for this project, which is the context of independent 

education support of blind and low-vision people.

identify ways in which emerging non-visual 
interfaces can be used to expand access to 
digital services to those who cannot see 
screens, blind and low-vision people in 
particular. 

The main supporting institution in this project is Koninklijke Visio (Royal 

Visio) - a Dutch organization dedicated to providing expertise, 

rehabilitation, and care services for individuals with visual 

impairments. Established in 2009 from the merger of De Brink, Sensis, 

and the original Visio, it is the current legal successor to the Royal 

Institute for Education of the Blind in Amsterdam, founded in 1808. 

Visio's administrative and business office is located in Huizen, with 

additional locations spread across various cities in the Netherlands, 

including Amsterdam and Rotterdam.



Figure 1.  

Visio headquarters 

in Huizen, NL

Figure 2.  

Example of online 

services of Visio 

(knowledgebase)

43



1.3. Methodology and Structure

Visio's mission is to facilitate active participation for people who are 
visually impaired or blind. This includes a wide variety of offerings such 
as full-time care facilities, centers for independent living, rehabilitation 
centers, individual coaching, and online resources like a knowledge 
base, helpdesk, podcasts, and newsletters. These services are tailored 
to meet the client "in the middle" - providing a broad range of support 
and accounting for what's best for the individual. This way, Visio can 
also offer support to individuals who may have additional intellectual, 
physical, or sensory limitations.



This commitment to personalized care directly informs the 
methodology and structure of our project, which will be detailed in the 
following section.

The project is conducted in collaboration with an external organization. 
Therefore, the methods I selected for this process have been 
triangulated with the company to ensure compatibility, as well as to 
increase context sensitivity. 

Visio’s headquarters

Visio rehabilitation and 
advice centers

Visio education centers 
(expertisecentrum)

Figure 3.  
Map of Visio’s offline 
services across the 
Netherlands

6

1.3.1. Inclusive Design

The core principle of Inclusive Design is: 

solve for one, extend to many

disability type | combination of constraint | person similar contexts| unknown audiences

Accessibility has traditionally followed two paths: designing specialized 
aids for disabled individuals, like white canes, and creating versatile 
environments beneficial for all. The latter approach is often called 
inclusive design, and it is a methodology that I chose to inform this study.


This approach to design is aimed at creating products and services 
accessible to a wide range of users, including those with disabilities or 
diverse needs. It involves conducting user research, involving diverse 
perspectives in the design process, and prioritizing accessibility through 
features like customizable interfaces and alternative input methods 
(What Is Inclusive Design?, 2024).

5
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Applying this principle not only expands the potential user base but also 

promotes innovation and creativity. Designing for disabled people 

forces specific constraints, which often necessitates a breakaway from 

the habitually replicated norms of the able-bodied. In that sense, the 

disabled community often adopts technologies earlier, since the 

potential use value can be higher. Access to non-visual control in a 

specific circumstance can be useful and convenient for a sighted person, 

but for a blind or low-vision person can make a difference between 

being able to use a tool or being excluded from it altogether. 



Two pitfalls of this method that are important to pay attention to are

 Prioritization. Despite progressive awareness and regulation, 

people with permanent disabilities are subject to long-term 

disadvantage and exclusion. Therefore, I believe that listening to and 

solving problems with them is more urgent than extending the 

solution to a general audience. The latter, in the spirit of inclusive 

design, may follow as a secondary outcome. 

permanent

eye loss cataract distracted driver

temporary situational

1.3.2. Research Process

 Diversity. When “solving for one”, one must remember that BLV 

people cannot be reduced to one monolithic group. Personal 

preferences, cultural background, class and level of adaptive 

expertise should be considered to allow for a better approximation 

of the needs of Visio clients and other groups that may benefit.

The project is divided into three phases: Exploration, Understanding and 

Integration. I start each of them by addressing questions from the 

problem space* and finish it with a solution prototype that aims to 

address the problems discovered in that phase. A detailed outline of 

each phase, including their respective lengths, objectives and methods, 

can be found on pages 11-12. Key design terms used throughout this 

process overview are

 Problem space: the conceptual area, and related research activities, 

aimed at exploring the design context, identifying target audiences 

and their underlying needs, as well as potential problems that can be 

approached with a design interventio

 Solution space: the domain where designers generate, explore, 

iterate and evaluate potential solutions to the identified issues

 Diverging: the process of expanding the idea space through 

expansive research or concept creation

 Converging: the process of synthesizing findings and narrowing 

down possibilities to arrive at well-defined objectives or solutions. 



Figure 4. 

Examples of disability 

types addressable in 

inclusive design 

(UXCellence, 2018)
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Opinionated. The experts at Visio offer decades of 

experience, both lived and professional. Therefore, 

existing insights and principles about needs of the BLV 

community are integrated from the start. This comes at a 

risk of premature framing, but with good judgment, it's a 

risk worth taking.



Cross-cultural. Although Visio operates in the 

Netherlands, part of its mission is to foster partnerships 

with similar institutions of this type in Europe. Besides, 

the rise in migration within and into the EU is a significant 

factor in who exactly is going to benefit from this 

research and design intervention. For that reason, I 

decided to internationalize the research by sampling test 

participants from multiple countries, and making cultural 

sensitivity a factor in the following analysis.

Iterative. Research at Visio is conducted in an 

experimental and quick fashion. Explorative approaches 

and concept prototyping are intertwined, and inform 

each other. The two modes of operation often overlap. 


This means that activities from the problem space (such 

as expert interviews) are conducted in tandem with 

exploratory probes which would otherwise pertain to the 

solution space. Vice versa, findings from user tests can 

inform the future problem space. 



As visualized on the next page, the problem-to-solution-

space ratio is not perfectly even through each phase. For 

example, phase 1 is more focused on exploring the 

problem space, while phase 3 is more aimed at 

integrating insights into a solution. 

The next page shows an outline of the research process.

Contextualized. Since Visio caters to specific client 

needs, this methods used in this project are aimed at 

deep understanding of user needs. My approach here is 

to work in a longitudinal fashion with small samples. It 

enables slow, qualitative research, which elicits insights 

beyond mere evaluation. 

The process is: 

9
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diverge

Phase 2: 
Understanding

Phase 3: 
Integration

Phase 1: 
Exploration

Problem space Problem space Problem spaceSolution space Solution space Solution space

diverge

CONVERGE
CONVERGE

CONVERGE

CONVERGE

CONVERGE

CONVERGEdiverge

diverge

diverge

diverge

Objectives (problem space)
 To examine the key problems faced by 

blind and low-vision people in the 
context of digital technology us

 To identify the key characteristics, 
limitations and recent developments of 
voice assistant technolog

 To consult the strengths and 
weaknesses of the voice assistants as 
experienced by BLV peopl

 To determine the key problem in the 
context, then formulate a goal 


Objectives (solution space)
 To investigate the possible ways of 

fulfilling the design goal



Methods used:
 Literature revie
 Usability inspectio
 Digital anthropology
 Early solution probe

Objectives (problem space)
 To understand and formulate the key 

usability concerns of technology 
learning for BLV peopl

 To situate the research in the broader 
context of support provided by Visio, 
including all potential stakeholders 


Objectives (solution space)
 To gather feedback on potential 

concepts over different parts of the 
customer journe

 To distill a design manifestation with the 
greatest potential of fulfilling the goa

 To identify opportunities and risks of the 
proposed design for a future iteration



Methods used:
 Co-design with Visio expert
 Think-aloud concept validatio
 Prototype testing (interviews and 

quantitative responses)

Objectives (problem space)
 To formulate a list of key design 

tensions to resolve in future research 
and development 


Objectives (solution space)
 To test the solution with the core target 

audience
 To embed the tool into the existing 

network of services provided by Visi
 To gather extended findings from target 

audiences similar to Visio for better 
extrapolation



Methods used:
 Conversations with Visio coache
 On-site user tests in Appeldoorn, N
 Online tests with the members of the 

BLV community in the EU

11



 Exploration Phase
This section describes the takeaways from 
research activities performed during the first 
phase of the project. Starting with the literature 
review and the overview of the current state of 
the art, then discussing the user needs based 
on key insights from generative research and 
early tests.



2.1. Introduction

 To examine the key problems faced by blind and low-vision people 

in the context of digital technology us

 To identify the key characteristics, limitations and recent 

developments of voice assistant technolog

 To consult the strengths and weaknesses of the voice assistants as 

experienced by BLV peopl

 To determine the key problem in the context, then formulate a goa

 To investigate the possible ways of fulfilling the design goal

Methods I used: 

The Exploration research cycle described in this chapter is guided by the 

following objectives:

Literature 
Review

Overview of 
Existing 
Solutions

Mapping User 
Mindsets

Concept   
Testing

Community 
Conversations

Digital 
Anthropology

Ideation & 
Context Scoping

Figure 5.  

Assistive Tech Fair in 

Utrecht: Visio showcase 

(top left), tactile phones 

(top right), accessible wall 

clocks (middle), Braille 

keyboards (bottom)15



2.2. Literature Review

2.2.1. Blindness

An estimated that 38 million people worldwide are blind, with a 

significantly larger number suffering from low vision, defined as BCVA in 

the range of 6/18 to 3/60 (Pascolini and Mariotti, 2012) . Blind and low-

vision people (BLV) face reduced levels of independence, safety and 

productivity (Thylefors, 1995). The reasons for that are complicated, but 

they can be framed in two ways. On one hand, having limited access to 

the visual realm prohibits certain activities to be safely engaged in (for 

example driving). On the other hand, disability is a social phenomenon 

as well, and the exclusion resulting from a sensory condition is 

increasingly framed as a type of discrimination by the able-bodied 

majority, manifesting through ill-conceived architecture, visual-prime 

interfaces (digital or otherwise), as well as social and cultural 

stigmatization. 

Visually impaired individuals face discrimination in various aspects of 

life. In the housing market, they are significantly discriminated against, 

with private landlords being more likely to discriminate than real estate 

agents (Verhaeghe, 2016). This discrimination extends to the workplace, 

where they experience barriers to employment and promotion 

(Crudden, 1999). Despite the top-down governmental efforts to outlaw 

such discrimination, such as the Americans with Disabilities Act or 

similar legislation in European countries, workplace discrimination 

against visually impaired individuals persists (Victor, 2017). The types of 

discrimination they face include a lack of equal opportunities, mockery, 

and overprotection (Pérez‐Garín, 2018).  

The challenges faced by the BLV community are exacerbated by the 

associated comorbidities, such as breathing problems, depression, 

diabetes, heart problems, hearing impairment, hypertension, joint 

problems, lower back pain and stroke (Goldstein et al., 2012). Comorbid 

conditions have a negative impact on physical functioning, participation, 

and health status among older adults with visual impairments (Crews 

2006).

Figure 6.  

Blind and low-vision 

people across the 

world (WEF, 2021)

Figure 7.  

Medical criteria for 

visual impairment


(Shah, 2019)
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2.2.2. Sensory Adaptations

Blind and low vision individuals exhibit a range of sensory adaptations, 

including heightened acuity in tasks requiring tactile information 

processing (Burton, 2003). These adaptations are facilitated by 

neuroplastic changes in the brain, such as the recruitment of the former 

visual cortex for processing tactile and auditory information (Amedi et 

al., 2005). Sensory integrative treatment programs have been shown to 

improve mobility, daily living activities, handwriting, and behavior in 

blind adults (Baker-Nobles, 1977). Furthermore, there is evidence of a 

hierarchy of perceptual training in low vision, suggesting that individuals 

with visual impairments can adapt and relearn functional abilities 

(Patoine et al., 2021).

This is corroborated by the study of Burton and McLaren (2004), which 

shows that BLV individuals show visual cortex activity during Braille 

reading. Moreover, object perception can occur on a more conceptual 

level than what is immediately visible. For example, blind people can 

understand and even intuitively perceive colors through experiencing 

their social meaning in daily conversations.



This knowledge intertwines with Bottini et al.'s (2022) idea of conceptual 

retrieval, where they argue that the absence of visual experience 

prompts a greater reliance on a "lexical-semantic code." These insights 

suggest that the design of HCI systems for visually impaired users must 

not only accommodate unique socialization styles but also prioritize 

semantic context. The system's ability to accommodate this more 

semantic-conceptual style could enhance the user-system relationship, 

making it more intuitive and user-friendly. 



This concept suggests that HCI systems designed for visually impaired 

users may benefit from stimulating the visual cortex through auditory 

or tactile inputs. In other words, BLV people can still think visually - and 

it is very helpful for comprehension - if provided with semantic 

(linguistic, auditory) stimuli that are closely connected to the visual 

realm.

Figure 8.  

Neuroplasticity after 

sensory loss 

(Merabet & Pascual-

Leone, 2009)

2019



2.2.3. Assistive Technology

Key Takeaways:

The impact of information technology on the lives of people with visual 

impairments is significant, with potential to improve their quality of life 

(Ashraf, 2016). However, there are barriers to its use, such as 

accessibility issues and lack of training (Fuglerud, 2011). Despite the 

potential benefits, individuals with visual impairments tend to use 

computers and the Internet at rates below the average for the general 

population, indicating a digital divide (GIWPS, 2021)



The evolution of digital interfaces for blind and low vision users 

presents opportunities for enhanced communication and interaction. 

The advent of spoken language interfaces provides a natural and 

efficient means for these individuals to engage with technology (Young, 

1998). The flexibility and cost-effectiveness of this method make it a 

viable solution, even more so with the development of context models 

that can understand and correct misinterpreted words.   



These cognitive adaptations also result in patterns of interpersonal 

communication that diverge from the sighted hegemony. As human 

communication is multimodal, the absence or impairment of visual 

processing poses a barrier to full perception and understanding of other 

people, particularly in the non-verbal realm. As just one example, BLV 

people have limited access to vital conversation-regulating signals, or 

the co-verbal communication such as head nods, blinking, smiling, etc. 

Studies show this correlates with a reduced co-verbal output from blind 

people (Parke, 1980). This means people who communicate through 

sighted modalities are not receiving those otherwise intuitive signals, 

which has consequences for collaborative settings that rely on swift and 

straightforward communication. Further sections of this review show 

the implications this has on human-computer systems.

 Visual processing function remains active in BLV peopl

 Sensory and cognitive adaptations in BLV individuals may affect usability of 

interface

 Stimulating the visual cortex through auditory or tactile inputs may enhance 

user-system interaction

 The differences in adaptations do not necessarily change the fundamental 

needs and interests of BLV users of services

Figure 9. An 

overview of assistive 

technologies for BLV 

people (Bhowmick, 

2017)
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Furthermore, the introduction of touchscreen technology has opened 

up additional avenues for blind and low vision individuals to interact 

with digital devices. For instance, the Gesture Avatar project has 

enabled users to trace shapes or characters on the screen that 

correspond to the widget or text they wish to activate (Grussenmeyer et 

al., 2017). This research has led to faster and more efficient ways of 

interacting with touchscreens, with fewer errors than traditional 

methods. VoiceOver technologies from Apple and TalkBack from 

Android have also shown promise in improving accessibility for visually 

impaired users. Notably, dictation has proven to be five times faster 

than keyboard input, despite its error-prone nature (Grussenmeyer et 

al., 2017).  Notwithstanding the problems with voice input, touch 

screens remain incompatible with the communication modalities of 

blind and low vision people. Typing rates for people with visual 

impairments tend to be slow, averaging around 4 words per minute 

(Grussenmeyer et al., 2017). 



Touch screens and the applications designed for them utilize 

affordances which enable quick orientation for sighted individuals, but 

become far less intuitive when perceived through sound only. Not all 

content served through touch screens can easily be dictated. For 

example, tables and charts are notoriously difficult to represent through 

non-visual modalities. There have been attempts to do so, with varying 

degrees of success. However, tests of such tools often do not include 

blind and low-vision individuals who would benefit from them the most.

In one study, the use of spatial sound cues for tables on webpages has 

shown no improvements and sometimes worse performance in sighted 

subjects, and no tests have been done on visually impaired individuals 

(Grussenmeyer et al., 2017). Furthermore, the existing legally compliant 

accessibility options present a steep learning curve for some users, 

barring them from accessing information online. The study by 

Grussenmeyer et al. (2017) revealed that many visually impaired users 

found the built-in tutorial for TalkBack difficult to complete and learn 

from. Users also struggled with the inconsistency of screen layouts, 

even within the same app.  

Key Takeaways:

 BLV people benefit in particular from access to digital technology, yet they are 

disproportionately excluded from participatio

 Touchscreens, despite good efforts towards accessibility, are largely 

incompatible with the modalities preferred by BLV peopl

 Tests of auditory interfaces are often conducted without BLV participant

 Sonification of data through spatial sound cues show mixed result

 Onboarding for assistive touchscreen features can be difficult, presenting a 

steep learning curve

2423



Trust

Agency

2.2.4. What Are Voice Assistants?

Conversational interfaces on mobile devices often employ 

anthropomorphic design elements that imbue the device with a sense 

of agency. This agency can influence user perceptions and behavior 

towards the interface. 

Voice assistants involve multiple layers of trust that users must navigate. 

Users exhibit varying levels of trust towards the voice assistant itself, the 

platform provider (e.g. Amazon for Alexa), the automatic speech 

recognition technology, and the intended data receiver (e.g. a doctor 

receiving health information) (Wienrich, 2021). Perceived expertise and 

framing of the voice assistant as a "specialist" versus "generalist" 

significantly impacts user trust, with specialist framing increasing 

trustworthiness across all layers (Siri and Alexa Reimagined, 

2023). Personality similarity between the user and voice assistant also 

plays a role, with users finding similar personalities more trustworthy 

and being more resistant to misinformation from such 

assistants. However, a notable portion of users still express an inherent 

lack of trust in voice assistants for tasks like shopping (PwC, 2018)

This section examines three aspects of design of voice assistants: trust, 

agency and disposition. A broader overview can be found in section 2.3 

“State of the Art”.

In order to properly scope this research, it is vital to define and typify 

the various kinds of “talking” devices. Conversational agents 

are automated dialogue systems that uses natural language processing 

(NLP) to interact with humans in a natural, conversational manner. 

Voice assistants are a subset of conversational agents which are largely 

operated through voice and tend to offer a more personalized 

experience specific to a device owned by the user. Among these, two 

types emerge (more in section 2.2.1) - the 1st generation of feature-

based assistants with predefined interactions (e.g. Siri), and the 

emerging 2nd generation of open-ended assistants based on large 

language models (LLMs).

conversational agents

non-personal personal (voice assistants)

LLM-based (2nd gen)


(Gemini, CoPilot)

customer service 

chatbots,


smart appliances with 

voice interactivity, 

verification workflows on 

websites etc.

Feature-based (1st gen)


(Siri, Alexa, Google Assistant)

Figure 10.


Overview  

of conversational 

technologies


(2024)
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2.2.5. Voice Assistants and Blindness

The emergence of voice assistants has revolutionized interaction with 

digital interfaces, especially for individuals living with visual 

impairments. These assistants, such as Siri, Alexa, and Google Assistant, 

offer a "uniform, screenless interface to a variety of digital apps" 

(Abdolrahmani, Kuber, & Branham, 2018), providing a much-needed 

accessible solution. 



A significant opportunity lies in the ability of blind users to personify 

voice assistants, which results in a higher rate of satisfaction (Branham 

& Roy, 2019). Furthermore, blind people have shown a preference for 


customization of speech, rate, clarity, and intensity of voice output, 

indicating an opportunity for voice assistants to offer personalized 

experiences (Branham & Roy, 2019). 



The voice-only nature of assistants is particularly beneficial for blind 

users, who often lack accessible alternatives for in-depth tasks or error 

correction. Interestingly, Branham and Roy (2019) note that blind 

individuals' superior capabilities in performing serial memory tasks and 

recalling longer word sequences could be advantageous when 

interacting with assistants. This skill lends itself to the use of prolonged 

voice responses with more keywords and list items. 

Disposition

For example, Martin et al. found that users engaged in more social talk 

and expressed more positive sentiment when interacting with an 

anthropomorphic conversational agent compared to a non-

anthropomorphic one (2020). Porcheron et al. observed that users 

treated a conversational agent as a social actor, asking it questions 

about its opinions and capabilities. Lister et al. highlighted the carefully 

designing the agent's persona and language to manage user 

expectations (2017). However, Luger and Sellen cautioned that overly 

anthropomorphic agents can lead to a "gulf" between user expectations 

and the actual capabilities of the system (2016).

Each designed entity has a disposition, i.e. a tendency to afford a 

specific interaction (Easterling, 2021). This is highly pronounced in AI-

driven voice assistants, which rely heavily on the data they are trained 

on. As highlighted in the CNPEN opinion, conversational agents lack true 

understanding and simply execute programmed functions based on 

their training data. (2021) If this data contains false or biased 

information, the agent may exhibit undesirable traits or tendencies. It is 

observable that LLMs have a predisposition towards certainty and 

business-friendly cadence, which can be attributed to the fact that the 

available training data online is biased towards texts that provide 

“comprehensive” answers, instead of dealing with uncertainty in a 

human-like, fallible fashion.
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Feedback provided by assistants has also been identified as an area of 

concern. Often, the responses generated by these assistants are either 

too verbose or irrelevant, leading to difficulties in obtaining concise and 

usable information (Abdolrahmani, Kuber, & Branham, 2018). This not 

only slows down the interaction process, but can also lead to confusion 

and further mistrust. 



Another challenge lies in the lack of support for adjustable speech 

rates. This feature is a basic preference that cross-cuts task type and 

has significant implications for usability (Branham & Roy, 2019). Without 

the ability to adjust speech rates, users may find it difficult to 

understand or keep up with the assistants, particularly when dealing 

with complex responses or commands. 

Key Takeaways:

 Voice assistants are providing a (mostly) screenless experience, making digital 

services more accessibl

 Voice assistant feedback often lacks conciseness and relevance, causing 

interaction slowdowns and confusion

 Lack of adjustable speech rates hinders understanding, especially with 

complex responses

 The "human-human conversation" model in assistant guidelines may not 

consider the needs of blind users, favoring ableist assumptions.

Despite the opportunities presented by assistants, the effective usage of 

these interfaces by blind and low vision users is not without substantial 

challenges. Misinterpretation of commands, for instance, is a major 

barrier, leading to unexpected actions being taken by the voice assistant 

(Abdolrahmani, Kuber, & Branham, 2018). This can result in frustration 

and a lack of confidence in assistants, which can in turn deter 

individuals from fully utilizing these tools. 

Moreover, assistants often struggle with accurately understanding and 

transcribing accents and colloquial phrases. This challenge is further 

compounded when users attempt to compose long messages, with 

assistants often failing to accurately transcribe these (Abdolrahmani, 

Kuber, & Branham, 2018). Such limitations can lead to mistrust and 

dissatisfaction with the technology, ultimately undermining its utility for 

blind and low vision users. 

Figure 11. Accessibility 

features in the Apple 

ecosystem (Blind Girl 

Adventures, 2022)
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2.3. State of the Art

2.3.1. Overview of Current Solutions

Objectives

 to map out various types of non-visual human-computer interface

 to see what's being used by the target audienc

 to identify usability issues with the most commonly used solutions 

Methods

 Online research (YouTube, podcasts, company papers

 Usability Inspection (Nielsen Norman's Heuristic Evaluation)

As outlined in the Literature section, non-visual HCI has a long history. 

However, the interfaces designed specifically for BLV people make only 

one part of the story. A great deal of interfaces have been created with 

sighted persons in mind as well. There are various reasons someone 

might need to interact with a computer without looking, for example: 

driving, cooking, or showering. Non-visual HCIs have also been designed 

for niche audiences. There are very specific assistive solutions available 

for people who are excluded from multiple modalities, for example 

deafblind people. These interfaces also afford different degrees of 

complexity, with some allowing only very basic communication use 

cases, and others affording a full range of advanced tasks that a visual 

interface would. The following graph maps these differences.

Conversational interfaces fall greatly within the universal quadrants, 

making them particularly compelling within the framework of inclusive 

design. Mainstream consumer devices like smartphones and tablets 

are increasingly equipped with accessibility features that can aid people 

with visual impairments, making them viable alternatives to traditional 

assistive devices. These mainstream devices are often more affordable, 

less stigmatizing, and widely adopted compared to specialized assistive 

tech. Therefore, it is essential to investigate the existing, mainstreamed 

technologies in further detail. 

Figure 12. 

Non-visual interfaces 

across universality and 

complexity level.

3231



According to Astute Analytica (2024), the number of voice assistant 

devices worldwide is to double from 4.4 billion in 2022 to 8.4 billion in 

2024. That's more than there are people on Earth. Yet, the market of 

operating systems for those devices is heavily polarized. The three most 

commonly used systems from the time of writing are: Google Assistant, 

Apple's Siri and Amazon Alexa. The newest contender from Google 

called Gemini is also increasingly being rolled out to the 3.6 billion 

Android users worldwide.

+ proactive help and discovery of options


+ reads real-world data

− reacts differently to the same question


− does not answer questions in context


− cannot always read results out loud

Google 2.0/4

I have selected those four aforementioned assistants for usability 

testing, using the Nielsen Norman's heuristic evaluation framework 

(Nielsen, 2024), assessing the severity of usability issues across 10 

dimensions, with emphasis on voice-only control. The full description 

the testing protocol and the particular severity scores for each device 

can be found in Appendix I. 
 

A cumulative average score has been calculated, from 0 to 4, where 0 

means no issues at all, and 4 means high-severity issues with usability.

Figure 13. 

An overview of usability inspections across common voice assistants (0=no issues, 4=severe)
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2.3.2. Usability Inspection

+ sound feedback


+ correct error recovery


+ reads real-world data

+ good understanding of real-world data


+ attempts at help and discovery

+ very relevant and customizable answers


+ context-aware


+ exceptionally good help and discovery

− lack of flexibility of output


− not remembering context


− no access to settings from voice level

− limited access to external information


− not remembering context


− no voice access to its own settings

− limited access to real-world data


− occasional misunderstandings of intent


− no voice access to its own settings

Alexa 2.3/4
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Key Takeaways from the Usability Inspection:

 Significant improvement in usability is observed in the LLM-based Gemini, 

compared to the first-generation assistants

 All major assistants except Gemini fail to remember context

 All major assistants fail to provide the same answer for the same user intent

 No assistant provides flexibility of use and personalization through voice.

 The first-gen assistants currently have broader real-world capabilities

 LLM-based answers drastically improve the help and discovery features.

2.3.3. Future Speculations

The idea of "talking to a computer" has captivated minds of designers 

since the very early days of computing. The idea of conversational 

interfaces in particular has left a mark in popculture, from science 

fiction literature (I, Robot) to film and TV (Her, The Jetsons). It is part of a 

much broader post-humanistic tradition, which goes beyond the scope 

of design and into philosophical contemplation.

Below is a brief timeline of select important recent developments in 

conversational computing. 

2013 2016 2019

2022

20242022

2023
Siri Google GPT-2

ChatGPT

R1GPT-4

Gemini

Objectives

 to design an intervention that adapts with the progress, instead of 

becoming obsolet

 to get inspired by the already released upcoming technologies 

Methods

 Online research (YouTube, podcasts, company papers)

Figure 14. 

A timeline of mainstream conversational interfaces 

(2013-now)
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One must keep in mind the limitations of the method. Usability 

inspections usually do not involve actual users but designers, which 

means they might miss real-world usage problems that only emerge 

during user interaction (Rochat et al., 2022). Another limitation is that 

these methods can overlook contextual factors affecting usability, as 

they are typically conducted in controlled environments rather than 

real-world settings (Bias, 2015). Furthermore, there are pitfalls of this 

method that are particular to testing voice assistants. Multifunctional 

interfaces of that type are often not designed to only respond to pre-

defined inputs, instead using predictive algorithms to understand intent. 

That leaves a great deal of interaction flow to chance. Nevertheless, the 

usability shortcomings and comparable improvements across platforms 

have been unmissable, and will certainly inform my further research 

directions. 
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Some of areas I identified as the most promising are:

 Large Language Models. After a decades-long history of failed 

attempts at human-quality conversational interfaces, the last two 

years have seen a mainstreaming of chatbots, with ChatGPT having 

the fastest growing user base for any product in world history

 Multimodal AI. Newest algorithms move beyond language, and are 

able to mix data from voice, images, and videos and maintain 

understanding across modalities. A showcase of GPT-4o 

demonstrated that generation of natural-quality voice and other 

sound effects is possible in a chatbot

 Large Action Models. The main caveat of LLMs currently is its 

limited interaction with visual interfaces. Large Action Models such 

as the system on voice-only Rabbit R1 offer promising solutions to 

this issue, as they are being explicitly trained to understand user 

intent and act on it within an interface.

AGI

POSSIBLE

PLAUSIBLE

PROBABLE

AI-enhanced sonification 

techniques

physical robots supporting 

humans

bespoke chatbots for n=1

voice-only interfaces

Figure 15. 

A “futures cone” 

for conversational interfaces

2.3.4. Context of Use

38

The insights from literature, usability testing, and future speculation, 

provide an approrpate overview for the potentials and shortcomings of 

voice assistants today, as well as the exciting changes to arrive soon. 

However, for the purposes of this project, I have to be strategic about 

what is the feasible maximum improvement I can create with the 

community involved. The project spans 100 working days.  

The question I ask myself is:

Voice assistants are used in physical space. They often have co-users, 

especially by BLV people, in case a human supporter is involved. Besides 

that, they are overwhelmingly connected to broader ecosystems - 

usually accessed through cloud services of respective tech companies - 

and are therefore influenced by their design and business decisions. 

Importantly, most mainstream voice assistants are blackboxes. A "black 

box" is a device or system whose internal workings are hidden or not 

fully understood by the user (Guidotti et al., 2018). It is a metaphorical 

representation where the internal mechanisms are not known or 

considered, and the focus is solely on the system's behavior in response 

to external stimuli (Guidotti et al., 2018).  

What can be done within the given time frame to create 
a notable, positive impact on the quality of interactions 
between Visio clients and their voice assistants?
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Figure 16. 

The voice agent ecosystem 

in the context of use

Black box (cloud

 affected by software updates, model upgrades, 

app phase-outs, infrastructural challenge

 outside of user’s or supporter’s control 

The blind / low-vision user

 formulates prompt

 acquires habits of us

 continuously learns an ever-changing system

Hardware

 needs stable Internet connectio

 (at least) sound recorder / speake

 does not upgrade unless on user’s discretion

Coach / tech supporter

 teaches daily use to the best of 

their knowledg

 is an expert on voice interfaces 

(prompt formulation

 can be available for one-off 

technical questions
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The above has important implications for the scope of the project. In 

the case of voice assistants, deliberate opaqueness is part of the 

business logic on behalf of the technological oligopoly. IT companies 

such as Google or Apple update voice assistants remotely, without 

explicit user consent, without an option to roll back, and without 

transparency (e.g. actively announced release notes).



Theoretically, this could lead me to attempt creating a new, open-source 

voice assistant which addresses those issues in a more inclusive way, 

untangled from priorities of big business. However, switching cost 

prevents me from doing that. Broadly, it is defined as the labor or 

financial cost spent on switching from one system to another. I consider 

it both on the individual and the macro scale. For example, for a BLV 

person who already has an iPhone, switching to an Android phone with 

an open-source assistant requires buying a new device, then obtaining 

tech support with untangling the technical limitations imposed by 

Google, and installing the system. At macro scale, open-source 

accessibility options are unlikely to break through the oligopoly of Apple 

and Google. There are billions of pre-existing devices already in 

circulation, millions of which are owned by BLV people. Those come 

with well-documented (if flawed) accessibility options, which is a 

significant pull factor for BLV people to use them anyway.



Mindful of that, I continue the project with the acceptance of things I 

cannot change (at least within 100 days), and the urgency to change the 

things I can. The following pages will outline the research activities that 

helped me map out the problem space of the context.
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2.4. Identifying User Needs

2.4.1. Expert Session

Objectives

 to get to know the adaptations of BLV peopl

 to identify key pain points in current assistive technolog

 to envision a best-case scenario for voice assistants in the future.

Methods:


The process involved a co-creation session in a group of four. The co-

creation was based around the Path of Expression by PJ Stappers, 

starting with the present, going into the past experiences and 

impressions, and finally moving into hopes for the future. In the second 

part, we envisioned what assistant could be like “in an ideal world”.

Experts:


All participants are affiliated with Visio. The session involved 4 

participants, including one blind technology coach, one low-vision 

designer, one sighted technologist and myself.

Key insights from the session can be found on the next page.

Corien


Design Researcher 

at Visio

Timon


IT Advisor  

at Visio

Stefan


Tech Coach 

at Visio

1. Feedback Methods are Inadequate:


Current feedback methods are often merely numeric benchmarks and 

cater to executives rather than the user base.

2. Voice Assistants Lack Personalization:


Voice assistants struggle to provide tailored responses, often offering 

too much or too little information, which can be overwhelming. Blind 

users have almost no way to change voice assistant settings using voice. 

3. Accessibility Features are All-or-Nothing:


You either opt into the full screen-reader experience, or you have your 

voice assistant not say half the words out loud. No middle ground.



4. Each BLV user has a different mindset


Successful use of technology depends largely on the specific user’s 

personality, assertiveness, and goals.

“My dream is that the voice assistant guides users to the right 

steps. It explains while it's guiding you.”

“It’s better to use mindsets than personas for design. We are all 

different people who want different things”

“People come up to me worried they are using voice assistants 

wrong. Why can’t we flip this dynamic and let the smart device 

ask for feedback as well?”
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5. Unnecessary Information Creates Static:


Information that is helpful in visual interfaces can become distracting 

static in voice interfaces, complicating the use for blind individuals.

6. Disruptive Software Updates:


Software updates that alter interaction methods can be extremely 

disruptive for blind users, whose workflows depend heavily on 

consistent and predictable interfaces.

8. Desire for Conversational Interaction:


Blind users prefer a more conversational interaction with voice 

assistants, where the assistant guides them through steps and 

responds in a more human-like manner.

9. Need for Better Training and Onboarding:


Voice assistants and other assistive technologies require a learning 

curve and proper onboarding to be effective for blind users, who need 

time to adapt to new interfaces.

“My dream view of how voice could be used is like a 

comprehensive conversation with the device.”

“The smart assistant is the dumbest thing there is. It’s only called 

smart because it couldn’t be done by anything before”

“It's like a new language. When you're totally using voice, 


You still have to know how a screen works in the first place.“

2.4.2. Digital Anthropology

“I have a lot of problems with you, people!”


~ That Real Blind Tech Show

Objectives

 to understand needs, hopes, frustrations and concerns of people 

who already use assistive tec

 to map out areas of common interest for the BLV communit

 to collect information on technologies that are commonly used by 

BLV people

Methods

 Topic immersion with podcasts and other online media

 I have obtained 812 recent posts from a Reddit forum /r/blind, 

using the official and compliant API. Posts were then clustered into 

topics using LDA analysis. Then, each post was analyzed with regard 

to its topic and general sentiment using an LLM. Named entities, 

such as brands, products, or locations, were also extracted with an 

LLM. Full description and results available in Appendix II.

Figure 17. 

A modified version of  

The Path of Expression 


(Sanders, E. B. N., & Stappers, P. J. (2012)
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Key Topics: 

 Accessibility in technology is a major nexus of interest, with users seeking 

information and advice on accessible technology, websites, apps, and public 

spaces. Technology plays a crucial role, with discussions about screen 

readers, braille displays, magnifiers, and GPS apps. Users often voice their 

frustrations with inaccessible technology

 Spatial assistance is equally important, though usually non-digital. That 

includes canes, smart glasses, and magnifiers, but also crucially guide dogs

 Health conditions are a frequent topic, with users sharing experiences and 

seeking advice on RP, glaucoma, macular degeneration, and cataracts. That 

also includes mental health, with users sharing struggles with depression, 

anxiety, and coping mechanisms.

 Practical matters take up a large portion of the posts, with users seeking 

tips on cooking, cleaning, organizing, and finding accessible hobbies. 

Employment is a major topic, esp. career options and accommodations. 

Honest discussions of discrimination also appear.

Figure 18. 

Topic frequency 

on /r/blind
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 An overwhelming sentiment with regard to technology is frustration.  

Especially high levels of frustration are observed in sub-topics such as screen 

readers, accessibility guidelines, smartphones and apps, and socializing

 In medical topics, the overwhelming emotion is concern

 Users are curious about socializing and job opportunities.

Key Takeaways: 

 Technology, although important for BLV people, is a major source of 

frustration. This is especially true for screen readers

 Socializing and relationships are the most important topic for BLV people

 Career opportunities are an underrated concern, with technology-related 

jobs mentioned especially frequently

 Voice assistants are mentioned as useful for basic tasks, though limited in 

their capabilities. Same goes for wearables.

Figure 19. 

Topics 

across 


emotion


on /blind

Key Sentiments: 
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Quotes from Redditors:

Figure 20. 

Overview of BLV  

sentiments  

from /r/blind.

google voice (to text)  is lousy. it also does nut understand interpunction or line breaks.

Siri is great for doing basic things on the phone. But when you ask a more complex question 
it defaults to "here's what I found on the web". Does anyone have a way to make it act more 
like chat gpt or Gemini? Simple is best. Thanks!

My father is nearly completely blind, he just turned 70 and has very little dexterity and 
balance. [..] Are there any apps that siri can have complete control of? 

If Siri hears anything in the background after being asked a question,  it will just stop mid 
answer or not even start an answer. 

When we tell the phone "Hey Seri, what coulor is this" is either does a Google search or 
some other nonsense. My question is what is a good user friendly app for blind people and 
phones, I feel like they should be farther ahead with this.

Alexa could read it motivational quotes to him out loud. Unfortunately they stopped 
doing that and he really missed that.
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2.4.3. Problem Space

With these findings in mind, I have started mapping the problem space 

of BLV use of voice assistants, in order to narrow down the scope of this 

project. The most notably problematic areas are listed below, in the 

order of where they may appear in the long-term scope of use.

To an extent, these usability concerns may be applicable to all users.  

For example, misunderstandings of user input can be frustrating to  

a sighted user as well. However, with the lack of non-visual feedback, 

there are particular usability problems that BLV people are uniquely 

affected by. In this design, I will prioritize those users to help them 

overcome barriers when possible, and manage their expectations 

when help cannot be easily provided. This will happen along a client 

journey, as described on the next page. 

Figure 21. 

Key usability 

issues for non-

visual users of  

voice assistants
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2.4.4. Mapping the Client Journey

Objectives

 to understand the  process of “getting to know” the voice assistan

 to understand the Visio’s educational context

Methods:


I have conducted a follow-up session with a technology coach from 

Visio. The session was focused on examining the process of coaching - 

from the initial hopes and concerns of beginner users, through the 

followup sessions all the way to independent use. Full overview is 

available in Appendix III.

Caution

User Goals

Feelings

Opportunities

Consideration Disappointment Bargaining Acceptance

Key Ideas: 

 Trust plays a role. Voice assistants are “uncanny” and require acquaintance

 The core of tech coaching at Visio is learning to give assistants “ground rules”: 

conditions and boundaries required for them to know how to perform a task

 Not all tech issues can be addressed with coaching. Due to abrupt product 

updates and “black-box”-ness of assistants, problems often can’t be solved

 Assistants afford a hierarchy of knowledge, which intimidates users. Ideally, 

the human-computer learning process would occur both ways

 Overcoming the fear of asking questions is the first step of coaching

 Independent practice is crucial in successful use of assistive technologies.

keep up with change,


perform digital tasks,


maintain privacy and safety

help the user get to know  

the assistant, promote voice 

control actively

negotiate “ground rules”,


ask for feedback & apply it,


add more humane factor

help the user learn to 

formulate intents,


be clear about scope of use

let the user ask for help,


enable settings and 

personalization

remind the user about what is 

possible, continue support

connect with people,


succeed in digital tasks,


get meaningful responses

succeed in advanced tasks,


understand why errors occur,


decide if the tool is worth it

clarify possible use cases,


personalize the device,


get support with errors

make the tool part of their 

routine, where it works
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2.5. Action Statement, Goal, Vision

2.5.1. Action Statement 2.5.2. Design Goal

Objectives

 to define the core problems shared among stakeholder

 to place further research in a specific context of us

 to decide on a design direction

Methods

 gathering insights into clusters and formulating an action statemen

 narrowing down into a specific design goa

 formulating interaction vision and qualities

The visual-prime bias of digital services disadvantages blind and low 

vision people. As the potential quality-of-life improvement for them 

is higher, they advocate for accessible features. Those tools enable 

access, but their numerous usability shortcomings are a source of 

frustration for the BLV community. 

Emerging voice interfaces present a great opportunity to equalize 

access. However, those tools are constrained by market logic, 

inadequate inclusivity, and irrecoverable errors. 

Technology coaching helps to ease BLV people into fulfilling their use 

goals independently. However, human support is not always 

available, and digital skills also require independent practice. 

Therefore, it is vital to provide BLV clients of Visio with an 

opportunity to continue learning on their own terms. Such support 

must focus on the skills that are within the user control, such as 

formulating "ground rules", recovering from errors and asking for 

help. The imminent changes in usability of voice assistants, especially 

driven by large language models, must be taken into account to 

create a future-proof solution. 

I want to ease people who cannot see 
screens into using voice assistants 
independently.

I want people who cannot see 
screens to gain more intuitive 
access to information online.
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2.5.3. Interaction Vision 2.5.4. Interaction Qualities

The process of becoming an independent 
user of voice assistants can feel like 
attending a driving school. 

The desired interaction should feel:

Theory


provided by a human instructor


explaining concepts and easing


first simulated practice

Practice


enabled through guided homework


long-term knowledge of prompt formulation patterns


technical support on the go

Empathetic


Truly respectful and understanding of the struggle it takes 

to navigate access to online services for a BLV person.

Opinionated


Honestly addressing the shortcomings and dispositions of 

the current voice agents, so that the user feels guided in 

their expectations.

Negotiable


The user should feel like their individual goals and 

preferences are being acted on, or at least respectfully 

addressed.

Unpolished


Humans are fallible, so are robots. Empowering the user 

requires leveling the hierarchy of knowledge, and dropping 

the pretense of infallibility on behalf of digital voice agents.

5453



2.6. Early Probes

2.6.1. Ideation

2.6.2. Concept Development

Objectives

 to explore ways of fulfilling the design goa

 to create probes for research and future exploration without 

committing to a specific design manifestation

Methods:


I have brainstormed initial ideas using a “what if ____ ” method. All ideas 

are available in the Appendix IV. Further, the ideas have been arranged 

into clusters and considered as potential probes.

Shortly after ideation, I have created a probe featuring a simple version 

of a voice-based educational module that combines the first three of 

the clusters (feedback, support, knowledgebase). To create it, I have 

used Voiceflow - a desktop-based prototyping tool for conversational 

interfaces. It included one simple topic: how to wake up Siri/Google 

Assistant by saying “Hey Siri” or “Okay Google”.  The interaction order

 The system introduces the ground rules, including sound cues, and 

asks if the user wants to proceed with a lesson (user then answers

 The system asks the user for which device they are on (user answers

 The system introduces the lesson topic, then providing an option to 

listen to a pre-recorded example or practice (user then selects).

The following clusters were identified

 Feedback Loop: mechanisms to give and receive feedback, both in 

the form of quizzes and computer responses and from a human

 Tech Support: an always-available resource that provides limited 

support when human support is unavailabl

 Knowledgebase: a repository of known apps, services, tips and 

tricks served in a way that’s available for BLV peopl

 Tactile Support: extending beyond audio to make slow, well-

considered prompt formulation more intuitive

2.6.3. User Probe

P1

Senior Manager,


Dutch,


legally blind,


highly experienced 

with assistive tech.


Recruited online 

(LinkedIn).


Only prototype 

description provided



P2

Tech Coach, 

Dutch,


legally blind,


highly experienced 

with assistive tech,


recruited through 

Visio, tested the 

Voiceflow prototype




P3

Entrepreneur, 

Polish,


legally blind,


uses only voice 

assistants,


recruited through 

personal networks, 

tested the Voiceflow 

prototype
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2.7. Conclusion & EvaluationQuotes and insights:

It would be useful indeed to give independent guidance to people who’d need this tech.

Probably would not make sense to make it a separate physical device, though. - P1

This is something that Siri and Apple lack. This guide you by the hand approach. It will 
assume you’ll figure it out how it works. - P2

This is what I teach people. And if I could skip this and send them this instead, then I can 
help them with the really big hurdles. - P2

For now it’s for using an assistant but it could be integrated for other medical use cases - P2

Don’t “great” me. It’s uncultured and condescending - P3

The Visio thing is supposed to make my life easier. In order to do that, I have to download 
Visio. I can’t say “OK Google, download Visio”. That’s a problem - P3

Well, would it actually be possible to phone call this assistant? Cause that would be nice - P3

Key Ideas: 

 The idea of a conversational, voice-only module for learning assistive 

technology is compelling for the BLV participants

 The execution of the module needs improvement. One user mentioned a 

“condescending tone” of the assistant put him off from further use

 Tone and disposition of the assistant must be culturally appropriate

 Access is a challenge. As the target audience is not made of tech experts, the 

module should not require pre-existing knowledge of interfaces

 Further research is crucially important to situate the design goal in the context 

of coaching, collect ideas, and iterate further.

This chapter concludes the first phase of the project. The focus of this 

phase was the broad exploration of the problem space, with initial 

attempts at iteratively addressing it through probes. 

With all effort considered, the findings of this phase have some crucial 

limitations. In the middle of the phase, the main challenge has 

crystallized, with the educational context becoming the one to improve. 

However, all the primary insights gathered to this day come from field 

experts, or tech-advanced people, who are not the target audience. 


Besides, the research has to be situated in the spatial context of the 

expertise activities conducted by Visio. This could provide important 

information from the stakeholder’s side, which this project needs for 

success. Finally, a more diverse sample of perspectives is needed, 

accounting for differences in age, gender and origin.

The next part outlines a plan for the Understanding phase of the 

project, which is going to address these shortcomings.
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 Understanding Phase
This section describes the activities for 
the second phase of the project, which 
include co-designing with the BLV 
experts at Visio, concept prototyping, 
and evaluation.



3.1. Introduction 3.2. Co-designing with Experts

 To understand and formulate the key usability concerns of 

technology learning for BLV peopl

 To situate the research in the broader context of support provided 

by Visio, including all potential stakeholder

 To gather feedback on potential concepts over different parts of the 

customer journey

 To distill a design manifestation with the greatest potential of 

fulfilling the goa

 To identify opportunities and risks of the proposed design for a 

future iteration

Methods I used: 

The Understanding research cycle described in this chapter is guided by 

the following objectives:

One of the ground rules for this research is to seek and include the 

informed opinions of subject matter experts. For that reason, I engaged 

in participatory design activities with stakeholders from various areas: IT 

solutions, tech coaching, and ongoing support (Visio ambassadors). This 

approach allowed me to gain a deep understanding of the relationship 

between Visio and the potential target audience of this project, even if it 

was through indirect connections. Additionally, it provided an 

opportunity to exchange knowledge and collaboratively explore the use 

of the latest technology, including when and why it should or shouldn't 

be used. Key expertise in the team

 IT Advisor: designing and building tailored assistive technology 

solutions for the Visio communit

 IT Coach: teaching BLV clients how to use technology non-visuall

 Visio Ambassadors: members of the BLV community (one blind, one 

low-vision), providing training, mentorship and advice to the Visio 

clients who are starting to adapt to living with visual impairment.



The next page contains an overview of the sessions and the participants 

in each one of them.

Workshops with 
Visio experts

Testing real-life 
scenarios of voice 
assistant use

Think-aloud 
concept validation

Prototype testing 
(interviews and 
quantitative 
responses)
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Scenarios:


Testing use cases 

for next-gen voice 

assistants, gauging 

the limits of user 

trust and usability 

Interview:


Further mapping 

goals and needs of 

Visio clients as 

witnessed by their 

supporters

Concept Testing:


Outlining solution 

ideas (via the think-

aloud method) and 

gathering feedback

1-day Workshop with Visio Ambassadors: 

Co-designer 4 

Visio Ambassador

Co-designer 5


Visio Ambassador

Konrad Krawczyk


Co-designer

Figure 22. 

An overview of co-

design sessions 

and their 

participants in 

Phase 2

Journey-mapping:


Identifying the goals, 

emotions and needs of 

clients, and the Visio’s role at 

each step

Timon van Hasselt


IT Advisor at Visio

Brainstorming:


Expanding the idea-space 

through unstructured, open-

ended speculation

Stefan Laureijssen


IT Coach at Visio

3.2.1. Brainstorming Ideas
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My first activity was a two-hour-long brainstorming session conducted 

with Stefan Laureijssen, a tech coach from Visio, as well as an expert 

and advocate in accessible technology. I decided that listening to his 

insights and ideas before jumping to prototyping could help me focus 

on the most pressing needs at Visio, and avoid assumption-based 

designing. Some of the key ideas mentioned by Stefan during the 

session were: 

The session with Stefan has helped me narrow down what needed to be 

designed: a tool that accounts for the awareness gap of the potential of 

voice technology. It also gave me useful guidelines for how to create a 

usable interface for that purpose.

"Maybe there's a need for people to learn with the assistant, and teach it also 
how to make adjustments."

"So there's all kinds of users. And that's interesting because I also see the other side of that, 
that some people are not even aware of screen readers."

"Most people, when the device is speaking, really see it at once as a true person. 
They want to communicate with it."

It’s great when you can ignore the rules and that thing just will listen.”



voice assistants

tech coaching tech coaching

first contact

feelings

level of  

human  

support

concerned

hopeful

disillusioned

reassured
hopeful

empowered

dismissive

first IRL appointment catch-ups

questions

Key Findings:

 People who turn to Visio for support are often in complex emotional states, 

requiring more than knowledge and solution

 First step is to establish what Visio can and cannot do. For example, Visio does 

not provide medical support aimed at restoring vision, which can be difficult 

for initial-stage clients to realiz

 Learning to live fully as a BLV person is first and foremost aided by lived 

experience, mentorship and support  

 Learning to use assistive technologies for independent living is the next step - 

but will still require human support at initial stages

Figure 23. 

An extended Visio client journey diagram, including stages before and after technology coaching

3.2.2. Extending the Client Journey

In this activity, I had a conversation with Timon van Hasselt, the Advisor 

from Visio’s IT Department, shortly after the end of Phase 1. We did not 

follow a particular protocol, but the ultimate goal was to review what 

exactly happens when a client first approaches Visio, including the 

clients’ usual life circumstances, expectations, concerns and goals. This 

resulted in a client journey map that extends vastly beyond the previous 

one, which only covered the experience of using a voice assistant. This 

activity provided me with an essential outlook on who exactly I am trying 

to help, what people other than the clients may be involved, and at what 

stage a design intervention may be most suitable for the design goal. 
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Key Findings:

Quotes from Ambassadors:

 The assistant itself was difficult to get started due to the difficulties in installing 

the app and navigating the interface, signifying an onboarding issue

 The least trustworthy answers involved real-time data about flights and 

location-specific information

 Pauses in speech and lack of structured prompt formulation methods have 

hindered outcomes for one of the participant

 Answers from a voice assistant get overly specific and wordy, causing 

information overload.

“I wouldn’t want a robot to schedule a flight for me. I would rather start calling. 

But airlines are usually hiding their phone numbers.”

“Too much information is a big problem. I was really impressed with it, but it 

was too long.” (after looking for information about Ibuprofen)

“Next flight to Bangkok in three weeks. That is simply not true, and I know it”. 

“That answer was above my expectations. It provided a nice and long 

description [for the restaurant menu]”.

Figure 24. 

Example 

questions and 

test setup
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3.2.3. Testing Assistants with BLV Experts

Later, I have arranged a testing session The Visio Ambassadors in an 

offline meeting at the university campus. The session consisted of three 

parts, and testing an assistant was the first part. The reason why I 

decided to do that was because Ambassadors were also partly in the 

target audience of this project - members of the BLV community who 

wanted to know more about the usability and limitations of voice 

assistants. The objective was to gather information about how BLV 

users of voice assistants formulate prompts, examine patterns in 

usability limitations of these assistants, and map out where their use 

value begins and ends. It was also a sensitizing exercise for later idea 

gathering and concept testing with the same group.



During the meeting, the Ambassadors were asked to install Microsoft 

CoPilot, an LLM-based voice assistant, on their own devices and 

complete specific tasks outlined in Appendix VI. Following these tasks, 

participants were asked questions about their experiences, with a 

particular focus on their levels of trust in the voice assistant.

Please give me a menu for the Umami restaurant in Amsterdam.

Please tell me what flights are available to Bangkok this week. 

Please provide me information about Ibuprofen.



3.3. Concept Development 3.3.1. Concept 1: Leveraging First Contact

Medium: AI voice over a hotline, personalized assistive device (e.g. Hable)Objectives

 to gather impressions about a variety of solutions across different 

stages in the client journe

 to test the feasibility of the solutions in the ecosystem of Visio

Stakeholders involved

 Visio Ambassadors (n=2).

 Visio members directly involved with the project.

Limitations

 The feedback session had to be paused prematurely due to time and 

well-being considerations of participants

 For Concept 3, feedback from non-Ambassadors has been included 

instead.

Methods

 I have introduced the concepts to two Visio Ambassadors using a 

read-aloud method. Descriptions and live examples were provided to 

participants, followed by a list of questions (see Appendix VI).

timeline: first call to end of tech coaching

This concept utilizes a voice interface at the very first stage of client 

journey with Visio. The initial questionnaire is provided by an automated 

agent, which increases the efficiency of processing inquiries for Visio 

while familiarizing the user with voice technologies. This first impression 

- if successful - can be a base for future training. The data gathered in 

the questionnaire can then be included into a personalized support 

device that is given to the client during the first technology coaching 

meeting. 

Client calls Visio
AI onboarding hotline 

guides the client 

Client schedules an 
appointment

Client starts a 
personalized learning 
pathway

Figure 25. An overview of Concept 1, including an AI onboarding hotline and ending in a 

personalized coaching plan
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Impressions from Visio Stakeholders: 

 The process of “onboarding” as a Visio client is often emotionally charged.

 It can be a disappointing experience on its own to call a support network 

during this vulnerable time only to be answered by a robot.

 The above may change as automated voice agents proliferate and become 

more technically sophisticated

 It can be more productive to use (semi-)automated services at later stages, 

when clients go through specific training units.


3.3.2. Concept 2: Course Companion

Medium: AI voice, podcasts & recordings

during tech coaching

The program is a full-fledged online learning system designed 

specifically for BLV (Blind or Low Vision) clients. It is structured in a 

linear fashion, similar to an online course. Each unit within the system is 

designed to include several key components. First, the module provides 

a summarized explanation of a particular skill. Following this, clients 

have the opportunity to practice the new skill and receive feedback, 

which is crucial for reinforcing learning and ensuring progress. 

Additionally, each unit offers access to information from  knowledge 

base articles and podcasts related to the topic at hand, enabling clients 

to learn by examples.

Impressions from Visio Stakeholders: 

 The linear progression supplements the activities that tech coaches are directly 

involved in, enabling more efficient knowledge transfer

 Information overload is a significant limitation - for example, an excessively 

lengthy podcast that cannot be fast-forwarde

 A linear system is vulnerable to users’ missteps, which can result in confusio

 It’s important to know what “success rate” the target audience expects from the 

system (with regard to providing coherent and relevant outputs) 

Client attends 
technology training

with a coach

Client follows a 
complementary 
learning module in 
their free time

Figure 26. An overview of Concept 2, with complementary in-person and online learning 
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3.3.3. Concept 3: Feedback Loop

Medium: AI voice through a hotline, possibly an app with tactile feedback

during and after tech coaching

The system features a voice agent that is constantly available to assist 

clients. This agent serves multiple purposes, including helping clients 

practice their digital skills and checking the clarity of voice assistant 

prompts, functioning much like a “spell checker” for those.



Impressions from Visio Stakeholders: 

 Such a system has not been tried yet at Visio

 A practice-based module complements the other initiatives undertaken by 

Visio, as a knowledge base is already being create

 The feedback will only be as good as the available information about how each 

voice assistant works 

Client voices commands 
in a test environment

The system returns 
feedback and tips

Figure 27. An overview of 

Concept 3
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3.4. Key Usability Concerns

The conversations with experts from Visio have helped me to 

distinguish key areas to focus on when addressing the design goal. They 

are applicable in two areas: the design of embedded voice assistants, as 

well as to the assistive features aimed at supporting the use of those 

technologies. Re-designing the embedded voice assistants is out of 

scope for this research, as it is not a deliverable that can be integrated 

into the goals of Visio. However, an assistive service that supports 

learning for BLV people is likely to use voice technology as well, and the 

following design aspects are made all the more relevant.

The initial stage effort required to use assistive technologies for BLV 

people is barring many of them from accessing it altogether. This is 

most pronounced when using specialized technologies, such as screen 

readers, but extends to all visual-prime devices. What is straightforward 

for a sighted person (for example, downloading an app) is anything but 

straightforward for a BLV person. This also (most paradoxically) includes 

IT support: “sending support tickets” or even browsing knowledge bases 

is generally not possible without pre-existing knowledge of screen 

readers. 

Ease of Access



The KISS rule (Keep It Simple, Stupid) is well known in the design world. 

However, adhering to it becomes more crucial when designing for any 

context with sensory limits. There are two reasons for that. Firstly, the 

lack of multi-sensory feedback limits the capacity of the user to gain 

intuitive and unambiguous overview of what is happening on the 

device. In voice assistants, BLV users get audio-only responses where 

sighted users get both audio and vision. Secondly, not all senses are 

made equal. Audio is a linear medium - it is impossible to “skim” 

through a voice response to get the most important data. 

For research purposes, I call it the first-move problem, in which a 

potential user of a technology is barred from fully using it because 

discovering and using its features requires pre-existing navigation skills. 

It is also why it can be a bad idea to embed assistive features for early-

stage users into apps - these have to be installed, and at the current 

stage this requires either a screen reader or a sighted human support.

For that reason, any service that doesn’t include direct human support 

has to be as easy to access as practicably possible for a BLV person.

I can’t [use/discover/

get support with] 

features

because

therefore

I can’t [download an 

app / submit  

a support ticket]

Simplicity

Figure 28. 

Overview 

of the  

first-move  

problem
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An inappropriate length of the response, as often happens in voice 

assistants (also outlined in Phase 1) can be a cause for information 

overload, and wasted time. However, that can get even more frustrating 

when the user query gets misinterpreted by the system. That is 

especially applicable to any “smart” system where natural language 

processing and/or large (hallucinating) language models are involved. 

For those reasons, it is better to stay cautious and avoid ambiguities or 

open ends in a system, where possible.

With regard to voice assistants, trust is established both before and 

during the interaction. Non-human voice is less valued here, as there 

are areas of human emotional life which remain difficult for even most 

sophisticated AI models to understand. That implies that non-human 

support services may be better suited for achieving utilitarian goals, as 

opposed to abstract emotional intelligence. Even then, trust can quickly 

erode when a “smart” system fails to uphold a certain standard of 

astuteness. Finally, trust in a system can vary by area of knowledge. As 

tests showed, users may be more inclined to believe in encyclopedic 

knowledge of a model rather than its real-time data. This means that 

non-human support should be provided at appropriate stages where it 

is most likely to gain user trust, otherwise risks counterproductiveness.

Trust



Experts at Visio have signalled a need for support services that are 

tailored to the specific circumstance of the user, as well as possible to 

adapt on-the-go. For example, a user might need quick information 

when navigating, but they might need detailed information when they 

are asking a complex technical question. The immediate circumstance 

of the user also plays a role. A well-known phenomenon in the realm of 

voice interface design is the “cocktail party problem”. The term refers to 

the challenge of focusing on and understanding a specific auditory 

stimulus, typically speech, in a noisy environment with multiple 

competing sound sources (Bee 2008). An adaptable system for a BLV 

person can ask for human feedback and adapt to it, as well as provide 

feedback (and a way out) when the environment is not conducive to a 

robust interaction.



I have used these, as well as previously mentioned usability concerns, to 

conceive the final concept, which will be described in the  

following section.

Adaptability

7877



3.5. Final Concept

Visio Voice Playground: a voice interface 
available 24/7 over a phone call 

Participatory


The interface invites the user to practice their queries and 

get feedback and useful tips. 

Easy to access


No app installation required. Standard phone line can be 

accessed through voice only.

Knowledgeable


Equipped with information from the Visio knowledge base 

and other sources, it distills answers for the user.

Simple


Navigation through a decision tree. A limited amount of 

information. 

Adaptable


Mindful of its limitations, the agent is eager to be corrected 

and ready for the user to change their mind.

I conceived The Voice Playground as a synthesis of three previous 

concepts. The new idea addresses the key usability considerations 

derived from testing outcomes.

 I am to maximize the tool’s attainability by eliminating the need for 

additional hardware or software—just one command or dial is 

enough for a BLV person to start talking

 Guidance and quick error recovery is provided through a relatively 

simple decision-tree navigation

 I aim to ensure maximum trustworthiness of the agent by sourcing 

information from fact-checked sources like Visio’s knowledge base 

and including clear disclaimers about the tool’s limitations.

 Finally, I plan to enable personalizing the system to fit each user's  

learning journey and circumstances, ensuring practice happens at 

the right place and time, with the right information for the right 

user. 



I have created a storyboard of the new system, focusing on the client’s 

first-person perspective. This overview can be found on the next page.

8079



I need to get used to daily living  with my eyesight condition. I call 
Visio, or have someone make the call for me.

My technology coach at Visio has asked me if I want to take 
follow-up practice sessions in my free time.

Okay, so I can use it to test different voice commands and practice 
them. Let’s try... 

I can get feedback on the spot, without changing any settings on 
my actual device. 

I can practice the new skill again, move on to other skills, or freely 
ask follow-up questions about the new information.

I’m free now, maybe it’s time to practice some tech stuff. I’ll go on 
a call with the service my Coach told me about.

The Visio specialist called me. I got an appointment slot! Hope the 
process starts soon.

The professionals at Visio are here to help me fulfil my goals. One 
of them is to learn to use technology without sight.

That command would work on an iPhone.

3,2,1, beep!
But you can make it better by...

Hey Siri, schedule a meeting.

1

4

7

5

8

6

9

2 3

3.5.1. Concept Storyboard

I got introduced to the Visio Voice Playground. First, I would like to 
know how this tool works - I get an voice explanation for that.

This is a practice space for you.

What would you need help with?

Let’s practice scheduling meetings.

8281



3.6. Testable Targets

For the tests during, the following targets have been set to determine 

the level of success of the design. Those targets are reflected in the SUS 

scale presented to users after prototype testing (See Appendix VII)

*The target scores 1a) and 1b) are observed by the facilitator, rather than reported by users. 

1

2

3

4

5

6

The user can access the support device on their own*:

Majority of users trust the information provided by the agent:

Majority of users trust the privacy of the agent:

Users on average report increased knowledge of voice assistants. 

Users consider the tool as a knowledgeable companion.

Users on average report feeling more confident about using  

voice assistants.  

 with no manual intervention of a sighted person

 with >1 minute of verbal guidance from a sighted person 

 before us

 after use

 before us

 after use

3.7. Iteration 1

3.7.1. Test Setup

The following is an overview of the user tests of the first iteration of the 

final concept. A full description of the testing setup, procedures and 

results can be found in the Appendix VII. 

I have conducted the tests remotely over a span of two days.


Each individual test took around 20 minutes. The test procedure can be 

seen on the figure below.

1. Users provide spoken 

consent to the research 

rules read out loud by 

the facilitator 

2. Users answer 

preliminary questions 

about their BLV and 

technology experience 

3. Visio Voice calls the 

user, participant freely 

interacts with the voice 

agent

4. User speaks on their 

impression and 

evaluates the experience 

on a SUS scale

Figure 29. 

A diagram of the test setup, including consent procedure, preliminary questions,  

prototype testing and evaluation
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P1

HR Manager


Ukrainian,


legally blind,


tech experience




P4

Accessibility Tester,


Ukrainian,


legally blind,


high tech experience




P2

Accessibility Tester 

Ukrainian,


low vision,


high tech experience



P5

Programmer, 

Ukrainian,


legally blind,


high tech experience




P3

Entrepreneur, 

Polish,


legally blind,


low tech experience


3.7.2. Participants 3.7.3. Test Results

Participants have been sourced through an external EU-based 

accessibility agency, as well as through private networks. Most 

participants are experienced with technology and come from a different 

linguistic context. Translations have been provided where necessary.

The test was oriented at identifying the extent to which the proposed 

solution can fulfil testable targets, as well as to what extent the concept 

has the potential to fulfil the design goal. Figures below show the overall 

results, with answers to the respective SUS questions mapped from 1-4 

scale to a (double) minus - (double) plus scale.

Figure 30. 

Overview of  

user test  

participants

Figure 31. 

Overview of  

user test  

results
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3.7.4. Evaluation and Recommendations
Key Findings: 

 No participant found the system unnecessarily complex

 Most participants can with certainty imagine other people could learn the 

system quickly

 Most participants felt confident using the system

 3/5 participants indicated they would use this system frequently

 Most participants didn’t find the various functions in the system well 

integrated.

Despite the experience of the testers, the testing setup had some 

limitations. The user base involved were largely professional 

accessibility auditors, meaning they were relatively skilled in assistive 

technologies such as voice assistants and screen readers. Although their 

expertise with testing improved feedback quality, this is not a target 

audience match, as the project is aimed at early-stage users. Besides, 

cultural differences may have affected the results, as most participants 

were Ukrainian and tested the AI-based translation of the voice 

platform. Further tests with Dutch speakers are essential to obtain 

context-specific feedback. 

Nevertheless, the tests have yielded data that form a basis for a further 

prototype. The next iteration should provide a much better error 

recovery mechanism, eliminating “dead ends” in navigation. The 

interaction with the user’s audio environment should be enhanced by 

selective handling of pauses and interruptions of speech, as well as 

clearer audio feedback when speech starts and ends. Finally, it’s 

important to be realistic about what voice technology can or cannot do. 

In this case, some of the non-linear user pathways might have to be 

narrowed down to simple yes/no questions to avoid misinterpretations 

by the algorithm, enabling clearer (if slightly more limited) navigation.

It was interesting but at first long thinking. But later she began to answer faster - P1

When I ask a question three or four times it just returned to the very 
beginning. - P2

I got a list of numbered steps to follow. I thought I was supposed to press 
one of the numbers. - P4

My other conversation was overheard, and then the system got lost. - P5

I expected a translation, but instead got an instruction on how to use 
the translator. - P3
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 Integration Phase
This section describes the activities for the third 
phase of the project, which consolidates all findings 
into a solution prototype, which is then evaluated in 
the context of use.



4.2.1. Overview of Changes

4.1. Introduction 4.2. Iteration 2

iteration 1 iteration 2

 knowledgebase and trainin

 no data about the use

 open-ende

 decisions inferred through AI language 

processin

 asking user to select skill

 no third-person examples

 emphasis on practic

 has basic data about the use

 more close-ended

 decisions made with yes/n

 provides user with a single learning 

suggestio

 can provide third-person examples

Figure 32. 

Comparison of iterations of the Visio Voice Playground

The tests in Phase 2 have indicated a need to simplify the solution scope 

and refine the execution. Because of that, I decided on a significant 

overhaul of the prototype. Most importantly, the new system is directly 

embedded into the Visio's learning process. It serves as a personalized 

learning companion, available upon opt-in exclusively to the clients of 

Visio. A detailed user flow can be found in the Appendix part V. 

For this phase, I decided to focus on integrating the insights gathered in 

the expert sessions and prototype tests directly into the context of 

Visio's technology learning program, with the following objectives

 Testing with the core of the target audience. There are multiple 

potential target audiences for this project, as outlined in Phase 1. 

However, this study would not be complete without the insights of 

people who are directly participating in technology training as 

provided by Visio

 Embedding the tool into the existing network of services at 

Visio. The tool might be suitable for some BLV individuals as shown 

in Phase 2, but as it is a company project, the research has to 

account for the unique client-support staff relationships that are at 

the core of Visio's activity

 Synthesize findings into a set of recommendations and best 

practices, as well as creating touch points for further research and 

design.



Further section will outline the resulting prototype adjustment that aims 

to address those goals.
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4.2.2. Key Final Design Decisions

Proactive Engagement


The system reaches out to users by phone, 

reducing cognitive load and minimizing technical 

friction to ensure maximum accessibility.

Test Space


The interface gently guides the client towards 

learning by doing. The system acts out maximally 

similar responses to the actual voice assistants.

Transparent Disclaimers


The service makes clear and straightforward 

disclaimers about its limitations, in order to foster 

trust and ensure users are fully informed.
Personal Service for Visio Clients


Tailored to individual needs, ensuring privacy, 

greater personalization, and seamless integration 

into the Visio company ecosystem, balancing 

service with information.

Aiding Memory Recall


Users are prompted to remember key 

information, supporting memory retention.

Clear and Concise Explanations


By default, explanations are brief but can be 

expanded into more detailed examples, reducing 

cognitive burden and providing actionable 

information with an option for further details.

Self-Explaining Service


The agent introduces itself, offering clear 

navigation cues to provide essential information 

suitable for users of all experience levels.

Adaptive to User Needs


The service asks for consent for actions like 

practice sessions, with the flexibility to 

reschedule, aiming to establish trust and integrate 

smoothly into the user's lifestyle.

Feedback


Is provided at the end of a practice test, in a 

respectful but informative way, with pointers for 

the next steps.

9493

Hello! I’m here to help.

I am only a robot.

Do you remember...

To send a text through Siri...

Ready?  
3, 2, 1, beep!

This command 
works better...

Would you like 
to practice 
later?



4.2.3. Test Setup

With the help of Visio staff members, I was able to conduct several 

testing sessions at the Visio’s Loo Erf facility in Appeldoorn. The Loo Erf 

center is a residential space for comprehensive care and training for 

people who need support with adjustment to living with visual 

impairments. It includes psychosocial support, language learning, and 

most importantly for this research, technology training. Each learning 

pathway is personalized. Some clients stay there full-time, others 

several days per week. The training sessions are tailored based on the 

client’s self-determined learning goals and pre-existing knowledge. 

During their stay at the Loo Erf, participants test different forms of 

assistance, and learn those that work best for them - whether it’s Braille, 

screen readers, or voice commands. Last but not least, the Loo Erf 

provides BLV individuals with a sense of community, creating ample 

opportunities for socializing and sharing experiences through group 

activities and open-space discussions.



For Iteration 2, I have conducted tests in two different modes: offline on 

Visio’s premises, and online using Zoom. I considered it essential for the 

research to include immediate insights of people who are the core 

target audience, namely the clients of Visio who are undergoing 

technical training. 

Three participants have been recruited with the help of Visio staff. For 

those clients, I have arranged individual tests of 30 to 60 minutes each, 

in the Visio’s Living Experience Lab. Each test consisted of preliminary 

questions, followed by an undirected test of the prototype (on the user’s 

own phone or through my laptop). After a successful test, a 

questionnaire and a short debrief followed. The test procedure was 

identical to the one conducted in Phase 2, in order to ensure that 

results are comparable across different iterations. In order to get more 

more data, I have also performed three short tests with participants 

during the afternoon hours in the Loo Erf’s open dining space. In order 

to reduce participant fatigue, I limited those sessions to prototype 

testing and quick feedback gathering.

Figure 33. 

Accessibility and 

openness at the Loo 

Erf Center
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Figure 34. 

Full-length test setup 

at the Living 

Experience Lab

Figure 35. (left) 

Participants testing at the Lab 

(left) and the open space (right)

Figure 36. (below) 

Table of test participants with 

basic information

+ three BLV participants in short tests (referred to as P4, P5, and P6)

P1
Ukrainian


English-speaking


In tech training


Intermediate Siri user


Eye loss (veteran)



P2
Dutch


English-speaking


In tech training


Beginner Siri user


Blind



P3
Dutch


English-speaking


In tech training


Intermediate Siri user


5% eyesight



4.2.4. Test Results

This section outlines the insights derived from the aforementioned 

tests. The summary provides key findings that inform further sections of 

the report, most notably recommendations and best practices. A more 

detailed overview of the results, including the full results of quantitative 

tests, can be found in Appendix IX. 

Analysis method: In order to synthesize the insights provided below, I 

have first used an open-source Whisper model to transcribe the 

interviews. Then, I have read those interviews, anonymized them, and 

marked key quotes with the following codes based on previous 

analyses: trust, agency, use value. I have also used a large language 

model later to identify any themes that may have been omitted from 

the analysis. For the corresponding quantitative results, I have 

converted the 1-4 scale into a (double)positive-(double)negative scale, 

and made a chart of those results for increased readability. 

In a nutshell:

 The tool leads to an increased sense of knowledge and confidence about 

voice assistants in all participants

 2/3 participants trusted the credibility of the information provided by the tool,  

as well as the privacy of the system

 All participants found the system to be a knowledgeable companion.
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The following section delves into qualitative insights yielded from the 

interviews. The topics considered are: trust, agency, and attainability.

Trust


For the purposes of this research, trust has a twofold meaning. It means 

the perceived credibility of the information provided by the system on 

one hand, and the trust in the appropriate, privacy-conscious handling 

of the user’s input on the other. 

1 2 3 4 1 2 3 4

“I trust the information this system gives me.” “I trust this system with my information.”

Figure 37. Levels of test participants’ agreement with trust-related statements 

(1=strongly disagree, 4=strongly agree)

If I open my iPhone now and hear the time, [...] that’s one 

hundred percent true information. But if I go, for example, to 

ChatGPT and ask it something, it’s not always 100% accurate. ~P1

You're aware that you are talking to a robot or an AI, but the 

response was very natural and very accurate. ~P3

The proposed tool performed well with regard to perceived factuality. 

Prior to the test, participants indicated that they would trust the tool, 

and in one case (P3) the trust has increased after use. However, as the 

quote from P1 indicates, AI outputs are to be trusted on a case-by-case 

basis. While responses to straightforward queries are easily credible, 

more complex or specialized questions might not necessarily be fully 

accurate, which poses a challenge to the perceived usability of the tool. 

No, it’s not private, because it’s a beta version ~P1

The test environment strongly affects the perceived level of privacy. 

Further comments are available in the Limitations section.

Agency


Defined as the perceived ability to adjust the course of action based on 

personal goals and aspirations, agency plays a pivotal role in the 

usability of the system. It is central to the ultimate design goal, which is 

to help BLV individuals access digital technology independently. 

Perceived sense of knowledge and confidence using a system is part of 

that. Consequently, it is also vital that the user believes the tool to be a 

helpful companion, without an condescending or intimidating 

disposition that would undermine that agency.
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The system’s flexibility was appreciated by those participants who felt 

relatively comfortable with voice technology. Throughout the test, it was 

possible to ask questions that were outside of the envisioned “voice 

playground” idea. The system gently prompted the users into practice 

mode, while making sure to address their questions. It also allowed 

spontaneous interruptions, which has been used by two users. 

 I thought the system would say, “I don’t have information about 

that,” but she gave me the right answer. So, that was a bit 

surprising, but in a good way. But it’s still consistent because she 

gave me the correct information. [...] It makes the system feel 

more like a real assistant. ~P1

1 2 3 4 1 2 3 4

“I find this system to be a knowledgeable companion.” “I felt very confident using this system”

Figure 38. Levels of test participants’ agreement with agency-related statements 

(1=strongly disagree, 4=strongly agree)

There was a moment we sat here in silence and like, okay, what should 

we do now? ~P3

Clear interactive feedback was an aspect of the interface that was 

challenging for the users’ agency. Despite basic cues (e.g. when listening 

for user input), the processing time of the prototype varied. For that 

reason, both P1 and P3 were not sure if they were allowed to speak to 

the interface, or if they had to wait for a response. In the case of 

participant 2, user input was prompted too fast, leaving them with a 

relatively short amount of time to formulate a question on their own, 

and being unable to use the interface as intended. It is possible that the 

level of agency afforded by the system was more appropriate for 

intermediate-to-advanced technology users, who could then ask 

spontaneous questions. This, however, left the beginner users with too 

much openness and not enough guidance. 

It’s notable that agency does not mean the same things for all users. 

Too many possibilities can backfire - users need just enough context for 

fulfilling their goals, whether it’s something relatively simple like calling 

a relative, or checking information about specialized assistive tools. 

[Older people] have different goals for using voice assistants—calling 

family members, for example, and specific use cases. ~P1
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I think this is easier for me than to read it on the internet. [...]  

I would definitely be curious to work with it more. ~P3 

I think it can work quite well because I still do just a small part of 

what's possible with Siri. And sometimes then I check on the 

internet a list again ~P1

Attainability


A significant focus point, based on the previous prototypes and expert 

talks, was that the tool should be accessible with little to no pre-existing 

knowledge of technology, which I call attainability for distinction. This 

includes the very initial stages of use, from the moment the client gets 

to knows about the tool to the first interaction. Further on, it also 

includes the level of ease with which a user can independently discover 

and utilize the tool to achieve their goals. 

For the slightly more tech-savvy, the Playground is a more accessible 

way to access technical information than standard assistive tools. It 

provides relatively concise answers while bypassing the layer of 

navigation otherwise required in tools like VoiceOver. For P1, it was 

seen as a practical tool that could be used alongside other resources 

online, possibly helping him corroborate the information found in 

various online tutorials. Attainability for beginner users of voice 

assistants, however, was more of a problem.

1 2 3 4 1 2 3 4

“I found the system unnecessarily complex.”

“I would imagine that most people would  

learn to use this system very quickly.”

Figure 40. Levels of test participants’ agreement with attainability-related statements 

(1=strongly disagree, 4=strongly agree) It’s just a bit too fast for me! I don’t think I’d be able to use it, it 

gets quite overwhelming. Too much mental load ~P4

I would be happy to use it if it was fully in Dutch ~P2

Testing with more early-stage users of voice technology has revealed 

significant challenges. Part of the difficulty was due to the fact that the 

tool presented to them at first was in English, instead of their native 

language (Dutch). Despite the fact they were comfortable using English 

during conversations mid-test, the comfort of use of an English-only tool 

that requires active input could increase its mental load, as mentioned 

by P4. 
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The speed of the practice presented by the Playground could also pose 

a challenge on its own. Participant 2 has struggled with understanding 

the idea of the Playground as a test space for assistants. Instead, they 

were trying to use the Playground as an assistant itself. This may signify 

a need for further adjustment of the tool to cater to those users who 

need more steadiness, in order to make the tool truly accessible.
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Limitations 


The method utilized for user testing in this iteration had some 

limitations. Firstly, it was relatively difficult to differentiate the target 

audience from non-target-audience users. In fact, the users that were in 

technical training were already somewhat adept in assistive technology, 

which definitely made them more confident than a typical beginner user 

may have been. 



Secondly, technical difficulties have occurred during testing with 

participant 2, as we were unable to use the tool with a Dutch translator. 

For that reason, I have repeated the test with the same participant 

remotely after the on-site test. Their scores included in this report are 

the ones I gathered during that online test.



Also, the test setup may have affected some responses during the test. 

Given the fact that the prototype has been shared from my own 

computer, it was easier for users to discern that I had access to hte data 

provided. The privacy score may have been altered by that fact.



This concludes the findings of the final usability test. The further 

Discussion section takes these and other findings from the study, and 

synthesizes them to distill further areas of detailed research.

Online


After the on-site tests, I have organized two more online tests. I have 

recruited participants using a Polish accessibility testing agency for tests 

lasting 30 to 60 minutes, explicitly asking for participants with limited 

background in technology. The research procedure was identical to the 

one from the on-site tests, except it was conducted via Zoom.  

Their results are available in the Appendix IX.



The primary reason to organize those tests was to gather further 

internationalized results (both participants were Ukrainian) and to 

compare the results against the ones from Iteration I. However, during 

the tests it turned out that the participants were in fact not within the 

target audience (both had advanced skills in accessibility options and 

one co-organized rehabilitation classes). For that reason, I am not 

including them in the primary analysis. However, the results are 

promising, and they offer interesting pointers for who a potential target 

audience could be for this project. 




 Conclusion
This section synthesizes and summarizes the key findings of all research cycles, 
resulting in a list of best practices, as well as an evaluation and personal reflection. 



The aim of this section is to consider all the findings from research 

activities thus far, including the literature review, online research, 

expert sessions, prototyping and user testing, and identify the key 

design tensions. I believe that designing is a balancing act, and 

identifying interests that are seemingly at odds can form a basis for 

further research, and inform design decisions for future iterations.

There is a social component in technical skill training for BLV people. As 

I found out in conversations and tests with both Visio professionals and 

clients, technical support is merely one aspect of support needed and 

sought after. What’s important especially at early stages of adjustment 

to living with visual impairment is the feeling of being supported, which 

is not easily accomplished with technological fixes alone.

5.1. Discussion

5.1.1. Client - Supporter - Computer

I want to support the Client to the 
best of my ability, both with my 
knowledge and my experience

I want to feel supported, 
inspired, and motivated 
in a challenging situation. 
I want to learn new skills 
and relate to experiences 
of people like me

I want to achieve my goals 
independently, also when a human 
helper is not available

I want the Client to achieve their 
learning goals efficiently and 
apply skills independentlySupporter

Client

Computer

Through the literature review and the research of online sentiments,      

I found that technology itself serves largely as a proxy for achieving 

equal participation in social life. The Ambassadors of Visio are the best 

examples of how achieving a sense of independence in daily life as a 

BLV person is strongly linked to an exchange of shared experiences 

through mentorship, know-how transfer and empathy.


However, human support is limited by time and capital on both ends. 

Clients might lack resources to enroll into the support system quickly 

enough, and Visio itself may not be able to provide it due to waiting 

lists, time conflicts, or force majeure. This simple fact can prompt 

companies like Visio to seek technological proxies that support 

achieving the clients’ goals more efficiently. In this context, there is 

space for a companion tool like the Visio Voice Playground, as it serves 

to offload independent learning and follow-ups onto a computer, 

leaving more time for human helpers to excel at providing what humans 

are simply better at: empathy and lived experience.

Figure 41. 

Network of agents and their respective goals revealed in the study

110109



Creating a tool that addresses the needs of both of these groups is a 

complex task. I have attempted to resolve it by structuring the 

interaction in a T-shaped manner shown below. The tool can provide 

steady defaults and ground rules for beginner users to acquire most 

sought after skills, while remaining flexible and responsive to the needs 

of users who want to go off the prescribed path.

Perhaps the most difficult aspect of designing for this context is 

managing the levels of independence, both aimed for and attainable. 

The BLV community members interviewed vary greatly in terms of their 

willingness to try out new technology, their prior exposure, as well as 

their visual acuity. Two of the experts interviewed in Phase 1 have 

emphasized the role individual personality plays in attitudes toward 

technology use, and the will to independence is strongly related to that. 

Another early insight I adopted from Visio experts is working with 

mindsets. The two I found to be most strikingly different were the 

cautious mindset (exemplified by Client A on the left) and the leadership 

mindset (Client B). 

5.1.2. Openness - Guidance

Client A

Mindset: treading carefully Mindset: taking the lead

Client B
I don’t know yet what I could do with 
technology. I want to get introduced 
to those tools slowly, steadily and 
clearly and figure out my aims.

I know what support I want, and how 
I want it. The tool I use should 
respond to my input, and adjust its 
function, or else I won’t find it useful. 

flexible adjustment to diverse and advanced user goals

guided support  
for most common 

user goals

Finding a tolerable level of mental load is still an issue to account for. In 

expert talks and user tests, I found out that even the most advanced 

users of voice assistants can struggle with processing large amounts of 

spoken information. Providing a concise, guided experience by default, 

while allowing the user to steer of that prescribed path afterwards, 

seems like the optimal way of reducing that mental load.

Figure 42. 

Diverging attitudes towards interface openness and guidance revealed in the study

Figure 43. 

Balancing broad use range 

and guided support 

in a T-shaped model of  

a learning system
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5.1.3. Short term - Long term

This is a question of whether a tool like the Voice Playground should 

offer ongoing support with tech-related topics, or if it should serve 

primarily as a proxy for initial stages of use. In theory, there is no issue 

with it performing both functions, as the T-shaped idea from the 

previous chapter would suggest. However, practical reasons may 

suggest to tread in one direction only. One of the main reasons that the 

second iteration was able to perform better in fulfilling the design goal 

was that it did less. Its desired scope was limited to skill practice. It did 

not attempt to be a feedback mechanism and a knowledge base at 

once. It was also designed to accompany a pre-existing learning 

relationship between a client and a coach, without replacing it. Still, 

some users attempted to “misuse” it as a knowledge base, and they 

found great use value in that.

enabling co-evolving

After delving into the future of voice assistants in Phase 1, I am also 

wary of making broad-stroke assumptions about what would be the 

most practical forms of support in this space several years from now.    

A tool for long-term technological support would require very frequent 

updates, as the realm of voice assistants is evolving practically every 

week. With improved onboarding experience of commercial-grade voice 

assistants, it is possible that additional support tools could be made 

redundant.



The further section outlines design recommendations resulting from 

this and previous analyses.

Figure 44. 

Possible approaches to the scope of the solution proposed in the study
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5.2.1. Information

3. Establish Clear Ground Rules.


It is crucial for users to have clear and constant access to 

information about the voice assistant's functionality. This 

should encompass guidelines on interaction cues, such as 

when users can start speaking, and the system’s limitations. 

These can be presented to the user as a quick tutorial during 

the initial use.

 Respect human-to-human collaboration.


Teaching and coaching has an emotional component that 

goes far beyond transfer of information. For as long as a 

human is perceived as more empathetic and  supportive than 

a machine (which may take a while), designers must ensure 

that design interventions in the technology learning area are 

complementing and enhancing the human-to-human 

learning relationship, instead of competing with them. 

 Make systems open-source.


A truly participatory design should include with their 

stakeholders at all stages of the product’s lifecycle. 

For that reason, any proprietary source code or assets should 

be open for edit suggestions, and any third-party services 

should be replaced with open-source equivalents whenever 

possible. This is especially true for public good institutions 

like Visio, which take participation and user privacy 

protection seriously.

4. Ensure Robust Privacy Protections.


The voice assistant must adhere to strict privacy standards, 

with a privacy policy that is always accessible and fully 

compliant with regulations such as the GDPR. Users should 

be informed about how their data is collected, stored, and 

used, and they should have control over their privacy 

settings. This is essential to build and maintain user trust.

The following recommendations are results of expert talks and iterative 

testing of prototypes in this research. This can serve for companies like 

Visio, as well as for designers of conversational interfaces more broadly, 

to create more inclusive learning support in the future. The first two 

pertain to the Service level, the next three to the content layer 

(Information), and the latter four consider the audiovisual qualities of 

the interaction with it (Interface).

5.2. Recommendations and Best Practices

5.2.1. Service
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5.2.3. Interface

5. Ensure Factually Accurate Information.


The information provided by the learning assistant must 

be accurate and aligned with real-world use cases. This 

necessitates integrating a database of human-written and 

human-reviewed content into the system. Additionally, 

common use cases should be rigorously tested to 

prevent users acting on false information. If any 

information provided by the learning assistant is 

generated through AI inference rather than established 

facts, clear disclaimers should be included.

7. Language and Cultural Sensitivity.


While a user may speak a particular language, this does 

not guarantee they use it comfortably with robots. To 

reduce the cognitive load, it is important to develop 

context-specific language versions of the voice assistant, 

which should be tested with native speakers. Tone and 

phrasing should suit the cultural context, ensuring that 

interactions are natural.

8. Incorporate Sound Cues for Processing.


During the interaction, there may be delays as the system 

processes input and generates a response. To prevent 

confusion during these pauses, it is recommended to 

implement processing sounds or visual cues that indicate 

the system is working. This feedback loop will help 

maintain user engagement and reduce uncertainty.

9. Optimize Voice Quality.


The quality of the voice used by the assistant can 

significantly impact user experience. In languages with 

smaller speaker bases than English, machine-generated 

voices may sound robotic, unclear, or unappealing. It is 

important to conduct extensive testing with native 

speakers to select a voice that is both intelligible and 

pleasant.

6. Support Multi-Speaker Environments.


In environments where multiple speakers are present or 

where the device is set to speaker mode, there is a risk of 

audio output being misrecognized as user input. This 

issue, observed during testing, highlights the need for 

advanced noise-cancellation techniques and input 

recognition algorithms that can differentiate between 

user commands and other sounds in the environment. 

This is essential to ensure the usability of the voice 

assistant in diverse settings, particularly with human 

support involved, as is often the case in learning setups 

for blind and low-vision people.
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5.3. Evaluation

The research method I employed in this thesis came with its set of 

strengths and limitations. Those may influence the generalizability and 

long-term applicability of the findings. Below is an evaluation of the 

strengths and issues identified in the research process.

Strengths

 Expert Collaboration: Consulting with experts across various 

domains contributed to a deeper understanding of complex issues 

such as privacy, accessibility, and user agency, allowing me to focus 

on key subject matters from the start

 Iterative Design: The iterative approach allowed for balancing 

conceptual ideas and their practical execution. This helped me arrive 

at the design early based on user feedback and testing, and focus on 

refining the prototype, and helping distinguish conceptual challenges 

from the shortcomings of the execution

 Internationalization: Including cultural and linguistic diversity into 

the research sample enhanced the potential resonance of the design 

across different regions and user groups, contributing to a more 

inclusive approach.

Limitations

 Problems with Target Audience Sampling: It was relatively difficult 

to find participants for this study who did not have a pre-existing 

experience and interest in using voice assistants. It is clear that this 

target audience exists, however, its needs are still under-

represented in the study. Further participant search with fewer time 

constraints could help bridge that gap

 Limited Contextual Representation: The sample size from the 

actual context of use was relatively small, which may limit the 

accuracy and applicability of the findings to broader user groups. 

Further research is needed to validate the resulting concept, if its 

outcomes are to be applied at scale

 Lack of Longitudinal Data: The research did not extend over a long 

period, making it difficult to assess how the design might affect long-

term learning outcomes and user behavior over time. To address 

that, further studies can be conducted to test the “forgetting curve”, 

and how the prototype use affects it

 Comparability Across International Contexts: While 

internationalization was a strength, it also introduced challenges in 

comparing results across different cultural contexts, which may 

affect the consistency of the findings

 Rapidly Evolving Field: As the field of voice assistants and related 

technology is advancing every month, some of the findings and 

design interventions may become outdated quickly, necessitating 

ongoing research and adaptation.
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5.4. Concluding Remarks

The guiding principle of inclusive design, "solve for one, extend to 

many," is inspiring - but tricky. Blind and low-vision people cannot be 

considered as “one” because, like any group, they are far from 

homogenous. What unites them are their shared experiences of 

socializing, creating, growing, and performing daily tasks in a world not 

always built with them in mind.



Technology, in this context, is a means to an end. It’s a tool to help 

achieve goals, whether it's learning a new skill, securing a job, or simply 

connecting with loved ones. In a world increasingly driven by digital 

communication, access to these tools is, for better or worse, essential.



This chapter concludes the project report. Following that is a personal 

reflection, technical notes and references, as well as an Appendix.

Reflecting on this project, I realize that it marked my first real 

experience in a research leadership role. Stepping into this position felt 

unfamiliar and somewhat difficult. Typically, I thrive when I'm presented 

with a challenge by someone else and can then focus on solving it. 

However, this time I was the one responsible for identifying the most 

pressing challenge, which required far more proactive outreach and 

decision-making. It was challenging, but I’m grateful to have worked 

with colleagues who were incredibly supportive and proactive in helping 

me navigate this.



The success of this project would not have been possible without the 

input from the BLV community. But while doing this, I also learned the 

importance of allowing space for participants to breathe and express 

themselves. Initially, I approached each session with a detailed plan, but 

I quickly found that the most meaningful interactions came when I 

deviated from the script. By prioritizing empathy and understanding 

over rigid protocols, I allowed the lived experiences of the community to 

guide the research. This meant that some of the pre-planned research 

suffered, but the trade-off led to deeper, more authentic insights.

5.5. Personal Reflection
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5.6. Note on AI Use

5.7. Note on Report Accessibility
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When I first joined this school, I was a fervent tech-solutionist, eager to 

build things and then put them to the test in the real world. However, 

courses like Exploring Interactions have shifted my perspective, 

encouraging me to listen more and act more intentionally. I’m proud 

that in this project, I started with the question of "why" and developed 

something with genuine potential for future use. I also gained a deeper 

understanding of conversational technology, moving beyond mere 

enthusiasm to a more nuanced appreciation of where and how these 

tools can be effectively applied.



If there’s one aspect I wish I had approached differently, it would be 

earlier and more direct engagement with the core target audience. 

Recruiting participants with limited tech backgrounds challenged some 

of my assumptions and proved to be more difficult than I anticipated. 

Although time constraints played a role, I recognize now that earlier 

engagement could have taken this project from a promising blueprint 

to a more thoroughly validated solution.



My biggest takeaway from this process is that it’s not enough for 

technology to be technically accessible; it needs to be truly attainable. 

This is why I chose to focus on the learning environment, aiming to 

enhance how digital tools can be used independently. My goal was to 

make these tools not just available, but genuinely usable. 

Voice assistants, which were a focal point of this study, are advancing 

rapidly. However, their evolution is too often driven by business 

priorities that don’t always align with inclusive values. If these 

technologies were designed with true inclusivity at their core, my 

intervention—and others like it—wouldn’t be necessary.

Throughout this project, I have used several artificial intelligence tools 

to accelerate the process where needed. Some parts of the report have 

been edited with the help of large language models for clarity and 

conciseness. I have also utilized Dreamstudio.ai for supporting visuals 

and diagrams, which I then modified to fit the purposes of my project. 

Lastly, the project itself is explicitly using language models and speech 

synthesizers to process input and output. 

The report utilizes visuals for clarity and aesthetics, for the purposes of 

evaluation as part of the thesis requirements. Unfortunately, it was 

created in Figma, which currently does not include certain key 

accessibility features. Given the main target audience here are visually 

impaired people, this report is accompanied with an accessible version 

edited in LaTeX, with semantic formatting and alt texts included. 
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 Appendix
This section includes the data referred to in the report which could not fit into the main 
content.



I. Usability Inspection
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II. Digital Data Analysis

a) Clustering

b) Analysis (per emotion, per topic, named entity word cloud)

Full code available on: https://colab.research.google.com/

drive/10pV2Xr2u050lTc1qGaTkrY7v9J7HBxZD#scrollTo=7fxh1iSOztWu

Full code available on: https://colab.research.google.com/

drive/1BgluQ5YlztWSNYL_MgyVf8dfkut83Jfh

Cluster names were inferred manually from the lists of salient terms for each 

cluster. Those names were: medical, guide dogs, books, relationships, jokes, 

news, games, podcasts, image description, wearables, smartphones and apps, 

white cane, low vision, jobs, daily chores, transit, rehabilitation, braille, 

offenses, screen readers, surgeries, cross-reference, accidents, music, 

motivation, socializing, local, fashion and style, smartphones and apps, 

accessibility guidelines, technology.
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III. User Journey
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IV. Ideation

146145



V. Flowcharts

Iteration 1

Iteration 2
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VI. Concept Testing Setup
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VII. Iteration 1&2 Testing Setup
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VIII. Iteration 2 Technical Setup

Phone Router (Twilio)

node.js application

based on an open-source 

project (call-gpt)

voice input is 
transcribed (using 

Gladia)

GPT-4o responds 
based on the input 
and the prompt *

Voice response is 
generated 

(ElevenLabs)

connected via ngrok connected via ngrok

Visio knowledgebase

articles and transcripts

(provided as context)

user provides voice input

Full code available on: https://github.com/krawc/call-gpt.


The code is my fork of a call-gpt repo provided by Twilio. 



*The prompt that was used to guide the conversation was as follows: 

“You are a practice companion for technology coaching for people with 

visual impairments and blindness. You have a positive and encouraging 

personality while remaining respectful. Keep your responses brief, 

providing just enough information to guide the user to the next step. 

Ask only one question at a time, and seek clarification if the user's 

request is unclear. If the user doesn't want to practice, politely ask if 

they'd like to schedule a session for another time or skip it for now. If 

they want to practice, ask if they remember the last task they practiced. 

If they remember, repeat it; if not, tell them the most recent lesson was 

about sending a text message using Google Assistant.

Explain how to do it in two sentences, then ask if they want to hear an 

example or practice on their own. If they want to hear an example, 

provide a brief one. If they want to practice, give them a simple test 

scenario, using "Alex" as the contact name to avoid private data. 

Describe the task and say, "I will pretend to be Google Assistant. 3, 2, 1, 

beep!" Then, listen to the user's response and pretend to be Android 

until the interaction is complete. After the test, say it's complete. 

Provide feedback on how well the command would work on a real 

smartphone, and ask if the user has any follow-up questions or wants 

to practice a new skill.”
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https://github.com/krawc/call-gpt


IX. Iteration 2 Test Results

160159

Participant 7 and 8 have been recruited online through an acceessibility 

agency. However, during tests it turned out that they are not part of the 

target audience, as they are relatively experienced with assistive 

technology. Therefore, the findings from those tests have been 

excluded from the analysis.

On-site



IX. Iteration 2 Test Results
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Online
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X. Project Brief
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