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Abstract
The purpose of this work is to experimentally establish the combined influence on the flow and thermal resistance of
an exhaust pipe wall formed by a porous, compliant layer with overlying discrete roughness elements exposed to the
pulsating exhaust gas flow of a combustion engine. Through measuring the streamwise pressure drop over and radial
temperature differences in different pipe samples for a range of flow states with different Reynolds numbers and non-
dimensional pulsation frequencies, the effects were discerned. The configurations of the sample walls covered a range of
mesh pitches, compliant-layer densities, and compliant-layer compression ratios. The (non-sinusoidally) pulsating exhaust
gas flow spanned the following range: Reb (= ubD/νb) = 1·104 - 3·104, Tb = 500 - 800 ◦C, ω+(= ωνb/u

2
τ ) = 0.003 -

0.040. The friction factors were found to be effectively constant with Reynolds number and non-dimensional pulsation
frequency while the variation with insulation density/compression was not significant. Additionally, for both mesh pitches,
the measured friction factors were in line with those reported in literature for similar geometries with steady flow and solid
walls. Together this indicates that neither compliance nor the pulsations in the exhaust gas flow significantly affect the
friction for this configuration. Comparison of the samples based on the derived thermal resistance showed a similar influence
of the fluid-wall interface as for the friction. Additionally a distinct influence of compression, independent of the insulation
density, was observed that increases with increasing temperature. It was concluded that the increased resistance was due to
additional radiation resistance because of fibre reorientation due to compression.

List of Symbols

Latin Letter
A Area (m2)
Av Absorptance of the gas (-)
cp specific heat at constant pressure (J kg−1 K−1)
D Diameter (m), without subscript: inner
fD Darcy friction factor (-)
k Permeability (m2)
L Length of measurement segment (m)
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ṁ mass flow rate (kg s−1)
N Number of measurements in the set for a mean

value (-)
Nu Nusselt number (-)
p Pressure (N m−2)
pmesh Wire pitch of the mesh (mm)
Pr Prandtl number (-)
q Heat flux vector (W m−2)
q Heat transfer rate (J s−1)
R Radius (m)
Re Reynolds number (-)
ReK Permeability Reynolds number (-)
Sab

Standard deviation of the error of type a of the
variable of interest from source b

T Temperature (◦C or K)
t Time (s)
tini Initial thickness (mm)
u Fluid velocity vector (m s−1)
u Fluid velocity, streamwise direction (m s−1)
uτ Friction velocity (m s−1)
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Ua,b Uncertainty in variable a at confidence b (unit of
a)

V Volume (m3)
υamb Ambient convective air velocity (m s−1)
Wo Womersley number (-)
x Coordinate in streamwise direction (m)

Greek Letter
β Coefficient of thermal expansion (K−1)
ε Energy dissipation rate per unit mass (m2 s−3)
ε Strain (-)
λ Thermal conductivity (W m−1 K−1)
μ Dynamic viscosity (N s m−2)
ν Kinematic viscosity (m2 s−1)
ω Angular frequency of the pulsations (rad s−1)
ω+ Wall-normalized frequency (-)
Φinc Rate of viscous dissipation for an incompressible

fluid (s−2)
ρ Density (kg m−3)
σ Stefan-Boltzmann constant (W m−2 K−4)
τw Wall shear stres (N m−2)
χ Volume compressibility (m2 N−1)

Subscripts
amb Ambient air property
avg Average
b Bulk gas flow property
Ba Bias or systematic error of the variable from

source a

cond Conduction
conv Convection
ini Initial
in Inlet
ins Insulation
out Outlet
Pa Random error of the variable from source a

r Radial
rad Radiation
θ Circumferential
wall Fluid domain wall, interface with the insulation

1 Introduction

To date, the conventional steel exhaust system has contributed
to control of the mass of non-electric road vehicles and thus
their emissions. The exhaust system mass has generally
reduced through a combination of improved design capabili-
ties and steel compositions. However under the increasingly
strict emission standards, such as those for passenger vehicles
in the EU [14], there is a need for further mass reduction.

One of the options for exhaust systems would be to look
for alternatives with increased specific performance, but

those are not abundant. The use of a high-strength and high-
density material such as steel is not driven by mechanical
requirements, but mostly by the demanding combination of
durability requirements. Just the peak temperatures, of close
to 1000 ◦C, hugely limit the number of alternative materials.

Switching tomulti-material solutions however, could enable
a larger set of solutions with higher specific performance
than the conventional steel system. More specifically: lining
the exhaust with a low-mass and low-conductivity layer could
thermally enable a much larger material set for the duct itself.

Understanding the effect of the addition of such a layer
on the flow resistance and on the thermal resistance between
the gas and duct under the non-steady exhaust gas flow of
an internal combustion engine is crucial to this concept.

Friction and convective heat transfer are both fluid-wall
interaction phenomena and thus dependent on the flow and
wall state. They are macroscopic quantities and, as such,
not all subtlety of the complex turbulent flow is of equal
influence. It proved possible to establish relative simple
correlations for friction and heat transfer in the canonical
case of steady, turbulent pipe flow with smooth, solid walls
and a small temperature difference [20]. For turbulent flows
with more complicated boundary properties and geometries
establishing the friction and heat transfer rates has proved
more difficult.

Because of its relevance to cooling systems and other
industrial flow systems, friction and heat transfer for
turbulent pipe flow has been of interest for at least close to a
century [11, 19]. In many cases, the heat transfer, in the form
of the Nusselt number, is correlated to the friction factor and
consequently these aspects are often investigated together.

Bhatti & Shah [5] compared many of the correlations
that were proposed over time for the friction factor and
Nusselt number for steady turbulent flow in pipes with walls
of homogeneous (sand-grain, k-type) roughness. In those
cases the main factors of influence are the relative roughness
height, the level of turbulence (Reynolds number) and the
Prandtl number of the fluid.

For boundaries with discrete roughness, the spacing and
geometry of the roughness elements also play a role. As a
result, no general expressions for the friction factor for such
cases exist and one has to resort to datasets such as ESDU
79014 [13] or individual articles describing particular
configurations [33]. In principle, the same holds for the heat
transfer to walls with discrete roughness elements, although
Norris [30] introduced a general albeit coarse expression
that covers quite a range of geometries.

In sinusoidally pulsating turbulent pipe flow, the effect
on the friction factor depends on the amplitude and the fre-
quency of the oscillation that is superimposed on the mean
flow. The trend in the results of Lodahl et al. shows that in
smooth pipes the friction is unaffected as long as the mean
velocity is larger than the oscillating velocity amplitude,
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i.e. in the current-dominated regime. Wave-dominated flow,
on the other hand, can substantially alter the mean friction
magnitude [26]. Furthermore, the results from Bhaganagar
suggest that also for rough walls current-dominated pulsat-
ing flow does not affect the friction, unless there is a specific
length coupling with the roughness geometry [4].

To the authors knowledge, no studies have refuted the
general correlation between friction and heat transfer for
pulsating flow in smooth pipes. Analogous to friction, sub-
stantial increases in heat transfer have been reported for
wave-dominated flow: for sinusoidal pulsations by Ludlow
et al. [27] and for pulse-combustors see Meng et al. [28]. For
current-dominated flow, no investigations towards the effect
of sinusoidal pulsations on heat transfer were found. The
trend of the results of Ludlow et al. towards that regime, how-
ever, indicates little deviation from the steady flow values. In
that sense, the increase in heat transfer that Wendland reports
for tailpipes of car-mounted exhaust systems is remarkable
but not necessarily conflicting given their curvature [37].

If, contrary to all of the above studies, the out-of-
plane stiffness of flow boundary is relatively low and its
deformation and potential interaction with the flow no
longer negligible, then it can be considered compliant.
Although the effect of boundary-compliance on the delay
of transition to turbulence is well-established, for turbulent
flow both friction increases and decreases have been
reported without consensus on the interaction [38]. The
reported effect on friction was however generally small (<
10%) for smooth walls. No work on rough walls or its effect
on heat transfer was found.

A porous wall can lose part of its wall-blocking and
no-slip properties, depending on its relative permeability,
resulting in mixing between the wall and bulk fluid with
substantially increased friction and heat transfer as a result
[7, 24]. General expressions for these increases are not
possible due to the dependence on geometry, porosity and
relative permeability [8].

The configuration of the lined exhaust wall in this study
has several of these factors in combination and therefore
covers new ground. Its porous and compliant wall surface
is kept in place using a wire mesh that classifies as discrete
roughness and it is exposed to the pulsating exhaust gas
flow. Given the uncertainty in the influence of compliance
and the non-sinusoidal nature of the pulsating flow, the
friction and heat transfer of this configuration is already
worth investigating, let alone because of the potential
interaction between the three mentioned effects.

Next to the effect of the wall on the fluid-wall interaction,
there is also the thermal resistance inside the porous layer
that is of interest. Assuming the permeability of the interface
is indeed negligible, then the thermal resistance of fibrous
insulation is in principle well understood for the density
range of interest.

Between the solid and the gas phase in the insulation,
there are four different modes of heat transfer possible:
gas conduction, solid conduction, natural convection and
radiation. Not all of these modes are equally relevant. At the
densities and temperatures under investigation, for instance,
natural convection and solid conduction are negligible. The
main heat transfer mechanisms are thus radiation and gas
conduction; especially the former is a complex mechanism:
it depends highly on the optical properties of the fibres
(as a function of wavelength) and on the geometry (fibre
distribution and size) [9, 10, 39].

The two dominant mechanisms, radiation and gas con-
duction, have different sensitivities to insulation compres-
sion. Gas conduction is at these high porosities effectively
independent of the solid fraction, because the mean free
path is substantially smaller than the mean distance between
fibres (Kn ≤ 0.01) [9]. The effect of compression on the
radiation resistance however depends on the resulting fibre
distribution, because the fibres could rotate or translate or
both with different results. If substantial rotation occurs,
then a higher thermal resistance can be achieved with the
same insulation mass. For mass critical applications such as
these, it is therefore worthwhile to investigate the effect of
compression on the thermal resistance.

The purpose of this work is to establish the yet
undescribed combined influence of an exhaust pipe wall
formed by a compliant layer with overlying discrete
roughness elements exposed to pulsating turbulent flow on
the friction factor and their combined thermal resistance
and, at the same time, assess the effect of compression of
the compliant layer on the thermal resistance.

This study examines these effects experimentally using a
series of instrumented samples placed downstream of a com-
bustion engine in a controlled environment. Through mea-
suring the pressure drop and temperature difference over
these samples for a range of flow states with different
Reynolds numbers and non-dimensional pulsation frequen-
cies, the effects could be discerned. The wall configurations
of these samples cover a range of mesh pitches, compliant-
layer densities, and compliant-layer compression ratios.

This articles is organized as follows: Section 2 describes
the samples, setup, and equipment, and the employed pro-
cedure and data processing. Subsequently, Section 3 shows
the obtained results and compares the trends to those from
literature. Finally, Section 4 provides the conclusions.

2Materials andmethods

The essence of the method is as follows: determine the
friction and heat loss rate using, respectively, the static
pressure and bulk gas temperature drop over samples that
represent lined exhaust sections. A schematic representation
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Table 1 General measurement
and analysis overview Post-processing

Aspect: Reference sample Lined samples

measurement Input Output Input Output

Friction: sample section pressure connector connector section

pressure drop drop (theory) pressure drop pressure drop pressure drop

Heat loss: section ṁ, cp section heat ṁ, cp section heat

gas temperature loss loss

drop

Heat loss: external Tamb, vamb, section heat Tamb, vamb, section heat

heat loss model Tshell loss Tshell loss

The samples are an assembly of a cylindrical test section with a connector at each end

of the test setup is provided in Fig. 3 and a general overview
of the different measurements is provided in Table 1. The
computed friction factors were subsequently compared with
reference values from literature to differentiate between
various contributions. The subsequent sections detail the
aspects of the samples, measurements setup, procedure and
processing of the results.

2.1 Samples

In order to have a flow state relevant to exhaust systems,
the sample’s geometry was similar to a section of this
envisioned application: a straight pipe lined with the multi-
material wall under investigation. Such a axisymmetric
sample is more difficult to manufacture than a flat one,
but ideally offers the advantage of straightforward one-
dimensional heat transfer.

In the flow direction, the samples consisted of a lined
section with connectors at its up- and downstream end. The
central section of the sample was a 1-metre long polymer
cylindrical shell internally lined with a porous ceramic fibre
layer and a silica fabric. These were kept in place through a
stainless steel mesh. In Fig. 1 a schematic representation of
the cross-section of the sample wall is given. The separate

components of the sample are detailed in the paragraphs
below.

Firstly, the square mesh was made of stainless steel wires
of 1.0 mm diameter placed at a pitch of 11.0 mm. The wires
were not woven but welded; the axial wires were radially
on the inside of the circumferential wires. The average
outer diameter of the circumferential rings was 59.8 mm.
At both ends, there was a steel pipe section welded around
the mesh extending beyond it, ensuring alignment with the
inner tube of the connector. For some of the samples, the
streamwise pitch was increased to 23 mm by removing
the wire segments between the axial wires of every second
circumferential ring. Small parts of the removed rings thus
remained at the welds, keeping the fabric at the same
distance. For one sample, the mesh was replaced altogether
by a 1.5 mm thick solid steel tube with an outer diameter of
60.0 mm.

Secondly, covering the outside of this mesh was a twill-
weave silica fabric of 0.44 mm thick. To assess the possibility
of interaction, the absolute permeability of the fabric was
measured according to ASTM F778 [1] and found to be k

= 2x10−11 m2. According to Hahn et al. [16], the effective
permeability of a wall in turbulent flow can be classified
using the ratio of the effective pore diameter of the wall

Fig. 1 Schematic representation
of a portion of the sample
cross-section with components
indicated (left), sample 18-1H-1
before adhesion of the
connectors (middle), and
schematic representation of a
sample during testing with the
shell flanges vertical and a gas
thermocouple mount on one side
(right)
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(k1/2) over the wall length unit νb/uτ , where νb is the
kinematic viscosity of the fluid and uτ the friction velocity:
uτ = √

τw/ρb.
Thirdly, the fibrous ceramic material that formed the

insulation layer had porosity exceeding 0.9, a mean fibre
diameter of several μm and consisted primarily of silica.
The material was in blanket-form and two different bulk
densities were used: 96 and 128 kg m−3. For the density
range used in this study, the fibre volume fraction was
between 3 and 4 %. To study the potential influence of
the insulation material on the friction and heat transfer,
different densities with different amounts of compression
were tested. By radially compressing an amount of material
to fit the space for the insulation, the density of this
layer was increased. Not only could this alter the fibre
distribution, it could also result in a reaction force pushing
against its domain boundary, altering the compliance of
the wall. The different sample insulation densities can be
found in Table 2 together with corresponding amount of
compression.

Each sample had several layers of either of the two den-
sities, but because the layers do not slide relative to each
other and tend to buckle locally when bent or compressed,
the assembly proved arduous. The general result was consis-
tently applied insulation around the circumference except
at the longitudinal seam, where gaps were observed for
one or more layers locally along the length. The insulation
seam was always positioned at one of the shell flanges. In
some cases the rotational symmetry of the heat transfer was
affected by this locally reduced density and thermal resis-
tance; shell temperatures of up to 30◦ C higher than the
mean have been observed near the flange at high engine
loads. Hence an additional method to derive the heat transfer
rate was employed based on the external thermal resistance.

The limited compressibility of the material and its dis-
crete thickness allowed just two configurations with com-
pressed insulation, but it is nevertheless important to know

Table 2 Sample overview: mesh pitch, initial (pre-assembly) insula-
tion thickness and density, sample insulation density, average radial
strain and average volume change

Sample pmesh tini ρini ρsample εr,avg ΔV/V

mm mm kg m−3 kg m−3 − −

128-16-HS solid 16 128 129 −0,01 −0,01

128-16-H 11 16 128 129 −0,01 −0,01

128-16-HR 23 16 128 129 −0,01 −0,01

128-18-H 11 18 128 149 −0,12 −0,14

96-20-H 11 20 96 127 −0,20 −0,25

The initial properties are according to factory specification and sample
insulation compression properties follow from the Lamé solution with
the initial density as input, see Fig. 2

the resulting material density. The strains corresponding to
radial compression of a cylinder under internal and exter-
nal pressure are described by the Lamé solution [35]. If
the plane-strain solution is assumed and the Poisson’s ratio
taken as zero, then this solution can approximate the strains
corresponding to the compression of a network of randomly
oriented fibres, the result of which is depicted in Fig. 2. The
radial strain is largest at the inner radius and in general much
larger than the circumferential strain, causing the fibres to
reorient towards the plane perpendicular to the radial direc-
tion. Compression thus makes the insulation anisotropic
with a fibre orientation bias towards the circumferential
direction, perpendicular to thermal radiation coming from
the fluid-interface. Also depicted in Fig. 2 is an estimate of
the volume change, which indicates that the volume (and
thus density) change is practically homogeneous over the
radius.

Fourthly, the duct, or shell, had an average outer diameter
of 93.3 mm and a thickness of 1.0 mm. It was made of
two halves to allow for installation of the inner layers. The
15 mm-wide longitudinal flanges of these two halves were
subsequently bonded using a temperature resistant adhesive,
see the right hand side of Fig. 1 for an impression. The
thermal conductivity of the shell material is of the order of
1 W m−1 K−1 which, combined with the limited connector
temperature near the shell, makes axial heat conduction along
the shell negligible compared to the radial heat transfer.

The adhesively bonded connectors provided the thermal
and mechanical connection of the central part to the other
elements of the setup. Essentially, these connectors consist
of two concentric cylinders of the same diameters as the
sample mesh and shell. At one end of the connector, the
outer cylinder meets the inner one and there is a flange
to attach it to other setup elements. The outer wall thus
provides the mechanical connection to the polymer shell.
The sole purpose of the inner wall is to guide the flow
to the lined section; it has a helical structure allowing its
segments to slide axially along each other, accommodating
thermal expansion differences. This inner structure forms a
flow boundary that is not completely smooth, because the
gap between segments forms a rectangular groove.

To distinguish the effect of the mesh geometry, insulation
density and compression on the friction and heat transfer
separately, several configurations were manufactured and
tested. An overview of the different samples and their
designation is given in Table 2. The flow interface was
varied between a smooth solid tube to a mesh with pitches
of 11 and 23 mm, with a base insulation density of 128 kg
m−3 without compression. The insulation compression and
density were varied in two different ways in combination
with the mesh pitch of 11 mm. First, to obtain the
same insulation density as 128-16-H, but with substantial
insulation compression and second, to have a considerably
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Fig. 2 Estimation of the radial,
εr , and circumferential strain,
εθ , corresponding to the radial
compression of 20-mm of
insulation down to roughly 16
mm for a material with zero
Poisson’s ratio and plane strain.
The third curve is the
corresponding volume change:
ΔV/V ≈ (1 + εr )(1 + εθ ) − 1

higher density. Each configuration except the one lined with
the solid tube was manufactured and tested in duplicate to
assess the consistency and scatter.

The sample with the solid steel inner wall serves as
benchmark because friction and convective heat transfer
in hydraulically smooth pipes with turbulent flow is well
understood. Its wall lining is also definitively impermeable.

2.2 Setup

In the setup, each of the described samples was placed down-
stream of a dynamometer-mounted gasoline V6 engine. The
first elements downstream of the merging point of the two
engine manifolds were a flexible exhaust joint and a straight
pipe section with several sensor ports, together spanning a
streamwise length of about 750 mm. The sample in turn was
mounted to this pipe through its connector with the shell
flanges aligned vertically. A schematic representation of the
setup is given in Fig. 3; the sample orientation is shown
schematically on the right side of Fig. 1.

Coming out of the sample through the downstream con-
nector, the exhaust gasses passed through a heat exchanger

and a mass flow sensor and finally ended up in a large
silencing vessel that exits into the atmosphere. The heat
exchanger was placed downstream of the sample to reduce
the exhaust gas temperature to within the validity range of
the mass flow sensor. Because the cooling water flow was
actively controlled, the gas temperature could be preset and
it was maintained at about 110 ◦C.

No pressure ports were placed in the lined section to
prevent influencing the flow or temperature field. This
meant that the static pressure ports had to be placed a few
centimetres up- and downstream of the connectors. Both
ports were connected to a single transducer to measure only
the pressure difference.

The thermocouples for the gas temperature were positioned
in the flow using dedicated steel mounts that were adhered
to the shell after having drilled the required holes. They
assured a similar depth for each measurement and air-tight
placement. All three mounts were on the same locations on
the circumference: at the top of a shell half, see the right
hand side of Fig. 1. The resulting flow penetration depth
of the thermocouple sheath tip relative to the fabric was 38
mm. The longitudinal locations of the three mounts were at

Fig. 3 Schematic representation of the test setup with, from left to
right, V6-engine, manifolds and interface pipe, sample with connec-
tors (‘C’), heat exchanger, and mass flow sensor. Also indicated are the
locations of gas temperature and pressure measurement: differential

measurement (dashed line) and point measurement (solid line). The
test cell ventilation entry and exit locations are indicated by the two
sets of three arrows
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250, 500 and 750 mm from the upstream edge of the 1000
mm shell. The instrumented length of the sample was thus
half of its length: 500 mm and it was thus this length that
was used in all relevant calculations.

As shown in Fig. 3, the middle of the three gas ther-
mocouples was used to measure the mean gas temperature
and the other two for the temperature drop along the sam-
ple. Each thermocouple had three hot junctions along its
exposed length, yet only those closest to the tip were used
in the subsequent calculations because their temperatures
proved most consistent. The only exception to that was the
use of the temperatures from the three hot junctions in the
central thermocouple to determine the radial gradient in
Appendix B.

Attempts were made to measure the temperature near at
the fabric inside the sample, but the radial temperature gradi-
ent was too large to measure accurately using thermocouples.
Other in situ temperature measurement techniques were not
available or not suitable.

Active ventilation ensured that the test cell air tempera-
ture was constant to about 1 ◦C for a certain test stage. The
air circuit was an open one, meaning that the air was taken
from outside. Given the time-span of the test, this meant that
the inlet temperature was practically constant and in combi-
nation with the thermal mass of the test cell, this resulted in
a stable ambient air temperature.

The inlet of the air flow is in the ceiling above the engine
and the outlet also in the ceiling but above the mass flow
sensor, see Fig. 3. It was estimated that near the sample
the air flow direction was both downward and axial. To
prevent interference of the shell flanges with the external
flow, the samples were mounted with the flanges vertical
and thus aligned with the stagnation points of a cylinder in
cross-flow.

Because of the vertical component of the air flow, the forced
convection-dominated thermal resistance outside of the sam-
ple is not exactly rotationally symmetric. For consistent
comparison, only shell temperatures measured at locations
the furthest away from the flanges were used in the subse-
quent calculations. Looking at the right side of Fig. 1, this
means they were at the same height as the gas thermocouple
brackets or opposite. Lengthwise, these shell thermocouples
spanned the same range as the gas thermocouples. In detail,
the hot junctions of the two-wire thermocouples were taped
to the shell in the middle between the gas thermocouple
mounts and three more were placed exactly opposite these
mounts, thus on the other side of the shell.

2.3 Equipment

The engine used to generate the turbulent gas flow is a
3.2 litre, naturally aspirated, four-stroke, petrol V6 (General
Motors Company, USA) with a transversely mounted

exhaust system. Each cylinder bank has its own manifold
with integrated catalytic convertor. The exits of these two
manifolds meet in a Y-intersection and downstream of that
the flow can be classified as non-sinusoidal, non-reversing
and having a Womersley number (Wo = R

√
ω/νb) of at

least 70 [6].
A hydraulic dynamometer (FroudeHofmann, now

Froude, USA) was used to regulate the engine speed and
power. It regulates the engine rotational speed with an accu-
racy of 1 RPM, which corresponds to an accuracy of 0.04%
for the speed of 2600 RPM that was used in all results
reported here. The engine output was controlled through
the throttle and this was reflected in the torque, which was
measured at 1 Nm accuracy, which corresponds to 0.6 - 5
%, for the applied range of the engine loads.

The mass flow sensors employed were of the calibrated
pitot type, requiring pressure transducers for the static and
dynamic pressure. Two different diameter flow sensors were
used to have a dynamic pressure of sufficient magnitude
relative to the employed transducer accuracy. Both were
calibrated to an accuracy of 1 %.

All pressures (static pressure difference over the sample
and the absolute dynamic and static pressure of the mass
flow sensor) were measured using a DMQ*-DT pressure
transducer (μmess GmbH, Germany) with an error of 0.2
mbar. An anomaly was observed in the static pressure drop
readings for all samples at Reynolds numbers below 2·104,
probably because of interaction between the transducer
internal averaging and the non-steady flow. Consequently,
only the pressure drop values obtained at Reynolds numbers
of roughly 2·104 and higher were used to determine the
friction factors.

To determine the connector friction factor and to prove
that the anomaly was sensor related, the test with 128-16-
HS was performed using a pressure sensor that did not show
anomalous behaviour at Re < 2 ·104, namely a GE DPI 705
(General Electric Company, US) with a full scale error of
0.07 mbar. The result of that test is shown in Fig. 6.

All exhaust gas temperature measurements were per-
formed using sheathed, special tolerance K-type thermo-
couples (Thermo Electric, the Netherlands), yet in terms of
geometry and data acquisition there were differences. All
the exhaust gas flow temperature measurement inside the
sample was performed using thermocouples with an Inconel
outer sheath of 3.2 mm in diameter and 0.5 mm in thickness
and housing three individual sheathed thermocouples with
their junctions at a 10-mm interval from the outer sheath
tip. Between the up- and downstream sample thermocouple,
the junction pairs were wired for differential measurement,1

1In hindsight this did not improve the accuracy by much because
it introduced an additional error through the non-linear temperature-
voltage relation of the K-type on top of the lower thermocouple
tolerance of 1.1◦C.



Heat Mass Transfer

as indicated in Fig. 3. The data acquisition for these ther-
mocouples was performed using a Keithley Integra 2701
with a 7708 switch card (Tektronix, USA). For the differen-
tial temperatures, a 0 ◦C simulated cold junction was used
resulting in a data-acquisition error of 0.2 ◦C; for the abso-
lute temperatures, the automatic cold junction compensation
resulted in a 1.0 ◦C error. Over the range of gas temperatures
tested, the manufacturer calibrated tolerance in the absolute
temperature measurement for the employed K-type thermo-
couples ranged from 2.2 to 3.2 ◦C. An analysis of the total
temperature uncertainty can be found in Appendix A.

A set of regular manufacturer tolerance K-type wire
thermocouples was used to measure the shell temperature
on both sides of the sample and also near the flanges. Their
wires were spot welded to form the hot junctions. Using the
FroudeHofmann system, the data acquisition error was 1.0
◦C. Furthermore, at the shell temperatures encountered the
individual thermocouple tolerance was 2.2 ◦C.

The air temperature in the cell was measured directly
underneath the ventilation inlet at the engine intake, and at
the ceiling away from the air stream; in both cases using
an RTD with an accuracy of about 1.0 ◦C. The atmospheric
pressure and humidity were also measured.

All measured quantities were recorded at sampling rate
of 1 Hz, with the exception of the exhaust gas temperature
measurement inside the sample which was at 0.5 Hz.

2.4 Procedure

For all data presented here, the same set of thermocouples,
the same engine and the same test cell was used.
Furthermore, the gas temperature sensors were placed in the
same streamwise order.

Depending on whether the small or large diameter
mass flow sensor was in place, the corresponding engine

sequence that was programmed in the dynamometer
software was run. Each sequence consisted of a set of stages
with varying engine loads but always the same engine speed
(2600 RPM). Effectively the engine load, and consequently
the mass flow rate and gas temperature, was increased with
successive stages according to the maximum dictated by
the mass flow sensor. Having finished the first sequence,
the mass flow sensor was swapped for the other diameter
one and the other sequence was started without changing
anything else.

Combining both sequences, six unique stages were run
with the mean gas temperature and Reynolds number
varying between 600 and 800 ◦C and 1·104 and 3·104,
respectively. Figure 4 shows the bulk gas velocity and
gas temperature as a function of the engine torque, which
is representative for all samples. Even though the engine
speed, and thus its firing frequency, was kept constant, all
other fluid and flow properties did change with engine load.
As a consequence, the wall-normalized frequency ω+ (=
ωνb/ū

2
τ ) also varied with engine load, more specifically, for

the sample of Fig. 4 it decreased from 0.040 to 0.003 with
the engine torque increasing over the sketched range. The
overscore on the friction velocity indicates the time-mean
value.

Several checks for consistency between and within the
sequences were performed for each sample. Firstly, both
sequences could be compared because the first stage was
the same. Secondly, within each sequence the last stage had
the same engine settings as the first. Repeating a stage with
the same sample on the same day resulted in gas and shell
temperatures that were within a few degrees.

The common first stage that subjects the samples to
the largest gas temperature change, was used to determine
the duration needed for convergence towards thermal
equilibrium. Initial tests showed that duration of this stage

Fig. 4 The bulk gas velocity
(diamonds, left axis) and gas
temperature (circles, right axis,
relative to ambient) as a function
of engine torque at constant
engine speed for sample 18-H-1
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of 20 minutes is sufficient to have a shell temperature that
differs less than 1.0 ◦C from its exponential asymptotic
value (obtained using a least-squares fit). This stage
duration was adopted for all stages in the engine sequence,
because the temperature increments become smaller for the
successive stages.

The raw data also shows that there was scatter in the
engine output in terms of torque and gas temperature; for
this reason all measured quantities were time-averaged over
the last minute of a stage in the post-processing. The average
standard deviations of the gas and shell temperature over the
last 60 seconds of each stage of both sequences were 1.0 and
0.6 ◦C, respectively.

2.5 Data processing and analysis

The assumptions behind and methods used to approximate
or derive the thermophysical, friction and heat transfer
properties are defined in this section. First, the thermal
equilibrium of the gas thermocouple is treated to provide
an indication of the temperature difference between it and
the gas. Second, the thermophysical properties of the flue
gas, which differ from dry air, are discussed. Third, the
employed diameter for the flow domain of the samples
with mesh lining is treated together with the average flow
velocity. Fourth, the friction factor calculation is outlined.
Fifth, the axial heat balance of the flue gas is presented
together with the resulting heat loss rate. Because of
inconsistency observed in this heat loss rate between similar
samples, an alternative heat loss rate estimation was also
employed. The sixth subsection treats this alternative heat
loss rate method. It includes the electrical analogy for radial
one-dimensional heat transfer to relate the two methods
and it also treats the thermal resistance model of the
environment that it is based on.

2.5.1 Thermocouple deviation

The equilibrium temperature of a sheathed thermocouple tip
in a gas flow results predominantly from the balance between
forced convection and radiation and it could thus deviate sig-
nificantly from the gas temperature depending on the influ-
ence of the radiation. If radiation contributes substantially,
then the extent of this deviation depends on the infrared
transparency of the gas flow, because that defines whether
the radiative heat exchange is with the wall or the gas.

In order to estimate the temperature difference between
that of the sheathed thermocouples and the gas itself, the heat
balance of the thermocouple was modelled one-dimension-
ally. Details and results of this model can be found in
Appendix B. In the end, a temperature-dependent correc-
tion was applied to the thermocouple gas temperatures, see
Fig. 13.

2.5.2 Thermophysical properties

The combustion process that takes place in the cylinders
of the engine alters the composition of the exhaust gas
and thus the difference in properties compared to dry
air was determined. It was assumed that the exhaust gas
composition, used in all subsequent property calculations,
could be approximated by the result of the idealized
stoichiometric reaction between humid air and gasoline (in
the form of octane, C8H18).

The molar fraction of water in the humid air was calculated
using the method of Appendix A.1 of Picard et al. [32]
with the measured air pressure and humidity as input. Its
density can be obtained using the ideal gas law because
at the temperatures and pressures under consideration, the
resulting flue gas qualifies as an ideal gas [22].

The specific heat capacity, dynamic viscosity and the
thermal conductivity were all obtained using correlations for
the temperature-dependent gas component properties and
a suitable mixing rule [22, 23].2 As a result, the specific
heat of the exhaust gas obtained in this manner is about
12% higher than that of dry air at the same temperature and
pressure. This is the largest relative deviation from dry air
for all mentioned thermophysical properties.

In all subsequent calculations the properties of the
exhaust gas flow are based on these expressions.

2.5.3 Diameter, flow velocity and Reynolds number

For both Reynolds number and friction factor computation,
a diameter describing the flow channel is needed. For all the
samples with a mesh interface, the diameter is not trivial. For
these samples all subsequent computations that involve the
diameter of the flow domain, D, the outer diameter of the
mesh of 59.8 mm, i.e. the interface with the fabric, was
employed.

The time-mean bulk flow velocity was based on the mass
flow rate as follows:

ub = ṁ

ρbπ
(

D
2

)2 (1)

where D is the diameter of the flow duct and ρb is the
average density of the exhaust gas. Similarly for the mean
bulk flow Reynolds number:

Reb = ubD/νb = 4ṁ

ρbνbπD
(2)

where νb is the kinematic viscosity of the bulk fluid.
The combined uncertainty in the mass flow rate is

dominant for both the bulk velocity as the bulk Reynolds
number and as a result the uncertainty of all three is in the
range of 2-4 %, depending on the engine load.

2In D3.1 Table 8 the D-coefficient of H2O should have a minus sign.
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2.5.4 Friction factor

The friction factor definition used in this study is that of
Darcy-Weisbach:

fD = Δp

L

D

1
2ρbu

2
b

(3)

where Δp is the pressure drop over streamwise length L in
a pipe with diameter D.

To obtain the friction factor of the lined sections of
the samples of interest, the contribution from the sample
connectors has to be subtracted from the total pressure drop,
see Fig. 3. The pressure drop of these connectors can be
obtained using the reference sample, because the friction
factor of a smooth pipe is well-covered in literature. The
employed expression for the friction factor of a smooth pipe
in steady turbulent flow is the Techo et al. [20] explicit
form of the Prandtl, Karman and Nikuradse correlation.
This expression for non-pulsating flow should be applicable
as exhaust gas flow is current dominated and according
to Lodahl et al. the friction factor for smooth pipes is
then not affected by the pulsations [26]. The fact that the
pulsation is not sinusoidal should not matter much in the
current-dominated regime.

Additionally, the pressure drop due to the gas flow
thermocouples was determined by running the experiment
with and without them installed.

The friction factors obtained for the connectors and
thermocouples can subsequently be used to establish the
pressure drop of the lined section of the other samples
because these components are the same.

The flow entering the sample through the first connector
should be close to or completely fully developed. The
development length in steady flow for the turbulent
Reynolds numbers at hand ranges from 14.0 to 17.1
hydraulic diameters according to the expression of Zhi-qing
(see Table 4.12 of Bhatti and Shah) and Kirmse showed that
similar lengths hold for the pressure gradient in pulsating
flows [5, 21]. The circular section leading up to the sample
connector has a length of about 12.5D and ahead of that,
the duct is still circular and mostly straight for another few
diameters but it does include the Y-intersection of the two
manifold exits. The flow must thus at least be close to fully
developed.

In all samples there is a sudden change in wall geometry
from the connector to the centre section and vice versa, and
that has a certain effect on the measured total pressure drop.
Siuru and Logan have shown that for the transition from
smooth to rough in turbulent flow, the transition length is
a few roughness heights, which is negligible compared to
the total length of the connector [34]. Even if the transition
length for the change from rough to smooth is a few
diameters, then that is still relatively short compared to the

total connector and lined section lengths. In the samples
with the lined section with discrete roughness, the transition
is from rough to rough, which is a smaller difference than
from smooth to rough and the effect is then also assumed
small.

2.5.5 Heat loss rate

Another aspect of the flow is its temperature drop and
that can, in certain cases, be related to its heat loss. If we
apply the first law of thermodynamics in rate-form to an
axial segment of the fluid domain inside the sample and
then assume steady-state conditions, no changes in latent
energy, no thermal or mechanical energy generation, an
ideal gas, and both negligible pressure variation and viscous
dissipation, then it reduces to the well-known form [2]:

q = ṁcp
(
Tb,in − Tb,out

)
(4)

where q is the heat loss rate of the fluid over the
instrumented length of the sample in W, ṁ is the mass flow
rate in kg s−1, cp is the specific heat for constant pressure
in J kg−1 K−1, and Tb,in and Tb,out represent the bulk
temperature in ◦C (or K) of the fluid entering and exiting
the segment, respectively.

If furthermore the axial conductivity is assumed negli-
gible, then only the radial heat flux remains. Equation 4
can thus be used to relate the heat loss through the wall
of the test section to the bulk temperature drop of the gas.
The uncertainty of this rate under the stated assumptions is
treated in Appendix A.

Most of the stated assumptions are easily verified, but
given the relatively large temperature, velocity and friction,
a negligible contribution of viscous dissipation is not
obvious. Consequently, an estimate of its magnitude was
made in Appendix C. The result of this estimate is that at the
highest engine load the temperature change through viscous
dissipation could exceed 10% of the measured temperature
drop. At that flow state, the true heat loss is thus somewhat
larger than what is obtained from Eq. 4 because part of the
temperature drop was compensated by viscous heating.

2.5.6 Alternative heat loss rate method

Figure 5 shows the electrical analogy of the one-dimensional
radial heat flow in the lined section of the sample. The
resistance elements in this analogy are the temperature-
dependent thermal equivalents (unit: K W−1) of electrical
resistance [2]. The thermal resistance of the outer polymer
shell and that of the steel inner tube in case of sample
128-16-HS are assumed negligible and thus excluded.

Because the test environment of the samples was always
the same, a model of the external thermal resistance can
provide an additional measure of the heat loss based on just
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Fig. 5 Schematic representation of the resistance elements in the elec-
trical analogy of the radial heat transfer. Between the gas and wall
there is the combination of convection and radiation, within the insula-
tion the dominant mechanisms are lumped into one effective resistance

Rins and outside the sample, the external resistance is a combination
of forced convection and radiation. In the absence of Twall, the thermal
resistances between the gas and shell can be lumped together into one
system resistance Rsystem (bottom representation)

the temperature of the shell and that of the environment.
The main heat transfer mechanisms, and thus those that
constitute this model, are forced convection and radiation.

Convective heat loss is often described in terms of the
Nusselt number:

qconv = Nuλamb/Dshell(Tshell − Tamb)Ashell (5)

where λ is the thermal conductivity of the air and the
subscripts shell and amb indicate the sample shell and
environment, respectively.

The employed expression for the Nusselt number of a
cylinder in turbulent cross-flow was that of Churchill and
Bernstein [20]:

Nu = 0.3 + 0.62Re1/2DshellPr
1/3[

1 +
(
0.4
Pr

)2/3]1/4
[
1 +

(
ReDshell

282000

)5/8
]4/5

(6)

to which the Gnielinski correction for non-isothermal
fluid properties [15] was applied because use of the film
temperature was deemed inaccurate given the sizeable
temperature difference and where Pr (= μcp/λ) is the
Prandtl number.

To model the radiation it was assumed that the area of
the sample (cylinder) was much smaller than that of the
enclosing space, allowing a simple expression for radiative
heat exchange [18]:

qrad = εshellσπDshellL
(
T 4
shell − T 4

amb

)
(7)

where σ is the Stefan-Boltzmann constant. The emissivity
value of 0.93 for glass-epoxy from Berlin et al. [3] was
employed.

The only unknown in the model that could not be
reasonably estimated is the ventilation velocity. It was
thus obtained for each sample by correlating the heat loss
from the gas flow temperature drop through a least-squares
fit to the heat loss from the external model, where the

latter is a function of the ventilation velocity based on
expressions Eqs. 6 and 7. For these fits, the stages with
an estimated viscous dissipation contribution exceeding 5%
were excluded. The smallest of the obtained ventilation
velocities was employed in the model, ensuring the smallest
influence of insulation flaws on the result.

3 Results & discussion

3.1 Friction

To obtain the friction factors that are of interest, namely
those of the lined sections of the samples presented
in Table 2, requires the friction factors of the other
components. This is treated first, in line with Table 1.
For the reference sample the pressure drop corresponding
to the smooth section was subtracted from the measured
total back pressure of the sample, both with and without
gas thermocouples, to determine the contributions of the
connectors and gas thermocouples separately. The resulting
Darcy-Weisbach friction factor fD of the connectors is
shown in Fig. 6 as a function of Reynolds number. Also
shown in this figure is the smooth-wall friction factor
according to the explicit form of Techo et al. used to
compute the smooth section pressure drop.

The connector friction is effectively constant over the
tested range of Reynolds numbers and non-dimensional
frequencies ω+. The magnitude of the connector friction
factor is furthermore consistent with the Reynolds number-
independent value obtained from the ESDU 79014 data
set [13] for steady flow: fD = 0.06, where the helical
elements of the connector were represented as rectangular
ribs. The equivalent sand-grain roughness of the connector
was obtained using the diameter and Nikuradse’s expression
for the relative roughness as a function of the friction factor
[20]: e/D = 0.031 and ks = 1.7 mm. This is larger than the
estimated groove depth of 1 mm, but within expectation
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Fig. 6 Subtraction of the back
pressure of the smooth section
of 128-16-HS-1 from the total
static pressure drop without the
gas thermocouples in place
allowed determination of the
friction factor due to the
connectors. Both are shown here
with corresponding error bars

because of the larger flow influence of discrete roughness
elements. This is also reflected in the roughness regime
classification using the Moody diagram [20]: the connectors
are in the transition regime for the three lowest Reynolds
numbers and fully rough for the highest one. The curve
of constant relative roughness is, even in the transitional
regime, relatively flat over the Reynolds number range of
interest, which is in line with the lack of Reynolds number
dependence in Fig. 6.

The current results for the connectors indicate that the
conclusion of Bhaganagar [4] based on direct numerical
simulation, namely that the friction of a surface with
periodic roughness is unaffected by pulsating flow as
long as there is no specific length coupling between the
oscillation amplitude and the geometry of the roughness,
also holds for discrete roughness of larger size and spacing.

The effect of the gas thermocouples on the friction is
much smaller than that of the connectors and also constant
with Reynolds number.

Having the contribution to the pressure drop of the other
components, now the friction of the lined sections of the
other samples can be determined. The contribution of the
connectors and the thermocouples to the total pressure drop
was smaller than the pressure drop over the lined section,
even for the samples with the largest mesh pitch. The
average lined-section friction factors, including error bars,
of all sample types are graphically compared in Fig. 7 and a
few things stand out.

Firstly, similar to the connector friction factor in Fig. 6,
the friction factors of the samples listed in Table 2 are,
within the error, constant with Reynolds number and with
the simultaneously varying non-dimensional frequency.

Fig. 7 Darcy-Weisbach friction
factors of the lined sections of
samples of all types with
corresponding error bars.
Multiple bars indicate multiple
samples of the same type. The
labels are according to Table 2
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Within the accuracy of these tests, the discrete roughness
section thus seems to be equally insensitive to the pulsations
as the connector.

Secondly, the porous compliant wall seems to have little
influence. Replacing the solid smooth wall with a wire-
mesh at the same insulation density (128-16-H) results
in a tripled friction factor, which, in terms of magnitude,
is in the range of that observed in literature for solid
walls in steady turbulent flow lined with similar roughness
types. For instance, using the methodology of ESDU 79014
[13] for semi-circular ribs and circular threads results in
fD = 0.070±0.014 and fD = 0.094±0.014, respectively.
Similarly, Sheriff and Gumley [33] report fD = 0.084 for
a wall lined with a 1-mm wire at a pitch of 10 mm. These
sources lacked the longitudinal wires to form a mesh like
the sample has, but their influence should be smaller than
that of the circumferential ones. The equivalent sand-grain
roughness size of 3.5 mm for 128-16-H is substantially
larger than the mesh wire diameter of 1.0 mm and confirms
the larger (form) drag of discrete roughness elements
compared to closely-spaced ones. Together this suggests
that the discrete roughness could, as for the connectors, be
the dominant factor.

Thirdly, the friction of samples with an increased
circumferential wire pitch is also not substantially affected
by the pulsating flow or the underlying compliant, porous
wall. The friction factor of 128-16-HR is 16% lower than
with the smaller pitch and same insulation density. This
decrease is in line with that observed in ESDU 79014 for
circular thread walls with the same pitch increase: -16%.
This also points to the discrete roughness as the dominant
factor.

Fourthly, there is a small decrease in friction factor
visible along the left three sample types in Fig. 7 with

increasing insulation density. This could be due to the
porous, compliant wall material underneath the roughness
elements. Direct interaction between the fluid in the
insulation and in the flow is not expected because the
ratio between the effective pore diameter of the liner and
the wall length unit, the permeability Reynolds number
ReK = k1/2uτ /νb, is about 0.1 for the employed fabric
which is too small for the wall to be effectively permeable
according to Breugem et al. [7]. Another mechanism that
could affect the friction is the compliance of the wall,
but only in between the mesh wires and with the right
coupling with the normalized frequency. Since both the
frequency and the wall properties (through the temperature)
vary over the test sequence, it could explain part of the
intrasample variation in friction between test stages, but not
a consistent difference between samples. A last mechanism
that could affect the friction is the curvature of the fabric in
between the mesh wires: through a decrease in the volume
in between the drag could decrease. This would be expected
largest for the samples with the largest compression, 96-
20-H, but because those report the highest friction factor
this mechanism cannot be responsible. Either way, for the
current range of flow and wall properties the influence of the
compliant wall is small compared to that of the roughness,
but otherwise indecisive.

3.2 Thermal resistance

Without feasible means to accurately measure the wall
temperature in this configuration without influencing the
wall-fluid interface or the heat transfer, the convective
heat transfer cannot be analysed independently. That does
however not affect the ability to compare the different
samples in terms of the combined thermal resistance of the

Fig. 8 Thermal resistance of the
system, i.e. between gas and
outer shell, for the samples with
different flow interfaces but the
same insulation density as a
function of the temperature
difference between the gas and
ambient (Tb − Tamb)
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insulation and the wall-fluid interface, Rsystem, see Fig. 5.
For all samples, the total heat loss used to compute the
resistance with was obtained from the earlier described
external resistance model using the local shell temperature.
The total thermal resistance of different configurations is
compared and correlations to the friction, insulation density,
and compression differences are studied, see for instance
Fig. 8.

As mentioned in the introduction, the interest lies in both
the thermal resistance between the fluid and the wall and the
thermal resistance of the insulation. As such, it is worthwhile
to estimate the relative contributions to Rsystem. This is
possible for the reference sample as the system resistance
is known just as for the other samples and its fluid-to-wall
resistance can be estimated based on available literature.

The resistance between fluid and wall comprises a convec-
tive and radiative component and these are well described
for the smooth ducts of 128-16-HS. Its convective resis-
tance was calculated using the Nusselt number expression
of Gnielinski for a smooth solid circular ducts (Table 8.3 of
Karwa [20]) and the net radiative thermal energy exchange
rate between a gas and wall was computed according to [36]:

q = Aσ
εwall

1 − (1 − εwall)(1 − Av)

(
εbT

4
b − AvT

4
wall

)
(8)

where εb and Av are the emissivity and absorptance of the
gas mixture and εwall represents the emissivity of the wall.
Of the gas components only water and carbon dioxide were
taken into account as a function of their partial pressure,
the temperature and equivalent layer thickness. The results
show that the contribution of the radiative heat transfer
cannot be ignored, because its contribution to the total heat
exchange from gas to wall varies between 11% and 24%.

The relative contributions of the fluid-to-wall and
insulation resistance can be compared through the ratio
of the resulting thermal resistances. At low engine load
the ratio of Rins/(Rconv + Rrad) is 6, meaning that the
insulation is dominant. As both the insulation and fluid-
to-wall thermal resistance of 128-16-HS-1 depend on the
engine load and decrease a similar amount in absolute terms,
the ratio increases to 13 at the highest engine load, meaning
the insulation resistance is even more dominant.

Starting with the system heat transfer of the samples with
the same density and compression as the solid-walled one.
The effect of the altered flow interface on the heat transfer
is clear, both are shown in Fig. 8. The wire-mesh sample has
a thermal resistance that is 13% less at the lowest engine
load (and temperature difference) and 11% at the highest.
This difference is substantially smaller than the factor three
difference in friction and this is in part due to the relatively
small contribution of the fluid-to-wall resistance and in part
because the convective resistance for the discrete roughness
sample will be smaller due to the increased friction. Also,
the increase of the mesh pitch has no distinguishable effect
on the system thermal resistance. The data points of 128-
16-H and -HR in Fig. 8 clearly overlap. The decrease
in friction and the corresponding increase in convective
resistance is simply too small to affect the system resistance
significantly. In short, for the samples with the same
insulation density and compression the trends for the heat
transfer are consistent with those for friction when taking
into account the relative magnitude of the fluid-to-wall
resistance and this consistency substantiates the idea from
the friction analysis that there are no substantial effects due
to the interaction between the pulsating flow, the compliant
wall and the wire roughness.

Fig. 9 System thermal
resistance of the benchmark
sample, 128-16-H-4, and those
with the same density but
substantial insulation
compression: 96-20-H
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On the other hand, the samples with a similar insulation
density as 128-16-H, but with significant compression (96-
20-H) have a distinctly larger thermal resistance, see Fig. 9.
The average thermal resistance difference of the 96-20
samples with 128-16-H increases from about 7% larger at
low engine loads to 11% larger at the high engine loads.
As the flow interface is similar in terms of geometry,whichwas
confirmed by a comparable friction factor, the difference must
be due to the insulation compression. Also, as gas conduction
cannot explain the difference because it is insensitive at
these densities, the effect has to be due to radiation.

Indeed, the radiation resistance can be related to the
compression of the insulation. Firstly, the gas side insulation
temperatures are high enough for radiation to contribute
substantially to the total heat transfer. Secondly, inherent
to the mechanism, the distribution and orientation of the
fibres is of direct influence on radiation heat transfer [25].
The nett unidirectional compression can cause alignment
towards the direction perpendicular to it, i.e. perpendicular
to the radial (and thus radiation) direction, increasing
the radiation resistance compared to the non-compressed
sample. As the contribution of radiation to the total heat
transfer increases with temperature, so does the difference
in Rsystem between the two samples. Hence, the slight
divergence of the resistance lines of the two samples with
increasing temperature difference between the gas flow and
the surroundings. This indicates that compression of the
here employed fibrous insulation results in reorientation
of the fibres that is beneficial to the radiation resistance,
meaning that by a higher thermal resistance can be achieved
at the same insulation mass through compression of an
initially lower density material.

Finally, samples 128-18-H, with the highest density but
less compression than the previously discussed samples,
have the highest thermal resistance: 10% and 20% larger

than that of 128-16-H-4 at low and high engine load
respectively, as is shown in Fig. 10. Again, the flow interface
and friction factor were similar between these samples,
so the cause lies in the insulation. More specifically, the
difference must have been in the radiation, because also this
insulation density is too low to affect the gas conduction.
As already shown, compression increases the radiation
resistance and so does an increase in density [10]. The
volume reduction was, with 14%, considerably smaller
than for 96-20 and yet the thermal resistance increase
has roughly doubled, this means that the density or the
combination has a larger effect than compression alone.

A future differentiation between the effect of density and
compression can be made using a more simple setup that
allows more combinations of density and compression, such
as the one employed by Daryabeigi et al. [10], since the
current work indicates that the overhead gas flow is not of
direct influence.

4 Conclusions

This article describes an experimental campaign that discerns
the influence of different aspects of alternative combustion
engine exhaust system walls on the friction factor and
thermal resistance. These alternative wall configurations
consisted of an outer shell, lined with a porous, fibrous
insulation layer that was kept in place using a silica fabric
and a steel wire-mesh. The insulation density, the amount
of insulation compression and wire-mesh pitch were varied.
In the same test, also the total thermal resistance of these
configurations was determined, thus including the effect of
density and compression. Samples were tested over a range
of Reynolds numbers and non-dimensional frequencies
relevant to combustion engine exhaust gas flow.

Fig. 10 System thermal
resistance of the benchmark
sample, 128-16-H-4, and those
with both insulation
compression and higher density:
128-18-H
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Over the tested range of Reynolds numbers and pulsation
frequencies, the friction factor was found constant for the
lined sections. Additionally, it did not vary significantly
with insulation density/compression. For both wire pitches,
the measured friction factors are in line with those
reported in literature for similar geometries, but with steady
flow and solid walls. Together this indicates that the
discrete roughness is the dominant factor and that there
is no substantial contribution or interaction of the non-
sinusoidally pulsating flow or the compliant wall in between
the roughness elements.

The heat loss was determined using a model of
the external resistance together with shell temperature
measurements. The influence of the fluid-wall interface
configuration was in line with that observed for the
friction factor. Besides the interface, not only the insulation
density, but also the compression of the fibrous insulation
substantially increased the radiative heat transfer resistance.
It is hypothesized that this happens because the compression
leads to insulation fibre reorientation.

Besides the use of this work for alternative exhaust
systems and although the investigated configuration is
rather specific, its results have further implications. For
instance, the observed lack of interaction between wall-
compliance, pulsations and discrete roughness within the
experimental error could serve as a start for the design of
future experiments that involve such potential interactions.
Furthermore, given the small number of publications on
the friction of compliant walls, this work could add to
the general understanding of the phenomenon. Lastly, the
effect of fibrous insulation compression opens room for an
investigation into the coupling between compression and
fibre reorientation.

Acknowledgements The authors wish to express their gratitude for the
technical support offered by Dirk Vanderheyden, Bernard Lehaen and
Dave Mariën of BOSAL ECS n.v..

Compliance with Ethical Standards

Conflict of interests On behalf of all authors, the corresponding author
states that there is no conflict of interest.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indicate
if changes were made. The images or other third party material in
this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds
the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this licence, visit http://
creativecommonshorg/licenses/by/4.0/.

Appendix A: Uncertainty analysis
of temperature drop and heat loss rate

Measurement uncertainty analysis, for instance using the
method outlined by Dunn [12], allows differentiation
between the contributions of different sources of error. More
specifically it provides a framework to estimate the effect
of different random and bias errors on the uncertainty of a
result. Given the simplicity of the measurement chain for the
temperature drop specifically, the uncertainty analysis of the
mean using the mentioned method is not too complicated.

The principle of the method is to estimate the true
variance of the normal distribution that corresponds to

Fig. 11 The heat loss rate over
the instrumented length of the
lined section of sample
128-18-H-2 as a function of the
temperature difference between
the exhaust gas and ambient,
based on either the gas flow
temperature drop (‘internal’,
solid diamonds), or on the
external thermal resistance
model (‘external’, open
diamonds) with its forced
convection velocity obtained
through a least-squares fit of
these two rates. Also indicated is
the 95% uncertainty of the heat
loss rate based on the gas
temperature drop

http://creativecommonshorg/licenses/by/4.0/
http://creativecommonshorg/licenses/by/4.0/
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the measurement. As such, it requires an estimate of the
variance of the different contributions, even the inherent
non-probabilistic ones. The measurement of the temperature
drop for a single test stage classifies as a so-called
multiple-measurement measurand experiment. Because of
the multiple measurements, the standard deviation of the
random error is readily available from the data points used
for the average temperature drop. The bias (or systematic)
error was estimated from comparison with extra tests with
the gas temperature drop thermocouples having swapped
position. Several tests besides those published here were ran
to obtain sufficient information regarding the bias error.

Using the method of Dunn [12] and assuming sufficiently
large degrees of freedom to apply the Gaussian distribution
results in the following expression for the 95% confidence
uncertainty in the temperature difference

UT,95 � 2
√

S2
Bda

+ S2
Btc

+ S2
P̄tc

(9)

where SP̄tc
is the standard deviation of the random error in

the mean of the thermocouple measurement and SBda and
SBtc are the standard deviations of the systematic errors
corresponding to the data acquisition and thermocouple,
respectively.

Quantifying the random and systematic standard devi-
ations is all that remains to establish the uncertainty. The
random uncertainty of the mean value can be obtained from
the standard deviation of the set of temperature drops used
for the average as follows:

SP̄tc
= SPtc√

N
(10)

where N is the number of measurements in the set, resulting
in SP̄tc

= 0.1 ◦C. Next to that, the standard deviation of
the bias error of the differential temperature measurement
was estimated by comparing the difference in the results
of a regular measurement of a sample and one with the
differential thermocouples swapped. The difference varied
between 0.1 and 2.2◦C for the different stages, leading to
a standard deviation of SBtc = 1.0◦C. Finally, assuming
the manufacturer-specified accuracy represents the 95%
confidence bias limit, means that its standard deviation is
half the limit: SBda = 0.1◦C.

Having also established the uncertainty of the specific
heat and the mass flow rate through the uncertainty in the
correlations and equipment, allows the calculation of the
uncertainty of the heat loss rate through the propagation of
the relative errors. The resulting 95% overall uncertainty of
the heat loss estimate based on the gas temperature drop is
indicated in Fig. 11.

Appendix B: Thermocouple heat balance
model

The thermal interaction of a gas thermocouple with the
surrounding sample in the case of the experiment described
in this article was modelled to estimate the temperature
difference between the gas and that of the different hot
junctions along its length.3 This was done for both the steel
mesh and the solid steel liner (HS) configuration because
of the difference in wall roughness and corresponding wall
surface temperature.

In general, the equilibrium temperature of a sheathed
thermocouple in a gas flow is the result of the balance
between different heat transfer mechanisms [31]:

qcond = qrad + qconv (11)

where qcond represents the heat transfer rate through
conduction, qrad is the heat transfer rate through radiation
and qconv is the heat transfer rate through forced convection.

The equilibrium temperature was obtained by solving
Eq. 11 numerically for the one-dimensional case of a
thermocouple discretized into eight isothermal elements of
equal length. The contributions of radiation, convection
and conduction were based on the temperature difference
between the node in the centre of each element and the
object of interaction. The set of elements covers the section
of the thermocouple that was exposed to the gas, so the last
element ends at the wall.

The conductive heat transfer was estimated as simple
one-dimensional conduction, using the average temperature
between the two elements as the input for the calculation
of the thermal conductivity of Inconel. The contribution of
the magnesium oxide and the thermocouple wires inside
the individual thermocouples was deemed negligible and
thus the elements were given the area and conductivity
corresponding to the sheaths. The highly temperature-
dependent thermal conductivity of Inconel was taken into
account using the following linear approximation as a
function of the temperature in Celsius: λ = 14.221 +
0.0162T . For the last element, the conductive heat exchange
with segment of the thermocouple beyond the flow had
to be approximated. This was done by assuming that the
length through the insulation was adiabatic and that the
thermocouple temperature at the shell, so in the mount,
equalled that of the shell.

The nett radiation energy transfer between the two grey
bodies of the thermocouple and the duct inner wall, was
approximated by that between two concentric pipes with
the one having a much larger area than the other: qrad12 =
ε1σ(T 4

1 −T 4
2 ). The required hemispherical emissivity of the

oxidized Inconel sheath of the thermocouple was estimated

3See Section 2.3.
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Fig. 12 Gas temperature as a
function of distance along the
thermocouple from the tip, for
both model and thermocouple
reading (‘tc’) for four different
stages of the test sequence of
128-16-HS-1. The model uses
the measured temperature as
input gas temperature

at 0.83. Next to this, the emissivity of the exhaust gas
was calculated according to the method presented in [36]
because of the presence of the selective radiators H2O and
CO2. Its emissivity, over a distance relevant to this model,
was less than 0.1 and thus ignored.

Thewall temperature of the sample required for the radiation
estimate was approximated by solving the combined heat
transfer from gas to the wall for the temperature difference
needed to have the heat transfer rate found earlier. The
convective heat transfer rate for the wire-mesh lined wall
was based on the approximation for the Nusselt number
from Norris4 [30]. Similarly, the Nusselt number for the
solid-walled sample was obtained from the expression
of Gnielinski found in Table 8.3 of Karwa [20]. The gas
radiation in both cases was determined according to [36].

For the thermocouple, the Nusselt number for forced con-
vection over a cylinder in cross-flow was calculated using
equations (3-5) of Gnielinski [15], approximating the cross-
sectional variation in velocity using the velocity defect law
[17] and the friction velocity. As a first approximation, the
temperature profile was assumed equal to the velocity pro-
file, because the Prandtl number of the flue gas is not too far
from unity (0.74) and the thermal boundary layer thus has
a thickness similar to that of the momentum one [20]. The
temperatures at the extremes of this profile were the wall
temperature as estimated for the radiation and the measured
gas temperature. The thermal conductivity of the fluid was
that according to the bulk fluid temperature.

Using the above estimations for the contributions of
conduction, convection and radiation, the temperature
distribution along the thermocouple could be estimated
for the two main wall configurations. In order to validate

4Using a coefficient of 0.5 because it matches the wire sources better
than the general coefficient of 0.63.

the model, its thermocouple temperature distribution was
calculated for four different stages of the performed
experiment and compared to the temperatures of the three
hot junctions of the middle gas thermocouple during those
stages. Figure 12 shows both temperature distributions for
sample 128-16-HS-1.

The temperature trends along the thermocouple of the
model and measurements are similar and the model thus
seems to capture the behaviour sufficiently. The model
can thus be used to estimate the error resulting from the
assumption that the thermocouple temperature equals the
gas temperature. For the thermocouple tip, the first element
of the model, the difference is shown in Fig. 13. Besides
the smooth-walled sample, the temperature difference of the
wire mesh sample 128-16-H-4 is also shown.

The sample 128-16-H-4 has the wire-mesh for support
of the lining and the inaccuracy of the Nusselt number and
thus the wall temperature itself, is larger than for HS-1. The
increased roughness is nevertheless coupled to increased
heat transfer, resulting in a higher wall temperature and
consequently a smaller temperature difference with the gas.
This is reflected in the smaller temperature difference found
by the model when compared to the solid smooth wall.

Appendix C: Viscous dissipation

The heat balance between gas temperature and heat flux to
the boundary in the form of Eq. 4 is only valid if viscous
dissipation is negligible. The validity of this assumption is
worth investigating because of the uncommon combination
of a wall with a relative large friction factor, peak fluid
velocities of over 50 m s−1 and a much larger fluid viscosity
than at room temperature.

To estimate the magnitude of viscous dissipation we
start from the same principal equation as for the heat
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Fig. 13 Temperature difference
between the gas temperature and
the sheath temperature
according to the proposed model
for samples 128-16-HS-1 and
128-16-H-4

balance, namely the general expression for the thermal
energy balance of a differential fluid element [29]:

ρcp
DT

Dt
= −∇ · q + βT

Dp

Dt

+μ

[
−2

3

(
χ
Dp

Dt
− β

DT

Dt

)2

+ Φinc

]
(12)

where q is the heat flux vector, β the coefficient of thermal
expansion, μ the dynamic viscosity and χ the volume
compressibility and Φinc the rate of viscous dissipation for
an incompressible fluid (unit: s−2). This general expression
simplifies with further assumptions for the specific case at
hand.

Focussing on the time-mean solution and assuming an
ideal gas, negligible pressure variations and small enough
temperature differences to ignore density variations, but
keeping the viscous dissipation term for incompressible
fluids reduces Eq. 12 to:

ρcpu · ∇T = −∇ · q + μΦinc (13)

where the overscore indicates the time-mean value of the
variable.

If we subsequently assume that the total temperature
change is a linear combination of that due to viscous
dissipation and that resulting from the equilibrium described
using Eq. 4, then we can focus on the viscous dissipation
only.

Because of the large thermal resistance in the wall and
the relatively low conductivity of the gas, it is also assumed
that the heat generated through viscous dissipation results
predominantly in fluid temperature increase. This means
that we can ignore the heat flux term.

The equation still includes the product of the velocity
vector and the temperature gradient but there can only

be a non-zero time-mean velocity in the streamwise (x-
)direction. Consequently, the equation further reduces to:

ρcpu
∂T

∂x
= μΦinc (14)

which is still for a differential fluid element.
Now integrate the expression over the fluid cross-section

to obtain the temperature difference over a differential
length of the pipe:

∫
ρcpu

∂T

∂x
dA =

∫
μΦincdA (15)

which still includes quantities that cannot be compared to
those measured during the experiment.

So, we introduce the velocity-weighted bulk temperature
Tb to be able to express the radially varying temperature in
a single number:

Tb =
1

πR2

∫
uT dA

1
πR2

∫
udA

(16)

where the denominator is equal to the bulk velocity ub,
which varies hardly along the x-direction.

The term for viscous dissipation on the right hand side
of Eq. 15 also has to be related to measured quantities. In
essence, viscous dissipation is the conversion of mechanical
energy to heat through viscous heating. In steady-state pipe
flow, the loss in mechanical energy can directly be related
to the pumping power as follows:∫

μΦincdA =
∫

ρεdA =
∫

−u
dp

dx
dA (17)

where ρε is the dissipated power per unit volume.
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Fig. 14 Estimate of the
temperature increase due to
viscous dissipation over the
instrumented length versus the
temperature difference between
the exhaust gas and ambient for
two different test sequences of
sample 128-16-H-4

Equating Eqs. 17 and 15, introducing the bulk tem-
perature and performing the integration over the circular
cross-section of the sample interior (up to radius R) yields:

ρcpπR2ub

dTb

dx
= πR2ub

(
−dp

dx

)
(18)

which is still for a differential length dx. Using the discrete
difference over the measurement section rather than the
gradient yields:

ΔTb = Δp

ρcp
(19)

where Δp is static pressure drop. The outcome of Eq. 19
for sample 12-16-H-4 is shown in Fig. 14. The temperature
difference is a good measure for the engine load, note
however that not only the gas temperature increases with
increasing engine load, but so does the mass flow rate.

The observed temperature differences due to viscous
dissipation are negligible compared to the absolute gas
temperature, but at the higher engine loads the magnitude
is sufficient to require incorporation in Eq. 4 because the
measured temperature drop over the sample is of the order
of 10 ◦C. However, this estimated fluid temperature increase
due to viscous dissipation could be conservative since part
of the pumping power that is now assigned to heating the
fluid, in reality went into deforming the fabric and fibres in
the wall.
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