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A framework for simultaneous optimization of topology and filter
configurations through local density interpolation

Reinier Giele , Can Ayas and Matthijs Langelaar

Faculty of Mechanical Engineering, Delft University of Technology, Delft, The Netherlands

ABSTRACT
A framework is proposed for geometric filters in density-based topology
optimization. Most geometric filters feature density detection in a speci-
fied region of interest. In this method, this operation is decoupled from the
finite element mesh by using interpolated densities. This allows for the fil-
ter configuration (e.g. tool orientation or printing direction) to be optimized
simultaneously with the geometric layout. The framework is presented in a
genericmanner, and demonstrated on filters for: millingwith simultaneous
optimization of milling orientation; jetting with simultaneous optimization
of jetting positions; and printing with simultaneous optimization of print-
ing orientation. The performance of the framework is testedwith numerical
examples for compliance in 2D and 3D on a structured mesh, and in 2D
on an unstructured mesh. The framework can extend the design freedom
of existing filters, and can serve as a basis for the development of new
geometric filters.
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1. Introduction

Topology Optimization (TO) is a computational design method that enables superior designs. One
key aspect of its success is that only a few inputs are required to generate an optimized geometric
layout of a component. In order to make TO more widely applicable for industrially relevant prob-
lems, various design requirements have to be accounted for such as manufacturability. Methods have
been developed to ensure specific geometric conditions. Several methods ensure a manufacturable
design, for example for additive manufacturing (Gaynor and Guest 2016; Langelaar 2016), milling
(Høghøj and Träff 2022; Langelaar 2019; Mirzendehdel, Behandish, and Nelaturi 2020), mould-
ing (Gersborg and Andreasen 2011; Yoon and Ha 2021) and general manufacturability (Chen, Lu,
and Wei 2016). Moreover, methods have been developed to ensure a component’s surface access
during usage, for example cleanability (Giele, Ayas, and Langelaar 2024; Giele, van Keulen, and
Langelaar 2022).

Geometric constraints are usually imposed through a filter that converts an input density field
into, for instance, amanufacturable field. Filtering ensures full compliance with the desired geometric
requirement in every design iteration. Note that the availability of such a strict filter also allows for
reformulations using either hard or soft constraints, by quantifying the difference between the input
and filtered fields–see for example van de Ven, Ayas, et al. (2018). Hence, a filter provides both rigour
and versatility, and therefore in this article the focus is on various filter implementations within TO.
This is done in the context of density-based TO.
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Geometric filters often involve settings that are chosen a priori by the designer, e.g. the milling
tool orientation or printing direction. These predefined settings are referred to as filter configuration
settings. Conventionally in themajority of filtering schemes, these are defined and remain fixed. How-
ever, for design problems that allow some flexibility, fixing the filter configuration limits the design
freedom severely and unnecessarily. Allowing for the filter configuration to change as a part of the
optimization process is therefore desired.

One example of this idea is to co-optimize the milling direction in a milling process, when only a
single direction is allowed. Another example is seen in constraints for additive manufacturing, where
the printing orientation could be co-optimizedwith the design. Several case-specificmethods exist for
simultaneous optimization of the geometric filter direction/orientation during the topology optimiza-
tion. For example, for additive manufacturing, the influence of the printing orientation in the context
of overhang filters has been addressed by, for example, Langelaar (2018). Simultaneous structural
optimization and printing orientation has been addressed, for example, by Olsen and Kim (2020),
Wang and Qian (2020) and Wang (2022). Simultaneous topology and milling orientation optimiza-
tion formultiaxis machining has been presented by Gasick andQian (2021).While all these examples
have shown degrees of effectiveness, they are specific solutions for one geometric constraint case. A
generic approach thus far is missing.

A second shortcoming of many existing geometric filters is that the filter operation is mesh depen-
dent. The gathering of density information for existing filters is often performed with input from a
single element or information defined at element centroids on a discretized grid. This can causemesh
dependency, which is, for example, demonstrated in the work of Delissen et al. (2022). Also, it is
not always clear how geometric filters defined on a structured grid can be extended to unstructured
grids, widely used in industrial applications. Mesh independent overhang filtering is, for example,
proposed by Gaynor and Guest (2016), where an unstructuredmesh is mapped on points, and by van
de Ven, Ayas, et al. (2018), where a front propagation method is used to detect unprintable regions.
Again, these are case-specific solutions that do not carry over to new use cases in a straightforward
manner.

To address these challenges in this article, a general framework is presented that allows for co-
optimization of the filter configuration for a wide variety of geometric filters and arbitrary meshes.
Although different geometric filters serve different purposes, there are several important common-
alities. These commonalities allow different geometric filters to be approached similarly within a
general framework. Consequently, the proposed methodology in principle can be relevant for all
geometric filters used in TO. This eliminates the need for case-specific solutions and facilitates the
implementation of new filters.

In the presented framework, the filter configuration settings become additional design variables
termed filter configuration design variables. This is done by considering neighbouring elements during
the filtering process. In the filter definition, regions of interest are approximatedwith input and output
points, which are decoupled from the computational domain discretization. Through local filtering
operations, element quantities are linked to these decoupled points. As a result, a smooth variation
of regions of interest is possible. Consequently, the filter configuration design variables related to the
region of interest (e.g.milling tool orientation, jet source location, print orientation) can be changed
and optimized, with consistent sensitivities for these new design variables. This allows for simultane-
ous gradient-based optimization of the design and the filter configuration design variables, resulting
in an increase in design freedom.

In Section 2, the general framework is explained in detail. Throughout the article, the general
framework is demonstrated on three example filters: milling, jetting and printing, for which the spe-
cific implementation is given in Section 3. Numerical examples are shown in 2D and 3D in Section 4.
This is followed by a discussion and conclusions in Sections 5 and 6, respectively. An example for
how the sensitivities can be calculated is given in Appendix 1. A comparison with existing methods
is given in Appendix 2.
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Figure 1. Schematic illustration of three different geometric filters. The original design is light grey, impermissible regions are
marked in red/black. The three filters are detailed in Section 3. For all filters, the regions of interest (marked in orange/grey) are
dependent on the filter configuration settings (the milling orientations, the jet source locations and the printing orientation).

2. Framework

Recall that the proposed method is intended for density-based TO. The filter turns an input density
field x into a filtered output density field x̂, for which certain geometric requirements are satisfied.
For simplicity, the framework is presented considering a 2D structured finite element mesh; however,
extensions to an unstructured grid and to 3D follow naturally. Section 2.1 describes the commonal-
ities between seemingly different geometric filters. Next, the general concept and nomenclature are
explained in Section 2.2, and the general equations from x to x̂ are given in Section 2.3.

2.1. Commonalities between geometric filters

Although different geometric filters serve different purposes, there are several commonalities. In
order to help understand the commonalities, three specific filters are first illustrated schematically in
Figure 1. The details of each filter are described extensively in Section 3. It can be seen that, for each
specific filter, a region of interest is inspected to see if the design adheres to the geometric constraints,
or if there is any solid material in the impermissible region.

Now the commonalities of a geometric filter are shown more generally in Figure 2. First, since
the topology of the structure is unknown in advance, the desired geometric requirement should be
analysed in the entire domain. Therefore, the entire design domain is covered with a finite number of
checkpoints, where a certain geometric requirement should be met. Whether the geometric require-
ment is met at a checkpoint is determined through gathering density information within a region of
interest, the detection region, associated with the checkpoint of interest. This region can be at a single
element, a line, or an area connected to the checkpoint. The detection region may also have a specific
orientation, size and/or position, here referred to as the detection region configuration, which depends
on the specific filter configuration setting—for example themilling tool orientation formachinability,
the jet source location for jettability, or the printing orientation for additive manufacturability.

Secondly, by feeding the gathered density information to a filter function at every checkpoint, out-
put densities are calculated. The output density should be such that the geometric requirement is met
at the checkpoint. The filter function should also be differentiable to be suitable for gradient based
optimization, and for smooth convergence it is desirable to add as little nonlinearity as possible to the
optimization problem.

Thirdly, the output is created by projecting calculated output values at output points onto an output
field. Usually, output points are at the checkpoints, but other cases will also be shown where output
points do not coincide with the checkpoint.
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Figure 2. Schematic illustration of the general geometric filter concept, with three checkpoints highlighted. Density detection is
performed on the input density field, based on which an output field is created. The detection region configuration is based on the
filter configuration setting (shown with red/black arrow), e.g. the mill orientation, the jet location, or the printing orientation. On the
right, a filtered output design is shown.

Figure 3. Schematic illustration of a generic geometric filter, with three checkpoints highlighted. The density detection (left) is
performed at input points with (interpolated) input densities. The output field (right) is created at output points with the associated
output densities.

2.2. General concept and nomenclature

The first step is the application of the well-known convolution filterD with radius R, which turns the
density design variables x into x̃, where x̃ = D(x) (Bourdin 2001; Bruns and Tortorelli 2001). This
step is not explained further here, since it is widely used in density-based TO.

Next, in the proposedmethod the density detection is done with selected Input Points (IPs), which
form a discretized representation of the detection region, depicted in Figure 3 (left). Next, at each IP,
an input density, is computed from the x̃ field. In existing filters, single element density values are
sometimes used to represent the density state in the detection region but, to decouple the density
detection in the detection region from the finite element mesh here, it is proposed to use interpolated
densities at IPs. Subsequently, by performing the filter specific filter function on the input densities,
an output density is computed. At the Output Point (OP), this output density value is projected onto
a field such that a design is created which fulfils the filter requirements (depicted in Figure 3, right).

An overview of the steps and symbols used is given in Figure 4. The filter configuration design
variables are referred to as α. For the milling filter, the new design variable αm describes the milling
orientation; for the jetting filter, the new design variable αj describes the jet location; and for the
printing filter, the new design variable αp describes the printing orientation.

The coordinates of an IP are denoted by c(IP), where the location is computed with a filter specific
function c(IP) = H(α). The input density is denoted by χ(IP). Subsequently, by performing the filter



ENGINEERING OPTIMIZATION 5

Figure 4. Overview of the steps of the geometric filtering framework. The dependency of the output point on design variable α is
optional, depending on the specific filter. The operationsF , G andH are specific for each geometric filter.

specific filter function F on the input densities, an output density, χ(OP), is computed, i.e.χ(OP) =
F(χ(IP)). At the OP, this output density value is projected onto a field to obtain x̄. Finally, some post
filter functions of general form x̂ = G(x̄) can be applied to obtain the final output field x̂.

Finally, throughout the article, ��(IP) and ��(OP) are used as labels for symbols related to the filters,
and not as indices. Similarly, the labels ��(m), ��(j) and ��(p) are used to refer to milling, jetting and
printing, respectively. For the α design variable, this label is left out. Indexes are written in italic and
subscript, as is conventional. The comma in the subscript does not denote differentiation, but is used
for multiple indexes.

2.3. General input–output relations

The IPs are used for density detection in the detection region. The detection region is defined accord-
ing to the specific geometric filter requirements. For example formilling, this is the region between the
checkpoint and the location where the tool enters the domain. For jetting, this is the region between
the checkpoint and the jet source location. For printing, this is the region immediately below the
checkpoint according to the printing orientation, considering an overhang angle. The computation
for the detection region, thus the IPs, is explained in the filter specific sections.

The input density is the weighted average of the densities within a circular interpolation domain
of radius R(IP). The input density is calculated with a convolution filter centred at the IP using the
smoothened density values of the underlying mesh, as visualized in Figure 5. The weights of the
element densities depend on the distance between the element centre and the IP. This allows for
smooth changes in the detection region configuration and hence calculation of the sensitivities.

w(IP)
e (c(IP)) = max(0,R(IP) − ‖ce − c(IP)‖), (1)

wherew(IP)
e is the linear weight function between the IP and element e. c(IP) and ce are the coordinates

of the IP and the centroid of element e, respectively. Next, the weights w(IP)
e are normalized such that

their values range between zero and one, and all weights related to e sum to one:

w̌(IP)
e (c(IP)) = w(IP)

e∑Nel
j=1 w

(IP)
j

, (2)

where Nel is the total number of elements in the domain. It remains to calculate χ(IP) from the
smoothed density field x̃ using the normalized weights w̌(IP)

e :

χ(IP)
(
x̃, c(IP)

)
=

Nel∑
e=1

x̃ew̌(IP)
e . (3)

Finally, it is important to emphasize that χ(IP) depends not only on the density design variables, but
also on the IP location c(IP), and thus on the new filter configuration design variable α, such that the
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Figure 5. An Input Point (IP) is the location where the input density is calculated. It is computed as the weighted average of
smoothed densities x̃e from the elements with centres in the interpolation domain.

Figure 6. The flow diagram illustrating calculation of input density χ(IP) from a density field x̃ and the filter configuration design
variable α. The numbers in parentheses represent the equations used for each step. By following the steps in reverse order,
calculating derivatives, and through the chain rule, the sensitivities are calculated.

sensitivities with respect to the detection region configuration can be calculated. Figure 6 illustrates
how the sensitivities of the input density with respect to x̃ and α can be calculated. The steps from left
to right correspond to Equations (1)–(3). Following the steps in reverse order, taking the derivatives,
and using the chain rule leads to the sensitivities for the x̃ and α design variables.

Once the input densities have been calculated, it remains to perform the filter function, based
on the specific filter characteristics, yielding the output value χ(OP). This operation should ensure
that the filter requirements are met on the checkpoint. This very much depends on the specific filter
and is therefore discussed further in the following filter specific sections (Sections 3.1–3.3). The filter
operation should also be smooth so that the sensitivities can be calculated consistently.

Lastly, the output field x̄ is created, which is often a density field. First, at each OP, an output value
χ(OP) is projected onto one or more elements in its close proximity onto the field x̌. Often, the OP
coincides with the checkpoint; however, examples with different locationswill be shown in this article.
The projection is also carried out with a convolution filter, for which the weights on elements e are
first calculated:

w(OP)
e (c(OP)) = max

(
0,R(OP) − ‖c(OP) − ce‖

)
, (4)

where R(OP) is the output convolution filter radius, and c(OP) and ce are the coordinates of the OP and
the centroid of element e, respectively. Again, the weights are normalized:

w̌(OP)
e (c(OP)) = w(OP)

e∑Nel
j=1 w

(OP)
j

. (5)
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Figure 7. The flow from the output density (and potentially the filter configuration design variable α), to the output field. The
numbers in parentheses represent the equations used for each step. By following the steps in reverse order, and through the chain
rule, the sensitivities follow naturally.

The output density value is projected onto field x̌ as follows:

x̌e = χ(OP)w̌(OP)
e . (6)

To account for elements getting multiple contributions from multiple OPs, the final output value for
element e is obtained by dividing by the sum of the contributions:

x̄e(x̃) =
∑ne

i=1 x̌e,i∑ne
i=1 w̌

(OP)
e,i

, (7)

where ne is the number of contributions on element e, and x̌(OP)
e,i and w̌(OP)

e,i are the value andweight of
the individual contributions of different input points i. Finally, it should be mentioned that, in many
cases, R(OP) is small so that the output value is projected to a single element only. The dependency of
the output field x̄ on the output density (and potentially α) is illustrated in Figure 7.

3. Examples of geometric filters

In this section, the framework is applied to milling, jetting and printing filters, respectively. The basic
concepts of these filters and the ways filter configuration design variables can enhance design free-
dom are illustrated in Figure 8. Inmilling, the component’s surface should be reachable by themilling
tool, with orientations that can be optimized as well. For jetting, the component’s surface should be
reachable by the jetted fluid, originating from jet source locations that are to be optimized. Thirdly,
for printing, material can only be built upon previously deposited material (or the baseplate) consid-
ering a critical overhang angle and according to a printing orientation, which can also be optimized
simultaneously. The three filters and their implementation in the proposed framework are introduced
below.

3.1. Milling with tool orientation optimization

In this section, the first example is given of how the general framework can be applied to amilling filter
with an adjustable tool orientation, inspired by Langelaar (2019), but now with simultaneous opti-
mization ofmilling tool orientation. Themilling filter ensures that a component can bemanufactured
with 2.5Dmilling, such that tools should have access to the entire component surface. Thus undercuts
or internal holes are not admissible. Consequently, tool path access is considered while neglecting the
tool size for simplicity. In density-based TO, this means that regions further downstream of the tool
path should not have a lower density than regions encountered upstream. The tool access orientations
are traditionally defined a priori and remain constant throughout the optimization. However, in this
new filtering framework, the milling orientation is the filter configuration design variable designated
as αm. In the explanation in the first part of this section, only one milling orientation is considered.
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Figure 8. The influence of the filter configuration design variables on the design freedom for three example filters. The original
design is light grey, forbidden regions aremarked in red/black. The three filters are discussed in Section 3. Top: designs with random
filter configuration settings. Bottom: design with more favourable filter configuration settings.

Figure 9. Schematic illustration of a milling access filter. The checkpoints are located in all elements.

According to the general framework, the checkpoints should be located at all element centres
within the domain. The detection region for each checkpoint becomes the region around a straight
line upstream in the milling orientation. This is shown in Figure 9.

However, for computational gains, it is possible to reduce the number of checkpoints, since
many detection regions overlap. More specifically, the checkpoints furthest downstream can share
density information with checkpoints in their detection region. Therefore, in this implementation,
checkpoints are only located at the element centres of the downstream boundaries. As illustrated in
Figure 10, detection region lines are drawn towards these checkpoints, representing the detection
region. Along each line, IPs are separated with length l(IP;m), which is chosen as the element size in
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Figure 10. Schematic illustration of a milling access filter. For clarity, only one IP is highlighted. The checkpoints are at the down-
stream boundary elements. Milling orientation αm determines the detection line orientation, and �(IP) is marked by the dashed
square.

x-direction l(x). The coordinates of the IPs can be calculated as follows:

c(IP)
k,i = H(m) (α) = ck − ir

with r = l(IP;m)

(
cos(αm)
sin(αm)

)

for i = n1, . . . , n2,∈ Z,

(8)

where: ck are the centre coordinates of the boundary element k; n1 and n2 are, respectively, the lowest
and highest integer values of i resulting in an IP within the domain plus some spacing to account for
R(IP), such that c(IP)

k,i ∈ �(IP).
A linear operation that ensures elements further downstream do not have a lower density than

elements upstream is the cumulative sum:

χ
(OP)
k,i = F (m)

(
χ(IP)

)

=
{

χ
(IP)
k,i for i = n1,

χ
(OP)
k,i−1 + χ

(IP)
k,i for n1 < i ≤ n2,

(9)

in which i is an integer index that runs along the IPs of a detection region line, and χ
(IP)
i and χ

(OP)
i

are the input density and output density, respectively.
The OPs for the milling filter concide with IPs, and the values obtained from Equation (9) are

projected from the OPs to the element centroids within R(OP).
The full milling filter procedure is summarized by the flowchart presented in Figure 11, visualizing

how the output field x̄ is related to the input field x̃ and the filter configuration design variable αm.
Observe that in Figure 11 a change in α smoothly influences the IP location. The IP location in turn
influences χ(IP), which influences the summation value χ(OP) and ultimately the output field. Thus,
sensitivities of the output field with respect to α can be calculated.

When multiple milling orientations are used in the manufacturing of the design, milling access
from any considered milling orientation is sufficient for manufacturability. The combination of all
milling access fields, for each orientation denoted here by mx̄, yields x̄(min). This can be achieved in
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Figure 11. Schematic representation of how the output field x̂ is calculated, for the milling filter for one milling orientation. The
numbers in parentheses represent the equations used for each step. By following the steps in reverse order, and through the chain
rule, the sensitivities follow naturally.

a differentiable manner by applying the P-norm smooth minimum operator over the access fields of
the different milling orientations:

x̄(min)
e = G(m)

1 (x̄) =
⎛
⎝N(m)∑

m=1
(mx̄e)P1

⎞
⎠

1/P1

. (10)

Here,P1 < 0 is the aggregation parameter, andN(m) is the number ofmilling orientations considered.
Note that the access field can have values higher than one, in fact in the order of the maximum

number of elements in all directions. This has to be converted back to a density field with values
ranging between zero and one. A P-norm smooth minimum function is used, involving the total
access field and the maximum density value of one as

x̄(out)
e = G(m)

2

(
x̄(min)

)
=

(
1 +

(
x̄(min)
e

)P2)1/P2
. (11)

Again, P2 < 0 is the aggregation parameter.

3.2. Jettingwith jet position optimization

This section presents a second example of application of the proposed framework, for the formulation
of a jetting filter. A jetting filter ensures that the entire component’s surface can be cleaned with fluid
jets, as considered by Giele, Ayas, and Langelaar (2024), but now with simultaneous optimization of
the jet source locations. From the jet source locations, the fluid is sprayed following straight lines in
any direction, and should have access to the entire component’s surface. In this article, for simplicity it
is assumed that the jet source is a point, and a direct access from the source to the surface irrespective
of the incoming jet anglewill suffice (i.e.no secondary spray is considered).Note that this is equivalent
to a visibility filter—see, for example, Chen, Lu, andWei (2016). In density-basedTO, this implies that,
along each jetting line, regions further downstream are not permitted to have a lower density than
those encountered upstream. Jet source locations have traditionally been defined a priori (Giele, Ayas,
and Langelaar 2024). In this work, filter configuration design variables α

(x)
j and α

(y)
j are introduced

that represent the x− and y−coordinates of the jet source positions. Since the jetting filter has various
similarities to the milling filter, for most of the filtering steps the reader is referred to Section 3.1, and
only differences are described here. Similar to the milling section, in this section only one jet source
is considered, and internal holes are not allowed.

In jetting, the detection regions are between the jet source location and each checkpoint, as visual-
ized in Figure 12. Just as inmilling, for computational reasons, only jet lines towards the (downstream)
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Figure 12. Jetting filter checkpoints and detection regions. For clarity, lines are only drawn on one domain boundary, and only
one IP is highlighted. The checkpoints are at the downstream boundary elements. Jetting location αj determines the detection line
orientation, and�(IP) is marked by the dashed square.

boundary element centres are used. The coordinates of each IP can be calculated as follows:

c(IP)
k,i = H(j) (α) = αj + ir

with r = l(IP; j)
(
cos(βk)
sin(βk)

)

for i = n1, . . . , n2,∈ Z.

(12)

Again, l(IP; j) is set to be the element size in the x−direction. β is the angle between the jet source
location and the boundary element centre it is aiming at:

βk = cos−1

⎛
⎝ c(x)k − α

(x)
j

c(y)k − α
(y)
j

⎞
⎠ . (13)

Again, ck are the centre coordinates of the boundary element k; n1 and n2 are, respectively, the lowest
and highest non-negative integer values of i resulting in an IP within the domain plus some spacing
to account for R(IP), such that c(IP)

k,i ∈ �(IP). The rest of the jetting filter steps are identical to those of
the milling filter.

3.3. Printingwith print direction optimization

In this section, a third example is given, to illustrate how the proposed method can be applied as a
printing filter, inspired by Langelaar (2016), but now with simultaneous optimization of the printing
direction. A printing filter ensures that a component can be manufactured with additive manufac-
turing. This requires the design to be self-supporting or, in other words, each new layer of material
deposited is supported by previously deposited material, within the material and process dependent
permissible overhang angles. In density-based TO, this can be ensured by a rule that a region further
in the printing direction cannot have a density higher than that below. The 3D printing orientation
and baseplate configuration in TO are traditionally defined a priori. In the first part of this section, the
fixed printing orientation assumption will be relaxed. An additional relaxation of the baseplate con-
figuration (orientation and height) is only considered in the second part of this section. The new filter



12 R. GIELE ET AL.

configuration design variable is angle αp, which represents the angle between the printing orienta-
tion and the y-axis. For clarity and simplicity, the focus is on the 2D setting, where a single orientation
variable suffices.

The checkpoints are located at the centres of all elements in the design domain. The detection
region for each checkpoint kwith coordinates ck is the region opposite to the print orientation forming
an arc of twice the overhang angle θ with a radius l(IP; p). In this region, three IPs are located (nine in
a 3D implementation), as shown in Figure 13, with a distance of l(IP; p) = 1.5l(x) from the checkpoint.
The IPs are defined as

c(IP)
k,i = H(p) (α) = ck + ri

with ri = l(IP; p)
(
cos(αp + γi)
sin(αp + γi)

)

for γ = [−θ , 0, θ].

(14)

For clarity, the filter operation is written in two directly related parts, F (p)
1 and F (p)

2 . The first oper-
ation function that ensures printability is a smooth maximum operation between the three input
densities:

χ
(max)
k = F (p)

1

(
χ(IP)

)
=

⎛
⎝N(p)∑

i=1
(χ

(IP)
k,i )P3

⎞
⎠

1/Q

, (15)

where, following Langelaar (2016), P3 > 0 is the aggregation parameter, and Q = P3 + (log(N(p))/
log(0.5)), whereN(p) is the number of IPs used. The second operation is a smoothminimumbetween
the χ

(max)
k value and the density value of the checkpoint element. This value, χ(k), can also be inter-

preted as another input density with small radius, such that χ(k) = x̃e, where element e is the element
at checkpoint k, such that c(IP) = ck. The minimum value is calculated as follows:

χ
(min)
k = F (p)

2

(
χ(k),χ(max)

)

= 1
2

·
((

χ(k) + χ
(max)
k

)
−

√(
χ(k) − χ

(max)
k

)2 + ε + √
ε

)
, (16)

where ε is a parameter that controls the smoothness of theminimum function, and where, for ε → 0,
an exact non-smooth minimum operator is obtained. When no baseplate is considered, the output
density value is theminimumvalue, such thatχ(OP)

k = χ
(min)
k . TheOP coincides with the checkpoint,

and the output field is x̄(out) obtained with a small R(OP) < l(x) such that χ(OP) is projected to only
one element.

In contrast to the previous filter examples, for the printing filter the operation function should be
executed in a certain order. In previously proposedmesh-bound printing filters (e.g. Langelaar 2016),
this results in a layer-by-layer operation. In the present filter with variable orientation, however, the
order starts from the lowest unprocessed checkpoint in the printing orientation. The input density
value χ(IP) (from Equation 3) is thus calculated using the output values x̄(out). The authors note that
these input values have always previously been calculated in a lower layer. Effectively, this sequential
compoundoperation results in a filter functionF that could complexly bewrittenwith only x̃ as input.
The full procedure is summarized in Figure 14. Note in Figure 14 how a change in α influences the
IP locations smoothly. This influences χ(IP), which influences the maximum, χ(max), and minimum,
χ(min), values. Ultimately the output field is influenced. Thus, sensitivities of the output field with
respect to α can be calculated.

Also, note that, for this example filter, for simplicity the effect of changes in processing order due
to changes in filter orientation variable is not accounted for in the sensitivity analysis. Neglecting this
would probably not have a significant influence.
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Figure 13. Schematic illustration of the printing filter, checkpoints and detection regions. For clarity, only a few checkpoints are
drawn, and only one IP is highlighted. The distance between the checkpoint and the IP is 1.5l(x) and is marked by the orange/grey
lines.

Figure 14. Schematic representation of the flow from the design variables to the output field, for the printing filter procedure
without the baseplate consideration. The numbers in parentheses represent the equations used for each step. By following the
steps backwards, and through the chain rule, the sensitivities follow naturally.

The second part of this section focuses on optimizing the baseplate height. Printing begins on
the baseplate, meaning that only regions above the baseplate can be printed, whereas regions in the
design domain below the baseplate cannot be printed.While this can be achieved in various ways, for
the purpose of illustrating the versatility of the framework, a similar approach will be used here with
output points. This differs from the previous examples in the sense that the density input gathering
step is not required, and the framework is used to project a solid region into the domain. The baseplate
height is defined by filter configuration design variable αb. Recall that the orientation of the baseplate
is linked to the print orientation αp.

First, a field is created with the same discretization as the density field, x(BP), with values of zero
above the baseplate and values of one below the baseplate, including a smooth transition region
around the baseplate with radius R(OP; BP). The transition region is required for gradient-based TO.
In line with the framework, this field is created with OPs, whose location is based on αp and αb.
One line of OPs, R(OP; BP)/2 above the baseplate, project a value of χ(OP) = 0, while another line
of OPs, R(OP; BP)/2 below the baseplate, project a value of χ(OP) = 1, as shown in Figure 15. In this
article, a radius R(OP; BP) = 3l(x) is used, and the distance between neighbouring OPs on each line
is 0.5l(x).
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Figure 15. Printing baseplate field creation with OPs. For clarity of the figure, only one projection domain and R(OP; BP) is
highlighted. The top row of OPs projects a value of χ(OP) = 0, the bottom row of OPs projects a value of χ(OP) = 1.

Figure 16. Schematic representation of the flow from the design variables to the output field, for the printing filter procedure
including the baseplate consideration. The numbers in parentheses represent the equations used for each step. By following the
steps backwards, and through the chain rule, the sensitivities follow naturally.

Elements in the baseplate field below the baseplate without OP contributions are given a value of
x(BP)
e = 1, which still leads to consistent sensitivities since only the transition region has an influence
on the sensitivities of αb and αp.

The baseplate field x(BP) can be used to create a printable output field only above the baseplate,
such that for checkpoint k the output density is calculated:

χ
(OP)
k = F (p)

3

(
χ

(min)
k , x(BP)

k

)
= χ

(min)
k (1 − x(BP)

k ). (17)

Also, it should be simulated that it is possible to print on the baseplate. This is done by adding x̃e and
x(BP)
e in the detection region in Equation (3), such that this becomes

χ(IP)
(
x̃, c(IP), x(BP)

)
=

∑
(x̃e + x(BP)

e )w̌(IP)
e . (18)

The procedure with baseplate consideration is shown in Figure 16.
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4. Numerical examples

In this section, the numerical examples are presented and results are shown. Section 4.1 presents the
problem formulation, including two extra steps to improve convergence and stability of the optimiza-
tion, and the parameters used. Two-dimensional mechanical optimization problems on structured
and unstructured meshes are presented in Section 4.2 and 4.3, respectively. Two 3D examples are
presented in Section 4.4.

4.1. Problem formulation

For the numerical examples a mechanical optimization problem is considered with minimum com-
pliance objective and a volume constraint. The density design variables are the input design field x,
which turn into the smoothed design x̃, and the final geometric filtered design field is denoted by x̂.

The optimization problem is thus as follows:

minimize
x

: C(x̂) = uTK(x̂)u

subjectto : K(x̂)u − f = 0

V(x̂)
V∗ − 1 ≤ 0

0 ≤ xe ≤ 1 for e = 1, . . . ,Nel.

(19)

Here,K,u and f denote the finite element system stiffnessmatrix, displacement vector andmechanical
load vector, respectively. C is the compliance, the current design volume is V, the maximum allowed
volume is V∗, and the number of elements in the domain is Nel.

In milling and jetting filters, the smoothed input design is turned into the filtered design by
adding material downstream. Printing filters turn some input solid regions into void upon filtering,
to remove unprintable features from the design. For the former, as explained by Giele, Ayas, and Lan-
gelaar (2024), numerical stability can be improved when volume evaluations are performed on the
filtered design x̂, while the unfiltered smoothed design x̃ is used for the finite element analysis.

Thus, for the milling and jetting filter, the optimization problem is modified as follows:

minimize
x

: C(x̃) = uTK(x̃)u

subjectto : K(x̃)u − f = 0

V(x̂)
V∗ − 1 ≤ 0

0 ≤ xe ≤ 1 for e = 1, . . . ,Nel.

(20)

The proposed geometrical filters described in Section 2 sometimes put significant restrictions on the
design, causing undesirable convergence behaviour. In this approach, the convergence is improved by
gradually activating the geometric filters, similarly to the approach of van de Ven, Maas, et al. (2018).
This is done by mixing the smoothed input design x̃ and the geometric filtered design x̄(out) with a
general post filter function G(g):

x̂e = G(x̃, x̄(out)) = (1 − η)x̃e + ηx̄(out)
e , (21)

where η ∈ [0, 1] is the scaling parameter. In this article, η is linearly increased from zero to one in the
first 25 optimization iterations.

For the Young’s modulus mapping in each element e in Equations (19) and (20), the modified
Solid IsotropicMaterial with Penalisation (SIMP) interpolation scheme proposed by Sigmund (2007)
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Table 1. Summary of the parameter values used in the numerical examples.

All Milling Jetting Printing

Parameter 2D 3D 2D 3D 2D 3D 2D 3D

Filter radius, R 1.5 l(x)

SIMP exponent, p 3.0
Emin 10−9

Emax 1
Poisson’s ratio, ν 0.3
Number of iterations 250
IP distance, l(IP) 1.0 l(x) 1.0 l(x) 1.0 l(x) 1.0 l(x) 1.5 l(x) 1.9 l(x)

IP radius, R(IP) 1.5 l(x) 1.75 l(x) 1.5 l(x) 1.75 l(x) 1.1 l(x) 1.25 l(x)

OP radius, R(OP) 1.5 l(x) 1.75 l(x) 1.5 l(x) 1.75 l(x) 0.5 l(x) 0.5 l(x)

OP radius, R(OP;BP) 4.5 l(x) 4.5 l(x)

P1 −2 −2
P2 −4 −4
P3 20
ε 10−4

Overhang, θ 45◦
MMAmove limits, α 0.2 rad 0.2 0.1 for αp : 0.2 rad

for αb : 0.03

is used, i.e.

E(x̂e) = Emin + x̂pe (Emax − Emin), (22)

with penalization exponent p = 3.0, minimum and maximum Young’s moduli Emin = 10−9 and
Emax = 1. For the finite element analysis, 4-node quadrilateral elements with bilinear shape functions
are used for the 2D structured mesh, 3-node triangular elements with linear shape functions are used
for the 2D unstructured mesh, and 8-node hexahedral elements with trilinear shape functions are
used in 3D.

The 2D problem is implemented as an extension to the 88 line MATLAB� code by Andreassen
et al. (2011), supplemented with the Method of Moving Asymptotes (MMA) optimizer by Svan-
berg (1987)with standardMMAparameter values. The 3Dproblem is implemented as an extension to
the Portable and Extendable Toolkit for Scientific Computing (PETSc) code of Aage, Andreassen, and
Lazarov (2015). The optimization is terminated after 250 iterations, by which number a desired level
of convergence is always reached. The density filter radius is 1.5 element lengths, 1.5 l(x). An overview
of the parameter values is given in Table 1. Using more IPs would lead to a better discretized approx-
imation of the detection region, but would also increase computational costs. Bigger radii would
lead to smoother optimization, but also include more information from outside the detection region.
Consequently, these values are fixed, and their influence is not studied in this work.

For the new filter configuration design variables, it is important to mention the scaling (see also
Figure 17) and MMA values used. In this implementation, αm = 0 implies vertical milling in the
direction of the positive y-axis, and αm = π/2 implies horizontal milling in the direction of the pos-
itive x-axis. In this jetting filter implementation, the position variables α

(x)
j and α

(y)
j are normalized

with the domain dimensions to range between zero and one. In this implementation, αp = 0 implies
a vertical printing direction (in the positive y-direction), and αp = π/2 implies a horizontal print-
ing direction (in the positive x-direction). In addition, for the base plate position, αb is defined with
respect to the domain centre, with αb = 0 impling the bottom of the domain, and αb = 1 the top.
The filter configuration variables can have high sensitivities compared to the density variables, hence
move limits are applied. The move limit used for the milling angle αm is 0.2 rad (or approximately
11◦), for the jetting location αj it is 0.2, for the printing orientation αp it is 0.2 rad (or approximately
11◦), and for the printing baseplate height αb it is 0.03.
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Figure 17. A schematic illustration of the scaled filter configuration design variables.

Figure 18. The 2D cantilever beam compliance problem. In (a), the load and boundary conditions are shown. The point load is
applied 5% from the right edge, and 40% from the bottom. The fully clamped region is located 10% from the left edge, 40% from
the bottom, and has awidth of 2% and a height of 30%. In (b), the optimization result without geometry filters is shown. (a) Problem
definition and (b) Reference design; C := Cref .

4.2. 2D structuredmesh

The first numerical example considers a 2D cantilever beam problem. This is a problem with well-
known optimization behaviour. The boundary conditions and loading can be seen in Figure 18(a). A
volume constraint ofV∗ = 0.25 is used, and the design domain is discretized by 100 × 100 elements.
For comparison, the result of the standard optimization without the geometric filters is shown in
Figure 18(b).

Next, the tests are done including the geometric filters. Two milling directions, three jet positions,
or one printing orientation are considered. The initial filter configuration design variable values are
given in Table 2, and given in the related figures. First, the example filters are applied without opti-
mization of the filter configuration design variables. The resulting designs are shown in Figure 19.
As can be seen, the designs obey the geometric constraints. Since the designs are highly restricted by
the filters with fixed filter configuration design variables, the objective values are increased consider-
ably, respectively by factors 1.420, 1.467 and 1.225 compared to the reference design in Figure 18. A
comparison with existing methods that do not allow for optimization of filter configuration design
variables is done in Appendix 2.

Next, the example filters are applied including optimization of the filter configuration design vari-
ables. The initial values for the filter configuration design variables are set to be their fixed values from
the previous numerical example. The optimized designs can be seen in Figure 20, and the resulting
filter configuration design variable values are reported in Table 2. As can be seen, the filter configu-
ration design variable values have changed favourably. The relative objective values have improved
with respect to the fixed filter variable example, specifically 1.381, 1.318 and 1.074 compared to the
reference design. In themilling case, onemilling orientation now has adjusted access to the left side of
the component. It probably could lead to a better performance if the milling orientation would have
rotated further, but apparently a local optimum was reached. In the jetting case, one jet moved to the
left of the structure, allowing for a hole here and thus allocating the material more efficiently. In the
printing case, allowing changes in printing orientation and baseplate height allowed a significantly
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Figure 19. Results of the 2D cantilever beam compliance problem with fixed filter configuration design variables, obtained with
(a) milling filter, (b) jetting filter, and (c) printing filter, with Cref taken from Figure 18(b). (a) Milling filter; C = 1.420Cref . (b) Jetting
filter; C = 1.467Cref and (c) Printing filter; C = 1.225Cref .

Figure 20. Results of the 2D cantilever beam compliance problem with optimized filter configuration design variables, obtained
with (a) milling filter, (b) jetting filter, and (c) printing filter, with Cref taken from Figure 18(b). (a) Milling; C = 1.381Cref . (b) Jetting;
C = 1.318Cref and (c) Printing; C = 1.074Cref .

Table 2. Summary of filter configuration design variable values for 2D tests.

Filter Variable Fixed Optimized Unstructured

Milling α1 [ 0.09 ;−1.00 ] [ 0.87 ;−0.50 ] [−0.07 ;−1.00 ]
α2 [−0.09 ; 1.00 ] [−0.10 ; 0.99 ] [ 0.49 ; 0.87 ]

Jetting α1 [ 0.00 ; 1.00 ] [ 0.01 ; 0.40 ] [ 0.02 ; 0.38 ]
α2 [ 1.00 ; 1.00 ] [ 0.93 ; 0.99 ] [ 0.98 ; 0.98 ]
α3 [ 1.00 ; 0.00 ] [ 0.86 ; 0.00 ] [ 0.62 ; 0.00 ]

Printing αp [ 0.00 ; 1.00 ] [ 0.24 ; 0.97 ] [ 0.31 ; 0.95 ]
αb [ 0.05 ] [ 0.11 ] [ 0.10 ]

Notes: For clarity, the orientation design variables formilling and printing (αm andαp) are described in vector notation, even though
these are optimized as angles. The jetting design variables (αj) are described in coordinates.

improved objective value. However, the nature of this filter, e.g. with elements close to the baseplate
having a vast influence on the design, makes the optimization prone to local optima.

4.3. 2D unstructuredmesh

Recall that an additional advantage of the proposed method is that it decouples the geometric filters
from the mesh. Therefore, the method can readily be applied to optimization with an unstructured
mesh.
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Figure 21. The results of the 2D cantilever beam compliance problem with optimized filter configuration design variables on an
unstructuredmesh, obtainedwith (a) no geometric filter, (b)milling filter, (c) jetting filter, and (d) printing filter. (a) Reference design,
and close-up of the mesh; C := C�

ref . (b) Milling. C = 1.507C�
ref . (c) Jetting; C = 1.393C�

ref and (d) Printing; C = 1.134C�
ref .

For the presented geometric filters, the most important difference between an unstructured and a
structured mesh is that the element size is not constant. In this application, this is taken into account
by assigning a weight to every element, w(area)

e , which is calculated with the element size normalized
with respect to the average element size. This weight is subsequently included in Equation (1) as
follows (and similarly in Equation 4):

w(IP)
e = max(0,R(IP) − ‖ce − c(IP)‖)w(area)

e . (23)

A mesh with triangular elements is created, with approximately 13,000 elements. The results for the
method on anunstructuredmesh are shown in Figure 21, and the improved filter configuration design
variables are reported in Table 2. As can be seen, the results are similar to those reported in Figure 20,
in geometric layout, optimized filter configuration design variable values, and objective values. This
demonstrates versatility of the proposed method being suitable for an unstructured mesh. The grey
elements in the printing case might be caused by the choice for the smooth maximum andminimum
operations, but these regions might require further research.

4.4. 3D numerical examples

Next, themethod is applied to two 3D problems discretized with a structuredmesh. The first problem
is a 3D cantilever beam problem with predictable optimization behaviour. The boundary conditions
and applied loading can be seen in Figure 22(a). A volume constraint of V∗ = 0.10 is used, and a
discretization of 144 × 192 × 96 elements is considered. For comparison, the result of the standard
optimization without geometric filters is shown in Figure 22(b).

Again, the example filters are first applied with fixed filter configuration design variables. Two
milling directions, four jet sources, and one printing orientation are considered. The initial values are
shown on the left in Table 3, and in Figure 22.
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Figure 22. The 3D cantilever beam compliance problem definition and optimization results, with the geometric filters with both
fixed and optimized filter configuration design variables, projectedwith a 0.5 density threshold value. (a) Load and boundary condi-
tions. The problemhas dimensions Lx = 1.5, Ly = 2 and Lz = 1. The load is applied in x-direction at x ∈ [0.73, 0.77], y ∈ [0.19, 0.21]
and z ∈ [0.39, 0.41]. The fully clamped part is located at x ∈ [0.375, 1.125], y ∈ [1, 80, 1.90] and z ∈ [0.2, 0.6]. (b) Reference design
without geometry filter; C := Cref . (c) Result with milling filter, with fixed α; C = 1.686Cref . (d) Result with jetting filter, with fixed α;
C = 1.385Cref . (e) Resultwithprintingfilter,with fixedα;C = 1.258Cref . (f ) Resultwithmillingfilter,with optimizedα;C = 1.146Cref .
(g) Result with jetting filter, with optimized α; C = 1.171Cref and (h) Result with printing filter, with optimized α; C = 1.272Cref .

Table 3. Summary of filter configuration design variable values for tests.

Beam problem Bridge problem

Filter Variable Fixed Optimized Fixed Optimized

Milling α1 [ 0 ; 0.87 ; 0.5 ] [ 0.33 ; 0.20 ; 0.92 ] [ 1; 0 ; 0 ] [ 0.84 ; 0.00 ;−0.55 ]
α2 [ 0 ;−0.87 ; 0.5 ] [−1.66 ;−0.20 ;−0.97 ] [−1 ; 0 ; 0 ] [−0.91 ; 0.40 ;−0.08 ]

Jetting α1 [ 0.075 ; 0.10 ; 0.05 ] [ 1.88 ; 1.01 ; 0.00 ] [ 1.40 ;−0.30 ; 0.53 ] [ 1.50 ; 0.42 ; 0.42 ]
α2 [ 0.075 ; 0.90 ; 0.05 ] [ 2.25 ; 1.71 ; 1.50 ] [ 1.40 ; 1.30 ; 0.53 ] [ 0.97 ; 2.42 ; 1.56 ]
α3 [ 0.925 ; 0.10 ; 0.05 ] [ 0.00 ; 2.49 ; 1.50 ] [−0.40 ; 3.30 ; 0.53] [ 0.24 ; 2.10 ; 1.56 ]
α4 [ 0.925 ; 0.90 ; 0.05 ] [ 0.28 ; 0.00 ; 0.00 ] [−0.40 ;−0.30 ; 0.53 ] [−0.50 ; 0.43 ; 0.42 ]

Printing αp [ 0 ; 0 ; 1 ] [−0.01 ;−0.14 ; 0.99 ] [ 0 ; 0 ; 1 ] [ 0 ; 0 ; 1]
αb [ 0.05 ] [ 0.13 ] [ 0.02 ] [ 0.03 ]

Notes: Again, for clarity, the orientation design variables for milling and printing (αm and αp) are described in vector notation, even
though these are optimized as angles. The jetting design variables (αj) are described in coordinates.
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The resulting designs can be seen in Figures 22(c)–22(e). As expected, the design freedom is
severely restricted by the filters when using fixed filter configuration design variables. The relative
objective values increased, by factors 1.686, 1.385 and 1.258, respectively. It would take numerous
attempts for a designer to find the best filter configurations for these cases manually.

Next, the example filters are applied with optimization of the filter configuration design variables.
The initial values for the filter configuration design variables are the respective fixed values depicted
in Figures 22(c)–22(e). The results can be seen in Figures 22(f)–22(h). It is observed that the filter
configuration design variables have changed significantly, and the resulting layouts aremore similar to
the unrestricted design shown in Figure 22(b). For themilling and jetting filters, the relative objective
values have improved significantly by allowing the filter configuration design variables to change, to
1.146 and 1.171, respectively. For the printing filter, just as for the 2D examples, the baseplate has a sig-
nificant impact on the entire design, and the new relative objective value is 1.272, slightly higher than
the fixed filter configuration counterpart. For orientation optimization in combinationwith overhang
constraints/filters, it is known that this problem can be very non-convex and multimodal in the ori-
entation variables—see, for example, Langelaar (2018) and Olsen and Kim (2020). Small changes in
baseplate orientation and height, just like small changes in material close to the baseplate, can have a
big impact on the remaining design.

The second 3D problem is the bridge problem, for which the loading and boundary conditions are
shown in Figure 23(a). To ensure that the geometric filters are effective near the top of the domain, a
local low volume constraint is applied to a thin region, as previously done by Giele, van Keulen, and
Langelaar (2022). A volume constraint ofV∗ = 0.25 of the unconstrained design domain is used, and
a discretization of 64 × 192 × 72 elements. For comparison, the result of the standard optimization
without geometric filters is shown in Figure 23(b).

Two milling directions, four jet sources and one printing orientation are considered, and the jet
sources are allowed outside the design domain. Again, first the example filters are applied with fixed
filter configuration design variables. The initial values for the filter configuration design variables
are shown in Table 3, and in Figure 23. The optimized designs are shown in Figures 23(c)–23(e).
The initial filter variables are chosen such that, even when they are fixed, they are not too restrictive.
However the objective values are still increased, by factors 1.190, 1.522 and 1.316, respectively. In
Figures 23(f)–23(h), the results can be seen for the three example filters with optimization of the
filter configuration design variables. The initial values for the filter configuration design variables are
the respective fixed values depicted in Figures 23(c)–23(e). The relative objective values have changed
to 1.311, 1.307 and 1.363, respectively.

In these 3D tests, the importance of the initial filter settings is noticeable. For both the milling and
printing filters, the compliance is increased for the result with the optimized α. Since the initial filter
settings are chosen to bemore favourable, less improvement in the performance is obtained. The large
influence of initialization, and the nonlinearity of the problem, probably result in a local minimum
with a worse performance.

5. Discussion

The proposed method was found to be effective and adaptable for different geometric requirements.
Still, several limitations are present with potential improvements.

First, the optimization of the filter configuration design variablesmay converge to an unfavourable
local optima and is influenced by the initial filter setting values and several other parameters. Exam-
ples of this are to be seen in the results shown in Figure 20, where local optima are reached. In the
experience of the present researchers, the most influential parameters are the initial filter configura-
tion values, theMMAmove limits and the scaling parameter η. Big changes in the filter configuration
design variables throughout the optimization are unlikely as they are related to the current topology.
In particular, the nature of the printing filter, where material right above the baseplate can alter the
output design significantly, makes this problem prone to the local minima problem.
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Figure 23. The 3D bridge compliance problem definition and optimization results, with the geometric filters with fixed filter con-
figuration design variables, projected with a 0.5 density threshold value. (a) Boundary conditions for the 3D bridge problem. The
problem has dimensions Lx = 1, Ly = 3 and Lz = 1.0625, where the top 0.0625 is involved in the local volume constraint. There
is a symmetry boundary condition in the x = 0 plane, with a line load on top. The simply supported part is located at x ∈ [0, 1],
y ∈ [2.98, 3.0] and z ∈ [0, 0.02]. (b) Reference design without geometry filter; C := Cref . (c) Result with milling filter, with fixed α;
C = 1.190Cref . (d) Result with jetting filter, with fixed α; C = 1.522Cref . (e) Result with printing filter, with fixed α; C = 1.316Cref .
(f ) Result with milling filter, with optimized α; C = 1.311Cref . (g) Result with jetting filter, with optimized α; C = 1.307Cref . and (h)
Result with printing filter, with optimized α; C = 1.363Cref .

Secondly, for well chosen initial filter configurations, the improvement can be limited, see Figure
23. In this case, the filter adds unnecessary complexity to the optimization, which in some cases even
resulted in (slightly) worse objective values.

Thirdly, the general concept of projecting densities to a mesh in a mesh-independent manner may
also be of use in other operations, such as moving components through a mesh in feature-mapping
TO methods, which offers opportunities for future research.

Next, the influence of R(IP) is discussed: a bigger radius allows for more information on the detec-
tion region, resulting in a less crisp detection region and a smoother convergence, but also more
intermediate density values and increasing computational costs. A minimum possible radius of one
element length is recommended, and higher values when convergence characteristics require this.
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Similarly, the influence of the finite number of checkpoints and input points should be discussed.
The number of checkpoints is generally kept the same as the number of finite elements, since the
influence of a higher level of refinement is negligible. The number of input points should be such that
a good sampling of the detection region is obtained. A higher number would increase computational
cost, whereas an insufficient number could lead to discretization dependency or failure to meet the
geometric requirements.

Lastly, performance comparisons should be made to existing case-specific methods that allow for
optimization of the filter configuration design variables, specifically those of Olsen and Kim (2020),
Wang and Qian (2020), Wang (2022) and Gasick and Qian (2021).

6. Conclusion

A general framework is presented applicable for any geometric filtering operations. In this novel
scheme, the filter operation is decoupled from the mesh using interpolated densities. This allows
for a continuous description of the filter configuration, and subsequently for introducing new filter
configuration design variables that can be optimized simultaneously with the topology with consis-
tent sensitivities leading to increased design freedom and performance. The specific scenarios where
this framework adds new capabilities are cases where it is desired to optimize the filter configura-
tion variables. Instead of defining custom filters for that purpose, this framework inherently enables
this, in a unified manner. Examples are jetting with moving locations, printing with changing ori-
entation, milling with changing tool orientation, casting with changing release direction and mold
parting surface, etc.

As shown by the three numerical examples, the framework can be applied to various different
geometric filters. The numerical examples showed that the initial filter configuration chosen has a
strong influence on the design. Allowing this configuration to be optimized simultaneously with the
topology, as enabled by the proposed method, can thus result in significantly improved designs with
superior objective values. For examples with a well chosen initial filter configuration, the improve-
ment in objective value is limited, and in some cases the method and additional design freedom
may actually add complexity to the optimization, resulting in convergence to (slightly) inferior local
optima.

The biggest challenge, and thus recommendation for future work, is therefore regarding the preva-
lence of local optima.Most noticeable in the printing example, but also in other examples, is that small
changes in filter configuration may weaken the design significantly.

Finally, the article also introduces a general framework for how to approach geometric filters. Any
geometry requirement can be enforced throughwise consideration of the detection region. Any initial
design decision can be optimized with extended design freedom. Through this philosophy, engineers
are encouraged and enabled to develop novel adaptive filters for their specific use cases.
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Appendices

Appendix 1. Sensitivity analysis
This section gives an example of how the sensitivities can be calculated for the optimization of the filter configuration
design variables. All equations can be traced to Figures 11 and 16. By simply following the steps in reverse, and using
the chain rule, the sensitivities with respect to x̃ and α can be calculated.

In the following, only one part is shown, i.e. the part described in Figure 6. If the sensitivities of compliance C (or
any other response) with respect to an input density, χ(IP)

i , are called dC/dχ(IP)
i , the sensitivities for the density design

variables can be calculated with the chain rule and Equation (3):

dC
dx̃e

=
NIP∑
i=1

dC

dχ(IP)
i

dχ(IP)
i

dx̃e

with
dχ(IP)

i
dx̃e

= w̌(IP)
e,i .

(A1)

Here,NIP refers to the total number of IPs. Similarly, to obtain the sensitivities with respect to the position of a single IP
omitting the subscript i for clarity, first the sensitivities for w̌(IP)

e can be calculated with the chain rule and Equation (3):

dC

dw̌(IP)
e

= dC
dχ(IP)

dχ(IP)

dw̌(IP)
e

with
dχ(IP)

dw̌(IP)
e

= x̃e.

(A2)

Next, the sensitivities for w(IP)
e can be calculated with the chain rule and Equation (2):

dC

dw(IP)
e

= dC

dw̌(IP)
e

dw̌(IP)
e

dw(IP)
e

with
dw̌(IP)

dw(IP)
e

= 1∑Nel
j=1 w

(IP)
j

+ −w(IP)
e(∑Nel

j=1 w
(IP)
j

)2 .
(A3)

Subsequently, the sensitivities for c(IP) can be calculated with the chain rule and Equation (1):

dC
dc(IP)

= dC

dw(IP)
e

dw(IP)
e

dc(IP)

with
dw(IP)

dc(IP)
=

⎧⎨
⎩
0 if R(IP) − ‖ce − c(IP)‖ < 0,
ce − c(IP)

‖ce − c(IP)‖ otherwise.

(A4)
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For computational reasons, in cases of ce = c(IP) it is possible to add a small offset preventing division by zero. Lastly, in
a similar manner, the sensitivities for Equations (4)–(18) can be computed. Specifically the derivatives from operation
H—shown in Equations (8), (12) and (14)—will result in the sensitivities for α.

Appendix 2. Comparison with the existingmethods
This section presents optimized designs using geometric filters from the literature. More specifically, the work of
Langelaar (2019) was used for milling, that of Giele, Ayas, and Langelaar (2024) was used for jetting and that of
Langelaar (2017) was used for printing. The results can be seen in Figure A1.

Figure A1. Results of the 2D cantilever beam compliance problem with the existing methods from the literature, which do not
account for configuration design variables, obtained with (a) a milling filter (Langelaar 2019), (b) a jetting filter (Giele, Ayas, and
Langelaar 2024) and (c) a printing filter (Langelaar 2017), withCref taken fromFigure 18(b). (a)Milling filter;C = 1.464Cref . (b) Jetting
filter; C = 1.455Cref and (c) Printing filter; C = 1.094Cref .

Visually comparing Figures 19 and A1 shows that the proposed filters based on density interpolation give designs
that are qualitatively similar to those obtained by existing methods. Quantitatively, the design performances are also
similar, but differences are observed owing to convergence to different local optima. This is most apparent in the case
of the overhang filter. The relative compliances obtained are as follows: C = 1.464Cref for the milling method by Lan-
gelaar (2019) andC = 1.420Cref for the proposedmillingmethod;C = 1.455Cref for the jettingmethod by Giele, Ayas,
and Langelaar (2024) and C = 1.467Cref for the proposed jetting method; C = 1.094Cref for the printing method by
Langelaar (2017) and C = 1.225Cref for the proposed printing method.


	1. Introduction
	2. Framework
	2.1. Commonalities between geometric filters
	2.2. General concept and nomenclature
	2.3. General input–output relations

	3. Examples of geometric filters
	3.1. Milling with tool orientation optimization
	3.2. Jetting with jet position optimization
	3.3. Printing with print direction optimization

	4. Numerical examples
	4.1. Problem formulation
	4.2. 2D structured mesh
	4.3. 2D unstructured mesh
	4.4. 3D numerical examples

	5. Discussion
	6. Conclusion
	Acknowledgments
	Disclosure statement
	Funding
	Data availability statement
	ORCID
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.5
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [493.483 703.304]
>> setpagedevice


