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SUMMARY

This thesis presents a novel measurement approach for aeroelastic wind tunnel test-
ing. The key novelty of this approach is the integrated measurement of aerodynamic
and structural quantities using an optical technique. The considered approach consists
of combined measurements of flow tracer particles and structural markers using a La-
grangian particle tracking system. Based on these measurements, the quantities of in-
terest for the characterization of an aeroelastic interaction, which are the three forces in
Collar’s triangle (aerodynamic, elastic, and inertial), are determined.

Currently, measurements in aeroelastic wind tunnel tests are typically performed
with individual sensors for each quantity of interest (pressure transducers, strain gauges,
or accelerometers) that are installed inside the experimental model and/or with a force
balance that measures the total loads acting on the model. The integrated optical mea-
surement approach is an advancement over this existing measurement technology be-
cause it provides field measurements of the aeroelastic structural response and the un-
steady flow field around the experimental model, based on which the aerodynamic and
structural load distributions can be determined, without requiring an instrumentation
of the model with sensors. This measurement approach is therefore an effective way to
produce experimental reference data to support the development of novel aeroelastic
prediction methods with a potential to accelerate the technological development pro-
cess for innovations in aeronautics in the future.

The development and applications of the integrated optical measurement in this
thesis are based on the measurements that were performed in three experimental cam-
paigns in the wind tunnel. Each of the three experiments corresponds to one of the
three main chapters of this thesis. All three experiments are performed on a large model
scale, with dimensions on the order of 1m, which is a scale of high practical relevance for
aeroelastic wind tunnel testing. The complexity of the three experiments, in terms of the
aeroelastic phenomena that are observed, is increased incrementally, from a rigid-body
motion, over a linear aeroelastic test case, to a nonlinear aeroelastic test case. Based on
the observations and findings of the previous experiments, the data analysis methods
for the subsequent experiments are selected and applied.

The first measurements with the integrated approach are performed on the rigid-
body motion of a pitching wing with an actuated flap. Based on these measurements,
two novel implementations of a non-intrusive aeroelastic loads determination method
using flow field data are applied and assessed in a comparison with the data measured
with installed pressure transducers, achieving good results. Furthermore, the structural
motion of the wing is characterized based on the position measurements of structural
markers on the wing surface in terms of the harmonically varying angle of attack and
flap deflection. These results are validated against the input signal for the actuators that
produce the structural motion, showing a very good agreement.
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viii SUMMARY

The second wind tunnel experiment is performed to provide a proof of concept of
an aeroelastic characterization based on measurements with the integrated optical ap-
proach. For this experiment, measurements of one spanwise section of a flexible wing
that is subjected to unsteady inflow conditions, which are produced by a gust generator,
are conducted. The unsteady aerodynamic loads are determined based on the flow field
measurements and the inertial and elastic loads are determined based on the structural
deformation measurements using a simplified structural model of the wing. The experi-
mental approach is validated by using these results to quantify the equilibrium of forces
in Collar’s triangle, thereby serving as a proof of concept for the aeroelastic characteriza-
tion based on integrated optical measurements.

The third and final experiment presented in this thesis is performed using a highly
flexible wing geometry that is currently studied in the field of aeroelasticity as a bench-
mark case for the development of novel aeroelastic prediction methods. The aeroelastic
response of the highly flexible wing to steady and periodic gust inflow conditions is ana-
lyzed with the integrated measurement approach. Two different angles of attack and two
different gust excitation frequencies are studied, producing linear and nonlinear aeroe-
lastic effects. Advancing the work performed in the context of the proof of concept study,
the aeroelastic loads along the entire span of the highly flexible wing are characterized
in this chapter. Furthermore, additional measurements of the structural and aerody-
namic properties of the wing are conducted with a shape scan, a ground vibration test
and infrared thermography measurements of the boundary layer on the suction side of
the wing in the wind tunnel. The obtained results constitute a reference data set that is
valuable for ongoing aeroelasticity research on improved nonlinear aeroelastic predic-
tion methods.
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LATIN SYMBOLS
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1
INTRODUCTION

Where it began
I can’t begin to knowing

But then I know it’s growing strong

Neil Diamond

1



1

2 1. INTRODUCTION

1.1. MOTIVATION
In this day and age, the aeronautical industry is facing multiple major challenges. The
civil aviation sector currently has a significant impact on the global climate, contributing
around 3.5% to the anthropogenic global warming over the last decades (D. S. Lee et al.,
2021), which makes the energy transition from fossil fuels to renewable energy sources
an urgent requirement to adhere to the Paris Agreement (2015). The integration of novel
propulsion systems with reduced emissions based on renewable energy challenges the
status quo in aircraft design with new and innovative designs emerging in recent years,
such as the Flying V 1, shown in Fig. 1.1(a). Additionally, significant advances in the more
fundamental aeronautical disciplines, such as aerodynamics and structural engineering,
are required to drastically improve the efficiency of future aircraft for sustaining the as-
pired economic growth of the sector (Grewe et al., 2021). At the same time, the energy
transition has also sparked the innovation process of entirely new air transportation con-
cepts, such as battery-powered, electrical vertical take-off and landing (eVTOL) aircraft
that are intended for the regional or urban transport of passengers. As an example of
a concept of such an aircraft, a photo of the eVTOL testbed LA-8 from NASA Langley
(North et al., 2021) is shown in Fig. 1.1(b). Several companies are currently in the pro-
cess of developing eVTOL aircraft for commercial use2. Considering all of these ongoing
developments, it is thus evident that there is a high demand for technological innovation
related to aeronautics in the coming decades, and a strong interest, politically as well as
economically, to bring these concepts into practice in due time.

(a) (b)

Figure 1.1: (a) Flying V concept airplane (image credit: Edwin Wallet), (b) LA-8 eVTOL testbed in the wind
tunnel at NASA Langley (from North et al., 2021)

A technical development process starts with the observation and assessment of the
basic principles of a new technology in a fundamental research environment and ends
with the implementation and use of the technology in the operational environment.
These first and last steps, as well as the seven intermediate steps, are quantified in the
Technology Readiness Level (TRL) scale, shown in Fig. 1.2, which was developed by
NASA and has been adopted by the European research policy makers3 (Héder, 2017).

1further information on the concept can be found at www.tudelft.nl/en/ae/flying-v (accessed 09.03.2023)
2a directory is administered by The Vertical Flight Society at https://evtol.news/aircraft (accessed 09.03.2023)
3the illustration is based on the TRLs as defined by the European Commission (accessed 09.03.2023)

www.tudelft.nl/en/ae/flying-v
https://evtol.news/aircraft
https://ec.europa.eu/research/participants/data/ref/h2020/other/wp/2016_2017/annexes/h2020-wp1617-annex-g-trl_en.pdf
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1

3

Figure 1.2: TRLs for the Horizon 2020 program of the European Commission (see Héder, 2017)

In the present day, the initial steps of technological development (TRL 1 and 2) are
often performed with computer simulations because they allow a faster variation of the
still relatively large parameter space. However, for all TRLs above 2, experimentation
in the laboratory (TRL 3 and 4), which often includes wind tunnel experiments, or in a
relevant operating environment (TRL 5 and above), is required to advance the techno-
logical development. Apart from that, experimental data is also required to validate the
simulation tools that are used in the initial development phases. This is particularly rel-
evant when the design problem is multidisciplinary and the accurate simulation of the
operating environment is associated with a high computational cost, which is typical for
aeronautical engineering technologies. In this case, the simulation tools that are used in
the initial design phase usually employ simplified models to save computational efforts.
This means that laboratory experiments, for example those performed in a wind tun-
nel, are a crucial step in the development process, where the computational predictions
are validated before the first prototypes are built. A prominent example of a prototype
that has experienced a catastrophic failure due to a complex physical phenomenon that
had not been predicted accurately in the previous development steps is the Helios air-
craft, shown in Fig. 1.3(a), which was developed by NASA and AeroVironment, Inc., in the
1990s. The Helios was a research prototype of a solar-electric aircraft with a wingspan
of 75m that completed several successful flights, including a flight setting an unofficial
world record by flying at an altitude of nearly 30km in 20014, before it crashed into the
Pacific Ocean during a flight from Hawaii in June 2003 (see Fig. 1.3(b)). The reason for
the crash of the Helios aircraft was a dynamic aeroelastic instability. The high flexibility
of the wing structure had made the aircraft highly susceptible to small external distur-
bances, in this case a wind gust due to atmospheric turbulence, which ultimately led to
the instability causing the structural failure (Noll et al., 2004).

4https://www.nasa.gov/centers/armstrong/news/FactSheets/FS-068-DFRC.html (accessed 09.03.2023)

https://www.nasa.gov/centers/armstrong/news/FactSheets/FS-068-DFRC.html
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(a) (b)

Figure 1.3: Photos of the Helios aircraft in flight (a) and after the crash (b), from Noll et al. (2004)

The field of study called aeroelasticity, to which this thesis contributes, is concerned
with predicting and thus preventing the occurrence of such catastrophic instabilities on
aircraft. Even though the Helios airplane was a research prototype, the use of more flex-
ible lifting structures is a general trend in aviation, mainly driven by the desire to im-
prove efficiency by saving structural weight. As a consequence, a variety of nonlinear
aeroelastic effects (see, e.g., Dimitriadis, 2017), those related to the large wing deforma-
tions occurring on the Helios being one example, will need to be taken into account
rigorously in the development process of future aircraft. The currently ongoing develop-
ment of improved computational methods for predicting aeroelastic phenomena needs
to be supplemented with reference data from wind tunnel experiments for validation.
This reference data is challenging to obtain because it requires the simultaneous mea-
surement of structural as well as fluid dynamic quantities. The complete characteriza-
tion of an aeroelastic interaction involves the determination of both aerodynamic and
structural loads. In this thesis, a novel approach to determining these quantities in wind
tunnel experiments is introduced.

1.2. RESEARCH OBJECTIVE
Two of the most crucial engineering fields for designing and improving the efficiency of
aircraft are structural mechanics and aerodynamics. At the intersection of these two
fields lies the domain of aeroelasticity, covering the interaction of flexible structures
with the aerodynamic forces acting on them. A popular concept to depict the domain
of aeroelasticity and categorize the problems that occur within it is Collar’s triangle of
forces (see Fig. 1.4), introduced by A. R. Collar (1946). This schematic represents graph-
ically the interaction of the three forces involved in aeroelasticity, which are the aero-
dynamic, elastic, and inertial forces. This domain can be divided into two subdomains,
namely static aeroelasticity and dynamic aeroelasticity. The subdomain of static aeroe-
lasticity is concerned with aeroelastic phenomena that are related to the structural re-
sponse to (quasi-)steady aerodynamic forces. Dynamic aeroelastic phenomena com-
prise the interaction of unsteady aerodynamic forces with dynamic structural behavior,
a typical example of a dynamic aeroelastic phenomenon is flutter, which is a growing
oscillation of a structure that can lead to its destruction (as on the Helios aircraft).
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A

IE

static 

aero-

elasticity

dynamic 

aero-

elasticity

A: aerodynamic force

E: elastic force

I: inertial force

Figure 1.4: Illustration of Collar’s triangle of forces

Analytical models exist to predict the occurrence of certain aeroelastic phenomena,
such as flutter and divergence (Hodges & Pierce, 2011), but usually perform a lineariza-
tion of the aeroelastic interaction before the analysis. However, in some situations, non-
linear aeroelastic effects are relevant, two examples of such effects are geometric non-
linearities of the structure due to large wing deformations and aerodynamic nonlinear-
ities due to flow separation (Dimitriadis, 2017). In these situations, the accuracy of lin-
ear models may be insufficient, while the use of higher fidelity computational models
(Bazilevs et al., 2013) is undesirable or practically impossible due to associated com-
putational costs. A significant research effort is therefore being spent to develop novel
cost-effective numerical analysis methods for predicting nonlinear aeroelastic phenom-
ena that are not captured correctly by the conventional linear models (e.g., Bernhammer
et al., 2017; Drachinsky and Raveh, 2020; Kantor et al., 2019).

The development of these methods is currently ongoing and requires reference data,
typically obtained from wind tunnel experiments, for validation. However, the inter-
action of the three forces of different nature that comprise Collar’s triangle makes the
production of reference data in aeroelastic wind tunnel experiments challenging. A va-
riety of techniques exists to measure the individual physical quantities that allow the
determination of each of the forces locally (e.g., pressure transducers, accelerometers,
strain gauges) or in an integral sense by mounting the wing to a load cell or a force bal-
ance; however their coordinated use results in complex setups and expensive experi-
mental models. Additionally, installed sensors are invasive to the experimental model,
potentially modifying its shape, mass, and stiffness distribution, which complicates the
aeroelastic scaling of the wind tunnel model that is necessary to faithfully represent the
behavior of full-scale aircraft (Bisplinghoff et al., 1955). The limited space that is avail-
able inside slender wing models furthermore typically results in a relatively low spatial
resolution of the measurements. One example of an experimental model of an aircraft
wing for aeroelastic wind tunnel testing that was instrumented with three different types
of sensors is the model presented by Ballmann et al. (2008), shown in Fig. 1.5.
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Figure 1.5: Heavily instrumented wing model for wind tunnel testing, from Ballmann et al. (2008)

The complex design of the interior structure of the wing model that is seen in Fig. 1.5,
which is required to accommodate the sensors and their connections, significantly com-
plicates the manufacturing and assembly of such a wing model, thus increasing the over-
all costs of the experiment. The amount of sensor instrumentation used in this partic-
ular study therefore remains an exception rather than the rule; most wind experimental
models are less heavily instrumented. The review of Tang and Dowell (2016) provides an
overview of several important experimental aeroelastic studies that include the analysis
of the gust response, limit-cycle oscillations (LCOs), and other aeroelastic phenomena
for different experimental models. One example is the seminal study of the aeroelastic
behavior of a flexible high aspect ratio wing (Tang & Dowell, 2001), shown in Fig. 1.6(a).
The results include the analysis of the frequency of a limit cycle oscillation that occurs
over the range of flow velocities shown in Fig. 1.6(b). The experimental results were ob-
tained by analyzing measurements with an accelerometer positioned inside the wing at
mid-span and compared to a theoretical nonlinear prediction model.

(a) wing model mounted in the wind tunnel (b) measured and theoretical LCO frequencies

Figure 1.6: Experimental study of a high aspect ratio wing, from Tang and Dowell (2001, 2016)
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The experimental aeroelastic research conducted in the past decades, including the
example shown in Fig. 1.6, thus typically produced measurement data that was limited
to only a few discrete parameters, such as the wingtip deflection or the frequency of the
dynamic motion of oscillating wings. Many important insights were generated based on
those reference data sets in the past, but nevertheless, it is obvious that a larger amount
of measurement data, potentially quantifying multiple parameters (structural and aero-
dynamic) simultaneously, could provide deeper insights into an aeroelastic interaction.

Modern optical measurement techniques, which provide non-intrusive field mea-
surements, are a viable approach to overcoming some of the most significant limita-
tions associated with the use of installed sensors. Firstly, the experimental model does
not need to be instrumented with sensors for conducting these measurements, and sec-
ondly, the spatial resolution of the measurements is not limited by the model size but by
the camera sensor. Examples of modern optical measurement techniques are particle
image velocimetry (PIV, Raffel et al., 2018) and pressure-sensitive paint (PSP, T. Liu et al.,
2005) for aerodynamic measurements, and photogrammetry (T. Liu et al., 2012) and dig-
ital image correlation (DIC, Pan, 2018) for structural measurements. On the other hand,
a drawback of these optical techniques is that the determination of the quantities of in-
terest, i.e., the aeroelastic forces, from the measured quantities, which are for example
structural displacements or the flow velocity, is often not trivial. The topic of load deter-
mination based on optical measurement data has therefore been subject to considerable
research efforts in recent years (Rival & van Oudheusden, 2017; van Oudheusden, 2013).
Aside from this complication, a further issue with performing aeroelastic wind tunnel
tests using optical techniques is that to perform simultaneous structural and aerody-
namic measurements, two optical measurement techniques have to be used at the same
time, which adds to the complexity of the experimental setups. So far, only a few, rela-
tively recent studies found their way into the published literature that have followed the
approach of combining optical techniques in a wind tunnel experiment to study aeroe-
lastic phenomena. Among these is the study of Marimon Giovannetti et al. (2017), shown
in Fig. 1.7, where PIV and DIC were used to simultaneously determine the deformation
of a flexible wing and the resulting unsteady position of the wingtip vortex.

(a) calibration in the test section (b) combined measurement

Figure 1.7: PIV/DIC experiment at the University of Southampton, from Marimon Giovannetti (2017)
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Similar to the study of Marimon Giovannetti et al. (2017), the deformation and aero-
dynamic loads on a flexible plate were investigated by Zhang et al. (2019) using DIC
and PIV. A combination of PSP and a photogrammetry technique was used by Imai et
al. (2022) to study transonic wing flutter while D’Aguanno et al. (2023) have used DIC
and PIV to investigate shock-induced panel flutter. These existing studies indicate the
capabilities of optical measurement techniques for the characterization of aeroelastic
phenomena, but they do not overcome the complication of the coordinated use of sev-
eral measurement and data processing systems. The objective of this work is to present a
novel experimental aeroelastic characterization approach that facilitates a more efficient
generation of experimental reference data from aeroelastic wind tunnel tests. Given the
shortcomings and limitations of the existing experimental approaches, the following re-
search objective can be formulated:

“Develop and prove the feasibility in wind tunnel testing of an experimental aeroelastic
characterization approach that provides aerodynamic and structural loads based on in-
tegrated optical measurements using a single data acquisition system.”

The outline of an approach that fulfills this research objective is illustrated in Fig. 1.8.
The novelty of this approach is the full integration of the aerodynamic and structural
measurements using only one system, which simplifies the aeroelastic measurements in
comparison to the currently existing approaches that combine different systems. These
integrated measurements are then processed into separate aerodynamic and structural
data sets and the acting loads are determined to perform an aeroelastic characterization
by quantification of the three forces in Collar’s triangle. A particular challenge associ-
ated with the research objective lies in the proof of the feasibility of the approach for
aeroelastic wind tunnel tests. These are frequently performed on relatively large model
scales, with model dimensions on the order of meters, which complicates the optical
measurements. Furthermore, many important aeroelastic phenomena, such as flutter,
LCOs, gust response, or aeroservoelastic phenomena, involving the actuation of control
surfaces, are inherently unsteady, thereby complicating the realization of the wind tun-
nel experiment and the optical measurements.

Figure 1.8: Schematic of the integrated measurement approach employed in this thesis
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The thesis is structured as follows. In the following Chapter 2, the existing techniques
to perform an aerodynamic and structural characterization using optical measurements
are reviewed. This includes the description of the measurement principle as well as a
discussion on the determination of the aerodynamic or structural loads based on the
measurements. Furthermore, the suitability of the existing optical measurement tech-
niques to be used in a novel integrated approach that fulfills the research objective is
assessed and the implementation of an aeroelastic characterization in an experimental
framework is described. In Chapter 3, the novel integrated aerodynamic and structural
measurement approach is developed and demonstrated based on a wind tunnel test of a
pitching wing with a movable trailing edge flap. In the following Chapter 4, the proof of
concept of an aeroelastic characterization using the integrated measurement approach
is delivered by determining the three forces in Collar’s triangle on a flexible wing ex-
perimentally. In Chapter 5, the suitability of the approach for contributing to ongoing
experimental aeroelasticity research is demonstrated by analyzing the gust response of
a highly flexible benchmark wing model in a wind tunnel experiment. This experiment
provides reference data for which there is a current demand in the field. In the final
Chapter 6, conclusions are drawn and an outlook on future directions of research is pro-
vided. This outlook entails suggested improvements to the measurement approach as
well as a discussion about future applications.





2
BACKGROUND

This chapter reviews the state-of-the-art in experimental methods to determine the aeroe-
lastic loads based on optical measurements performed in the wind tunnel. An overview of
the existing techniques for aerodynamic and structural measurements is given and these
approaches are assessed with respect to their suitability to be used in an integrated optical
measurement approach for the characterization of the aeroelastic loads. In an aeroelastic
interaction, the relevant loads are the three components in Collar’s Triangle, which are the
aerodynamic, inertial, and elastic forces. For both aerodynamic and structural measure-
ments, the determination of these loads involves dedicated post-processing procedures,
using appropriate physical models to relate the obtained measurement data to the acting
forces. Based on these experimentally determined loads, an aeroelastic characterization
can be implemented.

11
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The structure of this chapter follows the outline of the integrated measurement approach
shown in Fig. 1.8. The first section, Sec. 2.1, covers the acquisition of the optical measure-
ments in an aeroelastic wind tunnel experiment. Here, the existing aerodynamic and
structural measurement techniques are first discussed separately, and subsequently as-
sessed based on their suitability to be combined in an integrated optical approach. The
outcome of this evaluation is the design of the integrated measurement approach that
is developed and applied in the following chapters of this thesis. The products of the
selected approach are measurements of the flow field and the structural displacements.
To perform an aeroelastic characterization based on these measurements, the aerody-
namic and structural loads need to be determined using physical models. The existing
methods for the aerodynamic and structural loads determination are reviewed in the
second section of this chapter, Sec. 2.2. In the final section, Sec. 2.3, two methods for
the implementation of an aeroelastic characterization in the experimental framework
are presented.

2.1. OPTICAL MEASUREMENT TECHNIQUES FOR EXPERIMEN-
TAL AEROELASTICITY

In this section, the state-of-the-art in optical measurement technology that can be used
for the characterization of aeroelastic loads is reviewed. Optical measurement tech-
niques can be generally categorized as either field or point techniques, where field tech-
niques measure incoherent (white) light with digital cameras, while point techniques
measure coherent (laser) light with specific photosensors. Considering the research ob-
jective of this thesis, which requires the integrated measurement of aerodynamic and
structural quantities, this section is exclusively focused on field techniques because they
provide a possibility for this by acquiring structural and aerodynamic data in one im-
age, whereas point measurement techniques, per definition, only measure one quantity
at one specific location. For the aerodynamic measurements, two different field mea-
surement approaches are discussed, either measuring the flow field or the surface pres-
sure. For the structural measurements, different implementations of photogrammetric
surface detection techniques are discussed. For integrating aerodynamic and structural
measurements, existing work has been focused on combining surface pressure measure-
ments with structural deformation measurements. Based on the discussion at the end
of this section, combining flow field measurements with a particle tracking approach
and structural displacement measurements with a point tracking approach emerges as
a more appealing option because these measurements can be performed using only one
measurement and data processing system.

2.1.1. AERODYNAMIC MEASUREMENT TECHNIQUES

Two different experimental approaches to aerodynamic measurements using optical tech-
niques are reviewed in this section. The first approach is flow field-based, where optical
measurements of the flow field are conducted and the loads are determined in a later
data processing stage using physical relations between the loads and the flow velocity.
The second method is the surface-based approach, where the pressure on the surface of
the object under investigation is measured using pressure-sensitive paint. The flow field
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measurements have the advantage that they provide a direct and quantitative represen-
tation of the flow, in contrast to the surface pressure measurements that only quantify
the imprint of the flow on the object. The pressure-sensitive paint measurements, on the
other hand, have the advantage of providing a measured quantity that is more closely re-
lated to the aerodynamic loads, which reduces the post-processing efforts related to the
load determination.

FLOW FIELD MEASUREMENTS

The most frequently used technique for measuring the flow field in wind tunnel tests
is particle image velocimetry (PIV). A schematic of the experimental setup for a PIV ex-
periment is shown in Fig. 2.1 and the measurement principle is discussed in the follow-
ing. Based on the description of the principle of PIV by Raffel et al. (2018), the required
equipment for performing a PIV experiment can be divided into hardware and software
components. The hardware elements that are needed in a PIV experiment are the seed-
ing of the flow with tracer particles, light sources for illuminating the particles, cameras
for recording the optical measurements, and a timing system for the coordinated use of
the light sources with the cameras. Using this equipment, a sequence of images of the
illuminated tracer particles in the flow is acquired and subsequently used to determine
the flow velocity field from the relative displacement of the particles between consecu-
tive images. For this process, the software that is used for the analysis of the image data
must consist of three components, which are the calibration between the particle posi-
tion in the wind tunnel and the optical sensor, the evaluation of the flow velocity from
the series of particle images, and the post-processing of the obtained result for removing
invalid measurements and extracting the quantities of interest.

Figure 2.1: Schematic of a PIV experiment, from Raffel et al. (2018)
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Since its introduction into the field in the 1980s, the PIV technique has consistently
gained popularity and has undergone significant developments over the last decades,
which can be reviewed in detail in the relevant textbooks (Adrian & Westerweel, 2011;
Raffel et al., 2018) and review papers (for example Adrian, 1991, 2005; Westerweel et al.,
2013). The advancements in two aspects of the measurement approach are particularly
relevant for this thesis; namely, the increasing amount of physical information that is
evaluated based on the particle images and the increasing scale of the measurement
volume. Both aspects are discussed in the following.

The experimental setup in Fig. 2.1 represents a relatively simple PIV setup, where a
single camera is acquiring images of particles in a light sheet. This means that infor-
mation about the two velocity components can be evaluated in a measurement plane
(planar PIV). Over the years, the addition of multiple cameras and the thickening of the
light sheet first facilitated measurements of the third (out-of-plane) velocity component
(stereoscopic PIV, Prasad, 2000) and later also volumetric velocimetry measurements
with tomographic PIV (Elsinga et al., 2006), using typically four cameras that acquire im-
ages of the same area in the flow field from different angles. One commonality of all these
approaches is that the flow velocity is evaluated from clusters of particles using spatial
cross-correlations. A different evaluation approach for the particle images, which can
reveal more detailed information about the flow, is particle tracking velocimetry (PTV).
With this technique, the velocity of the individual particles in the flow is evaluated. This
means that PTV is naturally a three-dimensional flow measurement technique. The PTV
technique has been practiced in the field for more than 30 years (Nishino et al., 1989), but
problems with the computational efficiency of the particle reconstruction algorithms
and the relatively low achievable particle concentration have limited the usability of this
technique. Those problems have traditionally been treated separately, as it is apparent
for example from the two publications of Maas et al. (1993) and Malik et al. (1993). As
a result of a lack of progress on both of these problems, tomographic PIV has been the
more widely used volumetric measurement technique since the years after its introduc-
tion (Scarano, 2013).

A breakthrough in volumetric flow velocity measurement was achieved in this re-
spect with the introduction of the Shake-The-Box (STB) algorithm by Schanz et al. (2016).
The STB algorithm is a Lagrangian particle tracking (LPT) algorithm, which implies that
a particle is tracked for several time steps, which allows for a more accurate determi-
nation of the particle position and velocity, at a higher particle density. In addition, it
facilitates the experimental determination of the rate of change in velocity of a particle
along its path, i.e., the Lagrangian acceleration (Schröder & Schanz, 2023). The novelty of
the STB algorithm is the integration of the particle position reconstruction, using the it-
erative particle reconstruction algorithm of Wieneke (2012), in the particle tracking step
of the image data analysis procedure, as illustrated in Fig. 2.2. The key step here is the
prediction of the particle positions in the image based on the information of the particle
tracks from the previous time steps. The true particle position is then found by “shaking”
(iteratively varying) the predicted particle positions in space until the residual image is
minimized. This approach thus uses the already available information on the particle
dynamics to improve the efficiency of the LPT algorithm. What remains in the residual
image are only the new particles that have entered the measured volume. Their position
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is determined with a triangulation approach and then the new tracks can be built, which
are used in the predictions of the following time step. With this efficient algorithm, par-
ticle tracking at high particle densities is possible with a computational effort that is an
order of magnitude smaller than tomographic PIV algorithms. On the other hand, the
measurement principle of LPT requires the use of time-resolved data acquisition with
high-speed cameras (frame rates on the order of kHz).

Figure 2.2: Image data analysis procedure of the STB algorithm, from Schanz et al. (2016)

The efficiency of the STB algorithm at high particle densities makes it suitable for
applications in large measurement volumes. The need for flow velocity measurements
in larger volumes arises because in many scenarios the experimental models cannot be
downscaled arbitrarily, as the relevant similarity parameters have to be considered. This
is particularly relevant for aeroelastic experiments, where both the aerodynamic and
structural parameters have to be scaled. Many aeroelastic experiments are therefore
conducted in relatively large wind tunnel facilities, with model scales on the order of
meters. However, to conduct optical flow field measurements at this scale, not only the
software must be suitable but also the hardware components (tracer particles, illumina-
tion, and cameras/imaging system). An important enabling development in this respect
is the use of helium-filled soap bubbles (HFSB) as flow tracer particles (Bosbach et al.,
2009). The HSFB have a diameter of around 0.5 mm, are neutrally buoyant, and scat-
ter an order of 104 times more light than conventional micron-sized tracer particles for
PIV (Scarano et al., 2015). The use of aerodynamically shaped seeding rakes producing
a seeded stream tube makes HFSB usable in large-scale subsonic wind tunnel facilities
(Caridi et al., 2016). Current designs of such seeding rakes cover a cross-sectional area
of several square meters with several hundred bubble-producing nozzles, operating at
a production rate of around 20,000 bubbles per second (Engler Faleiros, 2021; Engler
Faleiros et al., 2019). The availability of HFSB for large-scale wind tunnel testing also re-
laxes the requirements for the light source, thanks to the high light-scattering intensity
of the HFSB. Volumetric flow field measurements with HFSB can be conducted using
pulsed light-emitting diode (LED) arrays as a light source (Schröder et al., 2022; Wolf et
al., 2019), which are advantageous in terms of cost and ease of operation compared to
the high-speed lasers that are traditionally used in PIV experiments.

In terms of the imaging system, an interesting development for large-scale volumet-
ric flow field measurements is the coaxial volumetric velocimeter (CVV) by Schneiders
et al. (2018). This device incorporates four high-speed cameras and a laser light source
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in a compact housing using a coaxial arrangement, with which flow measurements in a
volume of ca. 10-15 liters can be achieved. The compactness of the CVV allows it to be
mounted on a robotic arm, which facilitates the traversing of the CVV, and thus the au-
tomated combination of several measurements to one large flow field measurement, as
first demonstrated by Jux et al. (2018) for the flow around a full-scale cyclist mannequin
with a total measurement volume of around 2m3. Another example of a large-scale wind
tunnel test with robotic PIV measurements is the study of the wake of the Delfly flapping-
wing micro air vehicle by Martínez Gallar et al. (2019), which is shown in Fig. 2.3. In this
study, data acquired in the wind tunnel from four different measurement volumes were
combined to provide a representation of the quasi-periodic wake in a flow domain with
a volume of ca. 60 liters, as shown in Fig. 2.3(b).

(a) robotic PIV measurement in the wind tunnel (b) isocontours of the measured vorticity

Figure 2.3: Large scale flow field measurements in the wake of the Delfly, from Martínez Gallar et al. (2019)

Concerning the applicability of robotic volumetric PIV to aeroelasticity, a consid-
erable difference between the first application on the cyclist mannequin and the wake
study of the Delfly is that the wake flow is unsteady. As such, it cannot be analyzed in the
same fashion as done in Jux et al. (2018), where the LPT measurements were merged into
a combined, time-averaged measurement. Temporal averaging is generally necessary
because the particle concentration during the experiment is usually too low to extract
meaningful information based on individual particle tracks. Instead, it is common to
calculate an ensemble average of the particle tracks to obtain a statistical representation
of the flow field on a Cartesian grid (Agüera et al., 2016). An unsteady flow phenomenon
can be analyzed with this approach if a conditional average is performed, where several
measurements over a small time span are considered to perform an ensemble average.
As is the case in the study of Martínez Gallar et al. (2019), this approach is significantly
simplified when the observed flow phenomenon is periodic, which allows a phase aver-
age to be performed. This property of the flow also facilitates the combination of several
measurement volumes into one larger flow field, when the same phase angle reference
is used for all measurements. These examples illustrate that also for aeroelastic investi-
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gations in relatively large-scale subsonic wind tunnel facilities, flow field measurements
are feasible at the relevant scale for aeroelastic experiments, but the measurement capa-
bilities are currently limited to (quasi-)steady and unsteady periodic phenomena.

SURFACE PRESSURE MEASUREMENTS

In contrast to flow field measurements, surface techniques measure aerodynamic prop-
erties directly on the object under investigation. The following discussion addresses the
pressure-sensitive paint (PSP) technique for measuring surface pressure. A sketch of a
typical PSP measurement setup is shown in Fig. 2.4(a). The model under investigation is
coated with a layer of the PSP. The active element of the paint is a fluorescent molecule
that is activated by oxygen, which is immersed in an oxygen-permeable polymer binder.
This paint is then excited with a powerful light source, typically a high-intensity LED with
a wavelength in the ultraviolet band. The amount of light that is emitted by the fluores-
cent molecules is proportional to the oxygen concentration, which relates to the surface
pressure (T. Liu et al., 2005). This light emission is measured with a camera, where a
filter is used to obtain the isolated signal from the PSP. The relation between the light
intensity and the pressure is established for each paint composition by calibration in
a pressure chamber. Each pixel of the camera thus effectively acts as a pressure trans-
ducer. Through post-processing of the optical measurement data, it is thus possible to
determine the surface pressure distribution on the object in the wind tunnel with a high
spatial resolution, which is limited only by the camera resolution. An example of such
a pressure distribution that was obtained using PSP by Yorita et al. (2017) is shown in
Fig. 2.4(b). It shows the pressure coefficient distribution on the DLR-F17 delta wing con-
figuration (Schütte et al., 2010) at an angle of attack of α= 15◦. The PSP measurements
reveal a complex pressure distribution, which would be unfeasible to obtain with this
level of detail when using installed pressure sensors.

The PSP technique became established for aerodynamic testing already in the 1990’s
(McLachlan & Bell, 1995). Applications of PSP in wind tunnel tests include wings and full
aircraft models over a wide range of flow speeds, ranging from low subsonic (Brown et al.,
1997) over transonic (Klein et al., 2005) to supersonic (McLachlan et al., 1995) and hyper-
sonic applications (Nakakita & Asai, 2002). The low-speed flow regime can be identified
as particularly challenging for the application of PSP because the pressure variations that
occur in this regime are smaller, which implies that the accuracy limitations of the PSP
technique lead to larger relative errors. Another common issue of all surface techniques,
irrespective of the quantity that is measured, is the measurement error that is introduced
through the deformation or displacement of the experimental model. This error is rele-
vant when an intensity ratio is calculated between wind-on and wind-off measurements
for conducting PSP measurements, and when the measured surface data is mapped on
the three-dimensional object in post-processing. The model displacement and/or de-
formation is therefore measured experimentally in cases where these quantities are re-
quired to obtain accurate surface measurements. An optical technique that is frequently
used for this purpose is photogrammetry, which is described in the following. This com-
bination of PSP with structural measurements can be seen as the first step towards an
integrated aerodynamic and structural measurement approach based on optical mea-
surements, which is a topic that is further discussed in Sec. 2.1.3.
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(a) Sketch of a measurement setup (T. Liu et al., 2005) (b) Pressure on the suction side of a delta
wing model (Yorita et al., 2017)

Figure 2.4: Principle and application of PSP in wind tunnel testing, (a) measurement setup and components,
(b) pressure distribution on a delta wing model based on PSP measurements

2.1.2. STRUCTURAL MEASUREMENT TECHNIQUES

The following discussion provides an overview of optical field measurement techniques
for structural dynamics. The discussion is limited to photogrammetric optical tech-
niques, based on incoherent light, as only these techniques are relevant to the integrated
measurement approach that is pursued in this thesis. Photogrammetric optical tech-
niques are essentially surface detection techniques that can be distinguished depend-
ing on the type of targets that are used for the measurements and the data processing
method. The approaches that are outlined in the following are digital image correlation
(DIC), point tracking, and edge detection.

The most widely used approach for photogrammetric measurements in the wind
tunnel environment is point tracking. In this approach, individual, typically circular
targets are placed on the model under investigation and their position is reconstructed
based on the images acquired with one or, more commonly, several cameras. A schematic
of a photogrammetric measurement setup using two cameras (stereo photogrammetry)
is shown in Fig. 2.5. Using a stereoscopic setup with at least two cameras, the position of
the measured point on an object can be reconstructed in a three-dimensional space us-
ing triangulation, assuming that the placement of the cameras with respect to each other
is known from a previously performed geometrical calibration. This data processing step
is typically performed with a dedicated software tool. Given that the positions of the tar-
gets on the undeformed object under investigation are known, these measurements can
then be used to quantify the displacements of the object surface at the discrete locations
where the targets were placed.
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Figure 2.5: Principle of a stereo photogrammetry measurement setup, from Helfrick et al. (2011)

A strong asset of the photogrammetric point tracking approach, making this tech-
nique highly attractive for large-scale wind tunnel measurements, is its scalability. By
adjusting the size of the targets for tracking, this technique can be applied on any rel-
evant scale for aeronautical applications without major modifications of the measure-
ment approach, which opens a wide range of applications, from scaled-wind tunnel
tests (Schairer & Hand, 1999) to free flight (Burner et al., 2003), as reviewed by T. Liu
et al. (2012). Two examples from their review are shown in Fig. 2.6.

(a) aircraft model with target rows (b) full-scale UH-60A airloads rotor

Figure 2.6: Wind tunnel models for photogrammetric point tracking measurements, from T. Liu et al. (2012)

A remarkable example of large-scale photogrammetric measurements with an aero-
nautics application is the blade deformation study performed on a full-scale UH-60A
helicopter rotor in the 40-by-80-ft wind tunnel of the National Full-Scale Aerodynam-
ics Complex at NASA Ames by Barrows et al. (2011), shown in Fig. 2.6(b). The diameter
of this rotor is approximately 16m and the photogrammetry targets had a diameter of
around 5cm. 48 targets per rotor blade were used for photogrammetric displacement
measurements, based on which the pitch angle and the elastic bending deformation of
the four individual blades during the rotation period were determined.
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Another photogrammetric technique that can be considered for aeroelastic experi-
ments is DIC. An illustration of a stereo DIC measurement setup is shown in Fig. 2.7. The
setup for this technique is in principle the same as for the point tracking, requiring also
a geometrical calibration. The differences between the two approaches lie in the nature
of the targets on the object surface and the data processing method. For DIC, a dense
speckle pattern is applied to the surface, which consists of a fine, irregular grid of bright
spots. These speckle patterns are recorded with the cameras before and after the loading
is applied to the object. Applying a cross-correlation on small interrogation windows of
the acquired images, it is possible to determine not only a high-resolution displacement
field but also the deformation of the surface in terms of the strain field (Pan, 2018). This
additional information obtained with the DIC technique is an advantage over the point
tracking approach, where strain fields cannot be directly measured due to the relatively
low target density.

Figure 2.7: Schematic of a stereo DIC measurement setup, from Pan (2018)

The high spatial resolution of DIC makes this technique appealing for studying aeroe-
lastic phenomena. One example is the study of P. Wu et al. (2010), which investigated the
effects of different structural designs on the deformation characteristics of the flexible
flapping wings of a micro air vehicle, as shown in Fig. 2.8. While this and similar stud-
ies (e.g., Ha et al., 2015) prove that high accuracy measurements of wing displacement
and deformation can be obtained with DIC, there are only a few studies, including the
study of Banks et al. (2015), that have applied the technique in large-scale wind tun-
nel facilities. A reason for this is the scaling of the speckle pattern that is required for
the preparation of larger experimental models. The pattern needs to be magnified such
that it appears similarly in the acquired images and the same cross-correlation data pro-
cessing method can be used as in smaller-scale experiments. This, however, means that
increasing the scale of the experimental reduces the spatial resolution of the DIC mea-
surements unless it is possible to increase the camera resolution, thus diminishing the
major advantage of the DIC technique over the point tracking approach.

As the third photogrammetric measurement approach, edge detection methods can
be considered. While the measurement setup is essentially identical to the point track-
ing approach (see Fig. 2.5), this approach is used without applying targets on the ob-
ject under investigation. Instead, optical features of the object itself are tracked, which
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(a) measurement setup (b) wing deformation measurement
(reference shape shown in gray)

Figure 2.8: DIC study of a flexible flapping wing on a micro air vehicle scale, from P. Wu et al. (2010)

are typically the outer edges of the object. The fact that no targets on the experimental
model are required has its advantages for certain applications, e.g., for the study of living
animals (Heinold & Kähler, 2018). However, the amount of information that is obtained
from edge detection methods is typically smaller and less straightforward to interpret
than for point tracking data, which makes analyzing moving and deforming structures
more difficult. Applications of the edge detection method are therefore typically rigid
body motions or flexible objects with only a small number of deformation degrees of
freedom (Baqersad et al., 2017).

In summary, photogrammetric point tracking appears as the most appealing of the
discussed field measurement approaches in the context of large-scale aeroelastic wind
tunnel experiments. The density of the obtained deformation measurements is higher
and the results are easier to interpret than for the edge detection approach, while the
application of the optical targets, particularly on large experimental models, and data
analysis is simpler than for DIC measurements.

2.1.3. TECHNIQUES FOR AN INTEGRATED MEASUREMENT APPROACH
For the analysis of an unsteady aeroelastic phenomenon in a wind tunnel experiment,
an exact synchronization of all the measurements that are conducted is crucial for the
interpretation of the results. When acquiring optical measurements using several opti-
cal measurement systems simultaneously, considerable efforts would therefore have to
be spent to synchronize these measurements. For a dynamic aeroelastic characteriza-
tion, a clear advantage would be gained when both the structural and the aerodynamic
response could be characterized based on closely related optical techniques, such that
they can be realized with a single measurement and data processing system. Developing
such an integrated measurement approach is a key part of the research objective of this
thesis that was stated in Sec. 1.2. In this section, the existing measurement techniques
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that were introduced are assessed based on their suitability for integrating aerodynamic
and structural measurements in one measurement approach. The following discussion
thus provides arguments for the selection of the approach that is developed and applied
in the following chapters in this thesis.

From the optical measurement techniques that were reviewed previously, the exper-
imental practice that is currently the closest to an integrated aerodynamic and struc-
tural measurement approach is the combined use of PSP with photogrammetric point
tracking. A combination of these two techniques was used already in the 1990s at NASA
Langley (Bell & Burner, 1998). In such an approach, the PSP measurements are used
to provide insight into the aerodynamic loads on the investigated wing model while the
photogrammetry measurements facilitate a shape reconstruction of the moving and/or
deforming wing, which in turn can be used to determine structural loads. There are
however several drawbacks of this approach in the context of aeroelastic investigations.
Firstly, the use of PSP for unsteady aeroelastic interactions is not currently established in
the field. While unsteady PSP methods are currently under development, their use in the
low-speed regimes in which aeroelastic experiments are frequently performed is non-
trivial because the magnitude of the pressure variations is relatively small, which means
that the PSP techniques comes with very high relative errors for this kind of application.
Secondly, while the integration of photogrammetric point tracking into a PSP measure-
ment is straightforward in the image data acquisition stage by placing targets for tracking
on the wing model that are then detected in the PSP image, the rest of the measurement
chain cannot be integrated into one process because of the dissimilarities between the
two techniques. Both techniques require different calibrations, where the PSP needs to
be calibrated to relate the surface pressure to the measured light sensitivity while the
photogrammetry system needs a geometric calibration between the two-dimensional
image data and the three-dimensional space. This furthermore implies that the data
processing is performed with different software tools (see Fig. 2.9(a)). Finally, it should
be noted that a three-dimensional photogrammetry measurement requires at least two
cameras with the same field of view, which may be useful but is not strictly necessary
for the PSP measurements. It follows, therefore, that this combination of techniques is
not an ideal approach to performing aeroelastic analyses in low-speed, large-scale wind
tunnel tests. As a result, while this approach has been applied on flexible wings in a few
studies, for example by T. Liu et al. (2011), most existing studies have used the combined
PSP-point tracking primarily for the relatively simple problem of correcting the analysis
of the PSP images for the displacement of rigid wind tunnel models under the aerody-
namic load with the results of the photogrammetric point tracking analysis.

A different approach is therefore followed in this thesis, which is the integration of
optical flow field measurements using LPT in combination with photogrammetric point
tracking. By ensuring that the targets for the point tracking on the surface of the wing
model appear similarly sized to the flow tracer particles in the acquired images, the po-
sition, velocity, and acceleration of both flow tracers and structural markers can theoret-
ically be evaluated using the same particle (or point) tracking algorithm. Moreover, by
using two techniques that share the same measurement principle in one approach, it is
also ensured that the calibration procedure is identical and that the same data process-
ing software can be used for aerodynamic and structural measurements (see Fig. 2.9(b)).
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The general feasibility of this approach for large-scale wind tunnel investigations has
been recently demonstrated by Mitrotta et al. (2022), using the STB algorithm for track-
ing both flow tracer particles and structural markers on a flat plate in a wind tunnel en-
vironment. The image data of the flow tracers and the structural markers were hereby
separated by applying temporal filters to the image data. As the time scale of the fluid
motion is smaller than the time scale of the structural motion, a high-pass filter could be
used to isolate the flow data and the reverse operation was performed with a low-pass
filter to obtain image data that contains the isolates structural measurements. The key
differences between the combined use of PSP and photogrammetry and the integrated
use of LPT for aerodynamic and structural measurements are visualized in Fig. 2.9.

(a) combined measurement approach with PSP and point tracking

(b) integrated measurement approach with LPT and point tracking (used in this thesis)

Figure 2.9: Combination of aerodynamic and structural measurements into one measurement approach
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One major difference between the two approaches is the aerodynamic output data,
which is flow field data in the case of integrated LPT and photogrammetry measure-
ments. This means that the aerodynamic loads need to be determined by post-processing
of the flow field measurements using physical relations between the flow field and the
acting loads. The existing methods for this aerodynamic characterization step are dis-
cussed in the following Sec. 2.2.1.

2.2. AEROELASTIC LOADS DETERMINATION BASED ON OPTI-
CAL MEASUREMENTS

This section covers, in two respective subsections, the aerodynamic and structural loads
determination based on the optical measurements that are obtained with the integrated
approach. In particular, this involves the aerodynamic loads being inferred from the
measurements of the flow velocity field and the structural loads being inferred from the
discrete displacement measurements. For both loads determination procedures, aero-
dynamic as well as structural, a significant body of research exists of which an overview
is presented. However, for the specific cases that are relevant to this thesis in terms of
the input data that originates from the integrated measurements and the application to
aeroelasticity, there are currently no existing standard procedures.

2.2.1. AERODYNAMIC LOADS DETERMINATION
In the context of aeroelasticity, an aerodynamic characterization involves the determina-
tion of the dynamically varying aerodynamic loads that act on lifting structures, such as
wings or rotor blades. For the characterization of slender wings, the aerodynamic force
is typically analyzed per wing section and split into two components, the sectional lift
force L′, acting perpendicular to the direction of the inflow U∞, and the sectional drag
force, D ′ in the direction of the inflow, as shown in Fig. 2.10.

Figure 2.10: Sketch of a wing section with forces and coordinate system

In most aeronautics applications, the design operating conditions of wings impose
that the angle of attack α between the inflow and the chord line c of the wing section is
small, to ensure attached flow conditions under which the lift is much larger than the
drag (typical values of the lift-to-drag ratio L′/D ′ are around 100, see Abbott et al., 1945).
Considering the research objective of this thesis, the focus of this section will therefore
be on the determination of the lift force as the dominant force in aeroelastic interactions,
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and the surface pressure, which is related to the lift as shown in the following.
One approach to determining the aerodynamic force on an object is by integrating

the pressure and shear stress distributions over the surface. Applying this procedure to
a wing section, the force normal to the chord line, per unit span, N ′, is obtained, when
working in the coordinate system of the wing section (see Fig. 2.10):

N ′ =
∫ c

0

(
ppressure −psuction

)
d x +

∫ c

0

(
τpressure

d ypressure

d x
+τsuction

d ysuction

d x

)
d x . (2.1)

The second term in Eq. (2.1) is negligible for thin wings because the surface gradient
is small and the shear stress τ is much smaller than the pressure in the flow regime that
is relevant for aeronautics. The pressure difference between the lower (pressure) and the
upper (suction) side is therefore the main contributor to the normal force.

The normal force is related to the lift and drag through the angle of attack:

N ′ = L′ cosα+D ′ sinα , (2.2)

where, for wings with L′ ≫ D ′ at small angles of attack (assuming that cosα≈ 1), the first
term is several orders of magnitude larger than the second. It is therefore customary to
assume that N ′ ≈ L′, which means that the following relation between lift and pressure
is obtained (Katz & Plotkin, 2001):

L′ =
∫ c

0

(
plower −pupper

)
d x . (2.3)

In a wind tunnel experiment where flow velocity measurements are performed, the
surface pressure has to be inferred from the flow field measurement in a post-processing
scheme. Some approaches to perform this calculation are discussed in the following. A
different way to determine the aerodynamic forces from the flow field measurement is
the use of control volume approaches, which are discussed subsequently. In these ap-
proaches, the lift force is obtained without requiring knowledge of the surface pressure
distribution.

FLOW FIELD-BASED SURFACE PRESSURE DETERMINATION

A relation between the static pressure p and the flow velocity u in an incompressible flow
field is given by the Navier-Stokes momentum equation in the differential form (Batche-
lor, 1967):

∇p =−ρ
(
∂u

∂t
+ (u ·∇)u

)
+µd∇2u . (2.4)

It should be noted here that the implementation of this relation between the pres-
sure and the measured flow velocity field is far from straightforward. The right side of
Eq. 2.4 poses demanding requirements on the flow field measurement because the tem-
poral and all spatial gradients of the flow field have to be measured accurately to be able
to calculate the pressure gradient. To determine the pressure field, the pressure gradi-
ent then needs to be integrated numerically throughout the field from a reference point
where the static pressure is known. Several authors have used such spatial integration
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approaches to determine the pressure field in the past (e.g., Baur and Könteger, 1999;
Haigermoser, 2009; X. Liu and Katz, 2006), in studies that were mostly based on planar
PIV measurements. More recently, Jux et al. (2020) used a similar approach to determine
the time-averaged surface pressure on objects based on large-scale LPT measurements.

A related approach for the pressure field determination is the use of the Poisson
equation for the pressure calculation (Gurka et al., 1999). In this approach, the diver-
gence of Eq. (2.4) is taken, which results in the following expression:

∇2p =−ρ∇· (u ·∇)u . (2.5)

An advantage of this approach is that the temporal gradient and viscous terms drop
out of the equation, as the mass conservation enforces a divergence-free velocity field
in incompressible flow (∇ ·u = 0). Fujisawa et al. (2005) demonstrated the use of the
Poisson approach to determine the loads on an unsteady cylinder, however without pro-
viding a detailed accuracy assessment. A more detailed study of the performance of this
approach was conducted by de Kat and van Oudheusden (2011), who analyzed the tur-
bulent wake flow of a square cylinder; the vorticity field measured with PIV and the pres-
sure field obtained with the Poisson approach are shown in Fig. 2.11(a) and 2.11(b), re-
spectively. In their study, a reasonable agreement (RMS error within 5%) between the
PIV-based pressure fluctuations and the measurements with two pressure sensors that
were installed on the cylinder was observed.

(a) vorticity field measured with PIV (b) PIV-based pressure field

Figure 2.11: PIV-based pressure in the wake of a square cylinder, from de Kat and van Oudheusden (2011)

In contrast to the complex and potentially case-dependent, computationally expen-
sive numerical integration schemes of the pressure gradient based on Eq. (2.4) (e.g.,
Wang et al., 2019), numerical solvers for the Poisson equation are standard tools in nu-
merical analysis (Hoffman & Frankel, 2018). For this practical reason, the Poisson ap-
proach has found a more widespread use than the pressure integration, while none of
the methods exhibits significant advantages over the other in terms of the accuracy of
the pressure result (van Oudheusden, 2013).
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One commonality of the pressure integration and the Poisson approach is that a ref-
erence pressure value has to be known at one or several locations on the boundary of
the measured flow field to obtain the pressure field (Dirichlet boundary condition). This
reference pressure is usually calculated from the flow field using Bernoulli’s equation:

∂Φ

∂t
+ 1

2
V 2 + p

ρ
= const. , (2.6)

where Φ is the velocity potential, defined by the relation u =∇Φ, V is the velocity mag-
nitude, p is the static pressure and ρ is the fluid density at a given location in the flow
field. Bernoulli’s equation is valid everywhere in the flow field in incompressible, invis-
cid, and irrotational flow conditions. If the flow is additionally steady, Eq. (2.6) can be
further simplified by ignoring the first term. When the static pressure in the undisturbed
freestream p∞ is known, an algebraic relation between the local flow velocity magnitude
and the pressure can be given:

p = p∞+ 1

2
ρ

(
U 2

∞−V 2) , (2.7)

or in terms of the pressure coefficient Cp

Cp = p −p∞
1
2ρU 2∞

= 1−
(

V

U∞

)2

. (2.8)

The advantage of the use of this straightforward relation over the pressure determi-
nation based on the Navier-Stokes equation (Eqs. (2.4) or (2.5)) is that it is much less
prone to measurement errors in the flow field because the requirements on the flow
field measurement are relaxed, as only the local velocity magnitude is required, instead
of all velocity components and gradients. The drawback of this approach is the limited
applicability of Bernoulli’s equation, which has inspired several researchers to perform
a domain partitioning of the flow into regions where the flow conditions are such that
Eq. (2.8) may be applied and the remaining domain where the pressure is determined
using the pressure integration or Poisson approaches (Jux et al., 2020; Kurtulus et al.,
2006).

The flow around a wing can be treated as mostly inviscid and irrotational, with the
important exception of the boundary layer and potentially regions of separated flow near
the surface of the wing or in the wake. This fact has been exploited by Ragni et al. (2009)
to determine the surface pressure on a wing section from PIV measurements without us-
ing the Navier-Stokes equations, as shown in Fig. 2.12. In this study, the flow speed was
outside the incompressible regime, such that the isentropic flow relations were used to
determine the pressure from the flow velocity, which, similar to Eq. (2.8), provide an al-
gebraic relation between the two quantities. The remaining problem of determining the
surface pressure was then approached by an extrapolation of the pressure from the flow
near the surface towards the actual surface pressure, which the authors performed as
shown in Fig. 2.12(c). Special attention in such an approach is required in those regions
where no (or erroneous) flow measurements are available or where the presence of the
boundary layer violates the assumptions of the physical relation between flow velocity
and pressure that was used.
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(a) flow field measurement (b) PIV-based pressure field

(c) extrapolation of the PIV-based surface pressure (black) in comparison to sensor data (red dots)

Figure 2.12: PIV-based surface pressure determination on a transonic wing, from Ragni et al. (2009)

In aeroelastic wind tunnel tests, the flow velocity is often low subsonic, justifying the
incompressible flow assumption, which means that Bernoulli’s principle is a suitable
approach to determine the surface pressure on a wing with attached flow conditions.
However, a problem is that aeroelastic phenomena are usually unsteady, which means
that the temporal gradient of the velocity potential may contribute significantly and can-
not always be neglected in Eq. (2.6). As the determination of the velocity potential is not
straightforward based on experimental measurement data, some authors have chosen to
neglect this term without any further consideration despite a degree of unsteadiness in
the flow (Kurtulus et al., 2006). However, Villegas and Diez (2014b) have shown that this
approach can lead to significant errors. Therefore, a particular challenge for unsteady
aeroelastic phenomena lies in employing a robust and accurate method to model the
effect of the unsteady term on the surface pressure in case Bernoulli’s equation is used.
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FLOW FIELD-BASED LIFT FORCE DETERMINATION

As an alternative to the spatial integration of the surface pressure, the aerodynamic force
can be calculated directly from the flow field data using a control volume approach. The
physical foundation for this approach is the Navier-Stokes momentum equation in its
integral form which is applied to a fluid volume that fully encloses the object under in-
vestigation. Assuming an incompressible flow with constant density around an imper-
meable object, the following equation provides the relation between the instantaneous
force F (t ) on the object and the fluid dynamic quantities of a stationary control volume
VC surrounding it:

F (t ) =−ρ
Ñ

∂u

∂t
dVC −ρ

Ï
(u ·n)udSC −

Ï
pndSC +

Ï
τ ·ndSC , (2.9)

where SC is the surface that bounds the control volume, with n being the vector normal
to it. The specific use of this equation for the determination of aerodynamic forces based
on PIV measurements of the flow field was introduced by Unal et al. (1997) and has since
been applied in several other studies. One example is the study of Kurtulus et al. (2006),
who used this approach to determine the unsteady aerodynamic lift and drag forces that
act on a square cylinder, as shown in Fig. 2.13.

(a) control volume around a square cylinder

(b) unsteady lift coefficient (c) unsteady drag coefficient

Figure 2.13: Forces on a square cylinder with the control volume approach, from Kurtulus et al. (2006)
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The lift and drag force coefficients that are shown with black lines in Fig. 2.13(b) and
Fig. 2.13(c), respectively, are split into their respective components according to the dif-
ferent terms in Eq. (2.9). The shear stress term is not shown, because its contribution is
negligible in high Reynolds number flow when the control volume boundaries are not
placed directly at the object surface, as verified in the study by Kurtulus et al. (2006).
The first term that is shown is the unsteady term (indicated by red lines in Fig. 2.13(b)
and Fig. 2.13(c)), which is obtained by integrating the acceleration field over the con-
trol volume. Because this term is the only one that requires a volume integration, other
researchers have derived a different expression for this term (derivative moment trans-
formation, J.-Z. Wu et al., 2005) that depends only on the flow velocity at the surface
of the volume, under the assumption that the volume of the object in the flow is small
compared to the control volume (see Mohebbian and Rival, 2012). This relaxes the re-
quirement on the flow field measurements, which are typically most difficult to obtain
in the vicinity of the object under investigation due to light reflections and limited opti-
cal access. The second term is the convection term (indicated by green lines), which is
calculated in a relatively straightforward way from velocity measurements at the control
surface. More problematic is the third term on the right-hand side of Eq. (2.9), which is
the pressure term (blue lines). Because the pressure on the control surface is not mea-
sured with PIV, it has to be calculated with the methods that were discussed in the previ-
ous section, which presents a significant additional post-processing effort. Despite this
complication, the control volume approach based on Eq. (2.9) has been applied suc-
cessfully in several studies of wings in steady and unsteady flow conditions (David et al.,
2009; Gharali & Johnson, 2014; van Oudheusden et al., 2007; Villegas & Diez, 2014a).

To avoid the potential source of error that the additional data processing step of the
pressure determination implicates, multiple vorticity-based formulations of the Navier-
Stokes momentum equation for the determination forces based on flow velocity mea-
surements were derived by Noca et al. (1997, 1999). In all of these formulations, the aero-
dynamic force is determined without requiring an explicit determination of the pressure.
The most interesting vorticity-based formulation is the flux equation from Noca et al.
(1999), which is given for thin, impermeable objects as:

F (t ) = ρ
Ï

n ·γfluxdSC , (2.10)

where the vorticity flux vector γflux is defined as

γflux =
1

2
u2I +uu − 1

2
u(x ×ω)+ 1

2
ω(x ×u)

−1

2

[(
x · ∂u

∂t

)
I −x

∂u

∂t
+2

∂u

∂t
x
]

+1

2
[x · (∇·τ) I −x (∇·τ)]+τ ,

(2.11)

whereω=∇×u is the vorticity field, I is the identity matrix and x is a coordinate vector.
This implementation of the control volume approach has been applied in several

studies (e.g., DeVoria et al., 2014; DeVoria and Ringuette, 2013), including multiple stud-
ies on unsteady wings (Simão Ferreira et al., 2011; Sterenborg, van Zuijlen, et al., 2014).
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However, a drawback of this approach is that, despite avoiding the explicit determina-
tion of the pressure, the requirements on the flow field measurements are not signif-
icantly reduced compared to the conventional control volume formulation. The rea-
son for that is that the vorticity-based formulation requires the evaluation of additional
terms that include higher-order gradient operations and multiplications, which are prone
to the amplification of measurement errors. In the comparative study of Rival and van
Oudheusden (2017), it was therefore concluded that none of the two approaches has a
clear advantage over the other in terms of a relaxation of the requirements on the flow
field measurement or the required post-processing efforts.

A different method to determine the lift from flow field measurements is by applica-
tion of the Kutta-Zhukovsky theorem (see Anderson Jr., 2011, chapter 3), which relates
the section lift to the circulation Γ around an object:

L′ = ρU∞Γ . (2.12)

The circulation is defined as the integral of the velocity along a closed contour C
around the object, which is related to the surface integral of the enclosed vorticity ac-
cording to Stokes’ theorem:

Γ=−
∮

C
u ·d s =−

Ï
ω ·dSC . (2.13)

The circulation around a wing section, and hence the section lift, can thus be ob-
tained from a measured flow field with a line integral of the velocity around the wing
section, with the only additional requirements being the knowledge of the fluid density
and the freestream velocity. As this straightforward method requires no spatial deriva-
tion of the PIV velocity measurements, it is less prone to measurement errors than the
control volume methods. Consequently, the lift determination using PIV measurements
based on the Kutta-Zhukovsky theorem has been applied successfully in different stud-
ies of static wings (e.g., T. Lee and Su, 2012; Lind et al., 2014).

Although the circulation theorem was originally derived under the conditions of ir-
rotational and inviscid flow, it was found to yield results that are in good agreement with
validation data also for flows around wings with moderate amounts of flow separation
and unsteadiness (Sharma & Deshpande, 2012; Sterenborg, Lindeboom, et al., 2014).
When considering the presence of vorticity in a rotational flow field, it can be concluded
that the choice of the circulation contour becomes important in such a scenario as a
direct consequence of Eq. (2.13). This is in contrast to the analysis of irrotational flows
with the Kutta-Zhukovsky theorem, and to the control volume approaches in general,
where the result for the aerodynamic force would be theoretically independent of the
choice of the integration contour, such that it can be selected to introduce the small-
est amount of measurement errors into the load determination procedure by using the
measurement data with the smallest amount of measurement uncertainty. The effect
of the integration contour on the result for the lift for viscous flow around a wing sec-
tion was analyzed in detail by Olasek and Karczewski (2021), who compared the lift re-
sulting from various integration contours with the ground truth in computational fluid
dynamics (CFD) simulation data. They observed that a lift plateau forms when system-
atically varying the contour size, with the lift dropping sharply when the contour is lo-
cated (partly) in the boundary layer and slowly dissipating when the contour is placed at



2

32 2. BACKGROUND

a large distance from the wing. Consequently, they concluded that the integration con-
tour corresponding to the maximum value for the lift from this plateau should be used,
where lift variations due to measurement errors need to be excluded. A result from their
study is presented in Fig. 2.14, where a comparison of the lift of a wing section from the
Kutta-Zhukovsky theorem with the CFD ground truth at various angles of attack and two
different Reynolds numbers is shown. The agreement between the curves is very good
(differences consistently below 2%), even when the wing is in full stall for α≥ 14◦.

Figure 2.14: Comparison of the lift coefficient as determined with the Kutta-Zhukovsky theorem CLci r c
with

the ground truth CLC F D for the flow around a wing section at various angles of attack for two different Reynolds
numbers, from Olasek and Karczewski, 2021

While the preceding discussion demonstrates that the Kutta-Zhukovsky theorem can
be considered the preferred approach to determine the lift force on wings from mea-
sured flow field data in steady flow conditions, the unsteady effects that occur on mov-
ing wings or wings in unsteady inflow are not captured by Eq. (2.12). Some authors have
previously attempted to account for these effects using relatively simple physical models
(Sterenborg, Lindeboom, et al., 2014; Yuan & Olinger, 2005), for example by using a po-
tential flow model of the wing with a lumped vortex approximation of the wing section.
Improvements over the quasi-steady formulation were observed in those studies, but a
systematic assessment of these approaches based on experimental flow field measure-
ments has not been performed.

A further load parameter that is of relevance in an aeroelastic characterization, which
is closely related to the lift, is the pitching moment. While the moment determination
is trivial when the pressure distribution is known, and alternatively can be determined
with a control volume approach in a similar fashion as the lift (Chin & Lentink, 2019), its
determination based on the circulation is currently not a standard practice.
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2.2.2. STRUCTURAL LOADS DETERMINATION
When considering the role of experimentation in structural mechanics in the context of
aeronautics, it should be noticed that a numerical structural model that is based on the
model geometry usually exists already from the early design stages onward. Experiments
are therefore typically conducted to provide reference data that can be used to validate
or “update” these models. In practice, this means that the mass and stiffness parameters
of the model are adjusted to match the experimental data, and/or the fidelity of the nu-
merical model is increased when necessary. In the context of aeroelasticity in particular,
numerical prediction models are used from early design stages onward to estimate the
aeroelastic loads for the design and sizing of the components of an aircraft. The struc-
tural models that are used for aeroelastic predictions in the earlier phases of the design
process are low-order models, where the entire aircraft (“stick” models, see Fig. 2.15) or
complex parts, such as the wings, are simplified to one-dimensional beam structures
(Murua et al., 2012; Riso & Cesnik, 2022; Stodieck et al., 2018).

Figure 2.15: Illustration of a low-order structural model of an aircraft, adapted from Rommel and Dodd (1984)

Experimental data of the structural deformation under aeroelastic load that is ob-
tained from optical measurements can thus be used for a comparison with the structural
response results of the performed aeroelastic simulation. However, for the research of
this thesis, it is part of the objective to perform an aeroelastic characterization based on
the experimental data. This means that the structural deformation measurements need
to be post-processed to derive the acting structural loads, which is an effort similar to the
previously discussed procedures for the aerodynamic load determination. Two different
types of structural loads are involved when performing an aeroelastic characterization,
which are the elastic and inertial loads. A discussion of the possible approaches to per-
forming the dynamic load determination is given in the following for both loads, elastic
and inertial. For the determination of the respective loads, a numerical model of the
mass (for inertial loads) and the stiffness (for elastic loads) of the structure is required.
Considering the previously described context of aeroelastic simulation models, the com-
plexity of the numerical structural models that are used within the scope of this thesis is
limited to simple beam models.



2

34 2. BACKGROUND

ELASTIC LOADS DETERMINATION

The elastic loads determination based on discrete deformation measurements with a
simplified structural model is illustrated in the following using the simple example of a
one-dimensional Euler-Bernoulli beam model. Here, the relation between the deflection
of the beam w along the beam coordinate z and an applied load q is given by the Euler-
Bernoulli equation:

q(z) = d 2

d z2

(
E I (z)

d 2w(z)

d z2

)
, (2.14)

where E I is the flexural rigidity of the beam. This stiffness property needs to be known to
be able to perform the elastic loads determination and can be derived from high-fidelity
models of the structure or tests in the laboratory. Equation (2.14) states that the un-
known external load on a beam is related to the fourth spatial derivative of the deflection.
Considering the presence of random measurement errors, it is assumed that Eq. (2.14)
cannot be applied directly to the measurement data when considering the amplifica-
tion of the errors that are connected to the spatial differentiation of the sparse, discrete
deformation measurements obtained with the point tracking approach.

One possible approach to determine the structural loads from optical deformation
measurements is to perform an inverse modeling of the structure. Here, it is not at-
tempted to derive the elastic loads directly from the deformation measurements, but
instead, the solution of the structural model that best matches the experimental obser-
vations is found with an optimization (Gherlone et al., 2018). It should however be noted
that most published literature on the subject of inverse structural modeling for loads and
shape reconstruction is concerned with the analysis of experimental measurements of
strain using installed sensors with the purpose of structural health monitoring (Tessler,
2007).

An inverse modeling approach that can be implemented regardless of whether the
experimental measurement data is in terms of strain or deformation is by expressing the
unknown external load on the structure with a limited number of degrees of freedom, for
example using polynomials where the coefficients are the optimization variables (Gher-
lone et al., 2014). This approach can be considered to be more robust to experimental
measurement errors than a direct loads estimation when the number of unknown vari-
ables is conform to the amount of measurement information that is available from the
experiment. In an aeroelastic context, this approach to the loads determination can be
implemented by performing an optimization for the unknown aerodynamic load that is
applied to the structure, as first demonstrated experimentally by T. Liu et al. (2002) for
a simplified beam structure. Among the few studies that have attempted to perform an
aeroelastic loads determination based on such optical deformation measurements is the
work of Roy et al. (2006), the results of which are visualized in Fig. 2.16. This study used
a photogrammetry system to track the dynamic aeroelastic deformations of a thin flat
plate under unsteady aerodynamic loading. Based on an analytical structural model of
the plate geometry, an unsteady force distribution on the plate undergoing limit-cycle
oscillations was determined. However, the authors did not provide an accuracy analysis
of the determined loads but suggested further research on this method. Since then, this
approach has not found widespread application in aeroelastic wind tunnel testing.
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Figure 2.16: Deformation measurements (not to scale) and inversely determined loads, from Roy et al., 2006

In summary, it can be stated that the determination of elastic loads based on opti-
cal measurements is not common practice in the context of experimental aeroelasticity.
Based on published literature, a viable approach is to use a beam model in combination
with an inverse modeling approach, which related the structural response to the loading
that is expressed in terms of a limited number of degrees of freedom.
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INERTIAL LOADS DETERMINATION

When a structure is undergoing dynamic deformations, it experiences inertial loads in
addition to the elastic loads. The inertial force per unit length, I ′ can be given in the
following form for a one-dimensional beam:

I ′(z, t ) =µm(z)
∂2w(z, t )

∂t 2 . (2.15)

If an accurate mass distribution of the structure is available, the linear mass of the
beamµm is known. The inertial force can in this case be obtained from measurements of
the beam’s acceleration, i.e., the second temporal derivative of the deflection. In aeroe-
lastic wind tunnel testing, acceleration is one of the most frequently measured quanti-
ties through the use of accelerometer sensors installed inside the experimental model.
In the context of optical measurements, measuring the acceleration may be considered
challenging because the quantity that is measured optically is either the displacement
or the local deformation. This means that two temporal derivatives have to be applied
to the experimental data to obtain the acceleration. Similar to the considerations for
the determination of the elastic load, the differentiation of the experimental data, which
is typically performed using a finite difference scheme, is impaired by the presence of
random measurement errors. However, two decisive factors make the determination
of the inertial load based on deformation measurements considerably more attainable
than the elastic load. The first factor is that the double-differentiation that is required
for the inertial load determination is less critical in terms of the error amplification than
the quadruple-differentiation that would be required for Eq. (2.14). The second factor
is that the required differentiation is temporal and not spatial, which implies that the
error amplification does not relate to the spatial resolution of the tracked points, but
to the temporal resolution of the measurements. In the integrated measurement ap-
proach, high-speed cameras with frame rates of several kilohertz are used because these
are required for the aerodynamic measurements. It thus assumed that the temporal res-
olution of the optical measurements is high enough to make use of commonly available
temporal filters for obtaining the acceleration (see, e.g., Black et al., 2010; Walker et al.,
2009; P. Wu et al., 2010). This makes the determination of the inertial loads from defor-
mation measurements obtained with the integrated optical approach considerably less
challenging than the determination of the elastic loads.

2.3. IMPLEMENTATIONS OF THE AEROELASTIC CHARACTERIZA-
TION

In this section, the implementation of an aeroelastic characterization in an experimen-
tal framework is described. An experimental aeroelastic characterization involves the
quantification of the three forces in Collar’s triangle based on measurements performed
in a wind tunnel. It is therefore a data processing step that follows after the aerodynamic
and structural loads determination described in the previous section (see Fig. 1.8). The
quantification of Collar’s triangle of forces based on aerodynamic and structural mea-
surements can be implemented in two different ways that are both outlined in this sec-
tion, and applied in Chapter 4 and Chapter 5 of this thesis, respectively.
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Generally, when analyzing an aeroelastic problem, it is common to formulate the
equations of motion, which can be given in the following form:

(M +Maero) ξ̈+ (C +Caero) ξ̇+ (K +Kaero)ξ= Fexternal . (2.16)

Here, the matrices M , C , and K relate to the structural properties of mass, damping, and
stiffness, respectively, while the vector ξ contains the degrees of freedom of the aeroe-
lastic system. The contribution of the aerodynamics in the equations of motion is split
into three components via the introduction of the aerodynamic (added) mass Maero, the
aerodynamic damping Caero, and the aerodynamic stiffness matrix Kaero. The external
force on the right side of Eq. (2.16) contains all remaining force contributions, for exam-
ple due to propulsion, gust excitation, and gravity.

In the context of an experimental characterization, the aerodynamic loads, including
the loads occurring due to gust excitation or control surface deflection, are determined
as one force, which may be labeled as A. Similarly, the structural inertial contribution
M ξ̈ can be labeled as I . The remaining structural load components due to stiffness and
structural damping may then be labeled as C ξ̇+Kξ = E . The structural damping, ac-
counted for through the matrix C , is usually small for typical structures and may be ne-
glected. When also neglecting the other sources of external forces, the following expres-
sion results:

A+E + I = 0, (2.17)

which states that the sum of the forces in Collar’s triangle is zero. This formulation is
very useful in the context of an experimental aeroelastic characterization where these
three forces are attempted to be analyzed individually. When all forces have been deter-
mined experimentally, the three forces can be added together and Eq. (2.17) can be used
to perform an accuracy assessment of the measurement approach by quantifying the
measurement residual, which is the difference of the sum from zero. This first approach
to an aeroelastic characterization is visualized in Fig. 2.17 and applied in Chapter 4 of
this thesis, in the context of a proof of concept study for the aerodynamic and structural
loads determination method.

Figure 2.17: aeroelastic characterization approach applied in Chapter 4 of this thesis
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As a second, alternative approach to an aeroelastic characterization, Eq. (2.17) can
be used to calculate the third aeroelastic force in a situation where two of the forces
have been determined experimentally, while the third force is more difficult to determine
from experimental measurements. When considering the discussion of the previous sec-
tions, this typically applies to the elastic force, which requires the largest structural mod-
eling effort for its determination based on optical measurements. Using Eq. (2.17), the
elastic force can thus also be evaluated using the previously determined aerodynamic
and inertial forces. This approach, visualized in Fig. 2.18, is followed in Chapter 5 for
the aeroelastic characterization study of a highly flexible wing. Theoretically, a similar
approach could be implemented that determines the aerodynamic force implicitly us-
ing only structural measurements. The development of such an approach is however
outside of the scope of this thesis.

Figure 2.18: aeroelastic characterization approach applied in Chapter 5 of this thesis
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In this chapter, the rigid body motion and unsteady aerodynamic loads of a pitching wing
model that features an actuated trailing edge flap are determined based on integrated op-
tical measurements with a Lagrangian particle tracking system. The flow field measure-
ments are obtained by tracking HFSB flow tracers, while the structural measurements are
performed by tracking markers on the model surface. The unsteady angle of attack and
flap deflection angle of the wing are determined from the marker tracking data by fitting a
rigid body model, that accounts for the motion degrees of freedom of the wing, to the mea-
surements. For the determination of the unsteady aerodynamic loads from the flow field
measurements, two different approaches are evaluated, which are both based on unsteady
potential flow theory and produce results that are in good agreement with the reference
measurements from pressure transducers.

Parts of this chapter have been published as: Mertens, C., Sciacchitano, A., van Oudheusden, B. W. and Sodja,
J. (2021). An integrated measurement approach for the determination of the aerodynamic loads and structural
motion for unsteady airfoils. Journal of Fluids and Structures, 103, 103293.
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3.1. BACKGROUND
This chapter demonstrates a novel experimental approach that facilitates non-intrusive
measurements of the structural motion and the aerodynamic loads that act on moving
and/or deforming wings. As discussed in the previous chapter, optical measurement
techniques for aeroelastic wind tunnel testing have already received considerable atten-
tion in the published literature. However, until now, the characterization of the structural
and the aerodynamic response requires the simultaneous application of either multiple
diagnostic techniques or multiple data processing tools. This complicates the experi-
mental setup and increases the data processing effort and therefore limits the amount of
information that can be extracted from the experiment. To relieve this complication, it
was recently demonstrated that the STB algorithm of Schanz et al. (2016) is, in addition
to the tracking of flow tracer particles, also suitable for tracking circular structural mark-
ers, and can therefore be used in a photogrammetric point tracking approach (Mitrotta
et al., 2022). The same measurement principle is followed in this chapter to obtain si-
multaneous measurements of the unsteady flow field and structural marker positions
on a pitching wing with an actuated flap. Subsequently, the unsteady angle of attack and
flap deflection angle are determined from the measured marker positions using a regres-
sion approach based on the two degrees of freedom of the rigid body wing/flap motion,
and the measurements of the unsteady flow field are used to determine the aerodynamic
response in terms of the lift, pitching moment and surface pressure distribution based
on unsteady potential flow theory. The results for the structural measurements are val-
idated with the input signals of the actuators that produce the rigid body motion. The
aerodynamic load results are compared to reference data based on measurements with
differential pressure transducers.

3.2. EXPERIMENTAL SETUP AND PROCEDURES

3.2.1. WIND TUNNEL SETUP

The experiments are conducted in the Open Jet Facility (OJF) at the Delft University of
Technology. The OJF is an open test section, closed return wind tunnel with an octago-
nal outlet (2.85m×2.85m) and a nominal freestream turbulence intensity of 0.5%. For
the experiments, the wind tunnel is operated at a freestream velocity of U∞ = 5.6ms−1

(Reynolds number Re = ρU∞c/µd = 150,000), and the investigated wing model is mounted
vertically in the test section. The rectangular wing (chord length c = 0.40m, span width
s = 1.45m) is equipped with two circular end plates, where the top plate is attached to
a support frame and the bottom plate is mounted on a steel frame that also holds the
pitching mechanism. The latter controls the angle of attack oscillationsα(t ) of the model
around the pitch axis, which is located at x/c = 0.3125. The pitching motion is described
by α(t ) =αm +αamp sin(2πt/T ), where αm is the mean angle, αamp is the amplitude and
T is the period of the pitching motion. The pitching frequency is fp = 0.39Hz, meaning
that the length of the period is T = 2.55s. This corresponds to a reduced frequency of
k = fpπcU−1∞ = 0.09, which is in the unsteady aerodynamics regime (Leishman, 2006).
The setup is mounted on a rotation table that allows setting the mean angle. The main
parameters of the experimental setup are summarized in Table 3.1. All relevant compo-
nents of the wind tunnel setup are shown in Fig. 3.1.
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Table 3.1: Overview of the experimental parameters

Parameter Symbol Value

Freestream velocity U∞ 5.6ms−1

Chord length c 0.40m
Span width s 1.45m

Reynolds number Re 150,000
Motion period T 2.55s

Reduced frequency k 0.09
Mean angle αm 0.25◦

Pitch amplitude αamp 4.00◦

Figure 3.1: Photo of the experimental setup in the wind tunnel test section, looking upstream

3.2.2. WING MODEL
The experimental model is a rigid wing with a NACA 0018 airfoil featuring a movable
trailing edge flap that is hinged at x/c = 0.75, as illustrated in Fig. 3.2. The design of this
model has been motivated in relation to the general framework of the “Smart Rotor” con-
cept (Barlas & van Kuik, 2010), which aims at reducing construction, maintenance, and
operation costs of wind energy systems by reducing the peak loads in wind turbine op-
eration via active shape modification of the rotor blades. The model is equipped with
24 Honeywell HSCS-RRN-1.6MD-SA5 differential pressure transducers (measurement
range ±160Pa, nominal accuracy ±4Pa) that are installed inside the model and con-
nected to 48 surface pressure taps. The taps are located along a diagonal line oriented at
15◦ with respect to the inflow direction to reduce the effect of the upstream sensors on
the downstream measurements. The sensors are used to measure the pressure difference
between the model’s top and bottom surfaces at specific chordwise positions. These
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measurements are used as a reference for the flow field-based load determination. The
procedure to generate the reference data from the pressure transducer measurements is
described in Sec. 3.2.4. The active load reduction capabilities of the model are provided
by a controller that acts based on the aerodynamic load measured using only 8 of the 24
differential pressure sensors to improve the response time, as discussed in detail by Fer-
nández Barrio et al. (2020). The measured sensor signals are integrated over the chord
using a trapezoidal integration scheme to provide an estimate of the instantaneous lift
force (see Eq. (2.3) in Sec. 2.2.1). Based on the measured lift, the controller sends a signal
to a JR DS8711HV servomotor, which is mounted on the bottom end plate and attached
to the movable trailing edge flap, to counteract the unsteady loads induced by the pitch-
ing of the model, to maintain a constant value of the lift.

Figure 3.2: Illustration of the wing model with pressure tap locations (indicated in red) and marker grid

To perform the optical measurements of the structure, the wing model is painted
black with a rectangular grid of 56 white markers (diameter 1.5mm, spacing 35mm)
located between 0.35 < x/c < 1 and below the line of pressure sensors at mid-span, as
shown in Fig. 3.2. The location of the pitch axis and the flap hinge are indicated in
Fig. 3.2 as well, along with the positive direction of rotation for the angle of attack α

and the flap deflection angle δ. To prevent laminar boundary layer separation near the
leading edge, a zig-zag turbulator strip (thickness 2mm, width 12mm, pitch 60◦) is in-
stalled on both sides of the wing at x/c = 0.1. Results from two different experimental
test cases are analyzed, one where the flap is fixed with respect to the wing and one with
actuated trailing edge flap. The phase-averaged lift coefficient, Cℓ = L′( 1

2ρU 2∞)−1, calcu-
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lated from the measurements with the differential pressure transducers acquired over a
total of 45 motion periods, is shown in Fig. 3.3 for the pitching wing with fixed flap and
with the flap actuated by the controller. The error bars indicate the standard deviation
of the phase-averaging procedure. With the employed controller settings, a reduction in
the magnitude of the unsteady loads of about 80% is achieved, while the standard devia-
tion is increased by about 40% due to the period-to-period variation in the flap motion,
which is introduced by the controller as a result of the measurement noise in the pres-
sure sensors signals.
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Figure 3.3: Phase-averaged lift coefficient over the period for the pitching wing with fixed and actuated flap

Integrated optical measurements are conducted for both test cases. For the test case
with actuated flap, a separate test was performed on the pitching wing, where the con-
troller output, which is the servomotor input signal, is stored. The recorded controller
output is then phase-averaged and imposed on the servomotor during the optical mea-
surements, which means that when the measurements are acquired for the test case with
actuated flap, the controller itself is not active. This procedure improves the periodicity
of the flap motion and prevents spurious flap deflection behavior when the pressure taps
would become contaminated by the HFSB seeding.

3.2.3. LAGRANGIAN PARTICLE TRACKING SYSTEM

The system used for image recording of the integrated optical measurements is a LaVi-
sion MiniShaker Aero CVV probe (Schneiders et al., 2018) mounted on a Universal Robots
UR5 robotic arm, which has six motion degrees of freedom and a maximum reach of
0.85m. The controlled positioning of the CVV in space with the robotic arm enables
the measurement of several adjacent volumes without performing repeated calibrations
of the CVV. Furthermore, it also allows a simple merging of the measurement volumes
during post-processing, which facilitates the measurement of flow fields around objects
on a cubic meter scale (Jux et al., 2018). The CVV features four digital cameras for im-
age acquisition, that are mounted in a compact housing (dimensions 130mm×90mm×
80mm). The flow is seeded with HFSBs that are generated by a 450mm×950mm seed-
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ing rake with 200 bubble-producing nozzles, which nominally produce 30000 bubbles
per second each, as described by Engler Faleiros et al. (2019). To improve the seeding
concentration and to minimize the influence of the seeding generator on the turbulence
intensity of the freestream, the seeding generator is placed in the settling chamber of the
wind tunnel, upstream of the wind tunnel nozzle. The cross-section of the seeded flow
region in the test section resulting from this setup is ca. 200mm×200mm. The illumi-
nation of the HFSB flow tracers is achieved using two LaVision LED-Flashlight 300 illu-
mination units mounted side by side to illuminate a chordwise region of 800mm length,
corresponding to −0.5 < x/c < 1.5 of the wing chord. This results in a total measurement
volume size of about 32L. The spanwise region for the flow measurements is identical
to the spanwise region with surface markers, as shown in Fig. 3.2. It is expected that
at this position, the spanwise component of the flow velocity is negligible compared to
the other two flow components which allows the sectional flow field to be analyzed in a
spanwise-averaged manner.

Three different stations of the CVV probe with respect to the wing are used, as il-
lustrated in a two-dimensional view from the top in Fig. 3.4. The CVV position near the
trailing edge is located about 50% further away from the wing than the other two CVV po-
sitions, to capture all surface markers over the full pitching motion and flap deflection
range. The distances d1 and d2 indicated in Fig. 3.4 are approximately 0.4m, whereas d3

is approximately 0.6m. These distances are sufficient to limit the effect of the presence
of the CVV probe on the flow velocity around the model to less than 1% within a radius
of 0.2m, corresponding to 0.5c, around the wing (Jux et al., 2018). The larger distance
d3 partially impairs the quality of the flow field measurements from that CVV position,
which exhibits larger values of random noise due to the low tomographic aperture angle
of the CVV, as discussed in detail by Schneiders et al. (2018). The flow field measure-
ments cover only one side of the wing, in view of the symmetry of the pitching geometry.
For analyzing the loads, LPT measurements with a phase difference of ∆t/T = 0.5 are
combined, to reconstruct a flow field measurement that covers both sides of the wing.

Figure 3.4: Sketch of the three CVV positions with respect to the wing and the illuminated volume

The particle images are acquired at a sampling frequency of fs = 700Hz and pro-
cessed with the LaVision DaVis 10 software. The procedure for obtaining the flow field
measurements from the images consists of applying a temporal high-pass filter to the
images to remove light reflections (Sciacchitano & Scarano, 2014), performing a vol-
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ume self-calibration (Wieneke, 2008), generating a non-uniform optical transfer func-
tion (Schanz et al., 2013) and then applying the STB algorithm (Schanz et al., 2016). The
Lagrangian particle tracks that result from this procedure for the image data from 45
recorded pitching motion cycles per CVV position are allocated to 100 temporal bins,
each spanning 1% of the pitching motion period T . Subsequently, the particle track
data is ensemble-averaged spatially to a two-dimensional Cartesian grid with 5mm grid
spacing (i.e. 1.25% of the chord), based on a bin size of 20mm×20mm with 75% overlap,
hence producing phase-resolved flow field measurements in a spanwise-averaged sense.
The ensemble averaging is performed using a top-hat filtering approach, as described by
Agüera et al. (2016). Subsequently, a temporal sliding-average filter with a window size
of 5% of the period is applied to each grid point to further reduce random errors in the
unsteady flow field data. The measurement uncertainty of the flow fields is estimated by
comparing the data in the overlapping regions of the adjacent measurement volumes,
analogous to the procedure employed by Jux et al. (2018). The root mean square (RMS)
of the discrepancies in the measured velocity magnitude is around 3% of the local ve-
locity magnitude for the CVV positions 1 and 2, and around 7% for the CVV position 3.
The data processing for the model position determination begins with removing the flow
tracer information from the particle images by applying a temporal low-pass filter to the
acquired images. A sliding minimum filter in time over a kernel of three images is used,
as suggested by Mitrotta et al. (2022). In view of the relatively low pitching frequency and
to reduce the processing time, only every seventh image from the series of acquired im-
ages is used in the subsequent position determination procedure. The resultant reduced
sampling frequency of fs = 100Hz corresponds to fs ×T = 255 images per pitching cy-
cle. After the image filtering, the STB algorithm is used to perform Lagrangian particle
tracking of the markers on the wing surface.

3.2.4. PRESSURE TRANSDUCER MEASUREMENTS DATA PROCESSING

The pressure transducer measurements are acquired over 45 complete pitching cycles at
a sampling rate of fs = 32Hz. Because the LPT measurements are conducted only on one
side of the wing, a direct comparison between the loads derived from the flow field mea-
surements and the differential pressure transducer data is not possible. To produce con-
sistent reference data for the LPT-based loads, the pressure transducer measurements
from two phase instants separated by ∆t/T = 0.5, which correspond to one LPT-based
load result, are combined to generate one reference data point, exploiting the symmetry
of the airfoil shape. Based on the assumption that the aerodynamic load scales linearly
with the angle of attack α for small values of α, it can be assumed that the LPT-based
load, that is obtained from the two separate flow field measurements, will be equivalent
to the mean value of the aerodynamic load at the two phase instants where the flow field
was measured.

The procedure to generate the reference data for the lift coefficient Cℓ from the dif-
ferential pressure transducer measurements is illustrated in Fig. 3.5, for the time in-
stant t/T = 0.25 and both experimental test cases, i.e., with fixed flap and with actu-
ated flap. The results for Cℓ, as calculated from the pressure transducer measurements
by integrating the pressure difference along the chord (see Eq. (2.3)), at (t/T )1 = 0.25,
where α = αm +αamp, are shown in blue together with Cℓ measurements at (t/T )2 =
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(t/T )1 +∆t/T = 0.25+0.5 = 0.75, where α = αm −αamp, with the sign switched (shown
in orange). Although the set of samples for each individual time instant is distributed
relatively smoothly, the distribution of the combined ensemble of samples is bi-modal
because of the non-zero mean angleαm. The same procedure that is illustrated for t/T =
0.25 in Fig. 3.5 is applied at 25 time instants over the first half of the period 0 < t/T < 0.5.
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Figure 3.5: Visualization of the procedure for generating the reference data for the LPT-based loads from the
differential pressure transducer measurements. Example given for the phase instant t/T = 0.25

The resulting lift coefficient Cℓ over time is shown in Fig. 3.6, together with the lift
coefficient of the two individual semi-periods. The reference data points are the sample
mean µ for the respective time instant and the error bars indicate the standard deviation
±σ, which is on average ±0.021 with fixed flap and ±0.023 with actuated flap.
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Figure 3.6: Results for the reference lift based on the pressure transducer measurements

The reference data is used for the comparison with the results of the LPT-based lift
determination methods. Following a similar procedure as for the lift, sets of reference
data are also determined for the pitching moment and surface pressure difference.
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3.3. DETERMINATION OF ANGLE OF ATTACK AND FLAP DEFLEC-
TION

The LPT measurements of the marker positions are analyzed to determine the angle of
attack and flap deflection angle. The first step is the analysis of the measurements of the
static wing to determine the model position in laboratory coordinates and to illustrate
the outlier filtering approach. Subsequently, the measurements of the pitching wing
with fixed flap are presented and the results for the pitching wing with actuated flap are
discussed in detail. The latter case is more challenging to characterize experimentally as
the number of available marker position measurements per motion degree of freedom
is smaller, compared to the other configurations (i.e., static wing and fixed flap).

3.3.1. MARKER-BASED WING POSITION DETERMINATION
The marker position measurements are obtained in the laboratory coordinate system of
the UR5 robot. The reference positions of the markers in the wing coordinate system are
known and there are six unknown degrees of freedom (DOFs) for the coordinate trans-
formation from the laboratory coordinates to the wing coordinates. The DOFs are found
by minimizing the overall distance of the marker measurements to the nearest reference
marker position for each individual measurement. This fitting procedure is described by
the minimization of an objective function f :

arg min
ϕ,Θ,Ψ,X ,Y ,Z

f :=
N∑

i=1

∣∣∣∣∣∣R(ϕ,Θ,Ψ)

pi +
X

Y
Z

− r

∣∣∣∣∣∣ , (3.1)

where N is the number of tracked markers, pi is the position vector of the i th marker
track in laboratory coordinates, X , Y , and Z are the translations of the coordinate trans-
formation, and r is the position vector of the nearest reference marker in wing coordi-
nates. ϕ,Θ andΨ are the rotation angles of the coordinate transformation around the x,
y , and z axes respectively, with the rotation matrix R = Rz (Ψ)Ry (Θ)Rx (ϕ):

R =
cosΨ −sinΨ 0

sinΨ cosΨ 0
0 0 1

 cosΘ 0 sinΘ
0 1 0

−sinΘ 0 cosΘ

1 0 0
0 cosϕ −sinϕ
0 sinϕ cosϕ

 . (3.2)

The rotation Ψ around the vertical z-axis is directly related to the angle of attack,
through α=−Ψ+αlab. Note that α is defined as nose-up (clockwise) positive. The angle
of the laboratory coordinate system with respect to the inflow, αlab, is expected to be
small based on the chosen experimental settings and can be determined by analyzing
position measurements of the static wing at α= 0◦. This angle is defined by positioning
the symmetric wing so that Cℓ(α) = 0, which is verified by the measurements with the
differential pressure transducers.

The result of the six DOFs fitting procedure is illustrated in Fig. 3.7 for marker track-
ing data from 100 images of the static wing at α = 0◦. The fitting procedure is effective
despite the presence of outliers which mainly occur due to light reflections in the particle
images at the trailing edge and the wing-flap junction. The average number of marker
tracks per time step including the outliers is 54.9, which is about 98% of the number of
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reference markers on the model. The low tomographic aperture angle of the CVV results
in a relatively large measurement noise along the direction of the CVV viewing axis (see
Schneiders et al., 2018). The marker position measurements plotted as dots in Fig. 3.7
therefore appear as short line segments crossing the reference grid marker positions.
The value for αlab that is found from this analysis isΨα=0◦ =αlab = 0.04◦.
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Figure 3.7: Fitting of marker position measurements of the static wing to the reference grid

After an initial application of the fitting procedure, outliers are removed from the
marker tracking data by setting a threshold for the distance from the measurement point
to the nearest reference marker. The outlier threshold that is used is two times the av-
erage distance of all measurements to their respective nearest reference marker. When
the optimization is performed for the second time for the data shown in Fig. 3.7 after re-
moving the outliers, the average number of marker tracks per time step reduces to 48.2,
which is about 86% of the reference markers. The remaining average distance from the
marker position measurements to the nearest reference marker is 3.01mm before and
1.21mm after the outlier filtering.

For the analysis of the pitching wing, the fitting procedure is performed in two steps.
In the first step, the fitting is performed for 500 images of the time series using the six
DOFs optimization procedure using Eqs. (3.1) and (3.2) as described above for the static
test case. The origin of the wing coordinate system is placed at the rotation point xr .
The result of this first step of the analysis is shown in Fig. 3.8. It can be observed that all
degrees of freedom in the optimization, except for the rotationΨ around the vertical axis,
are practically constant, with standard deviations of less than 1mm for the translational
DOFs and less than 0.1◦ for the rotational DOFs. Therefore, the results obtained for the
five remaining DOFs X , Y , Z , ϕ, and Θ are averaged and then prescribed in the second
step of the fitting procedure, such that in this step only Ψ is determined. The second
step is performed with two iterations per time step, with the outlier filtering applied for
the second iteration.

For the analysis of the pitching wing with actuated flap, the procedure is adjusted to
allow for the additional degree of freedom corresponding to the flap deflection δ. This
is achieved by deforming the reference marker grid in the optimization allowing for the
variable flap deflection. Similar to the analysis of the pitching wing with fixed flap, the
analysis is performed in two steps; after the determination of the five constant DOFs in
the first step, the remaining two DOFs of the wing motionΨ and δ are determined in the
second step.
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Figure 3.8: Variation in the results of the six DOFs fitting procedure for the pitching wing with fixed flap, with
the ∆ indicating the difference from the result for the static wing for the respective DOF

3.3.2. RESULTS
The results of the marker-based model position measurement for the pitching wing with
actuated flap in terms of α and δ are shown in Figs. 3.9(a) and 3.9(b), respectively, in
comparison with the corresponding validation data. The motion that is imposed by the
pitching mechanism, as given in Table 3.1, is used as a reference for α, which is calcu-
lated from the measured rotationΨ and the value that was found forαlab. The measured
flap deflection δ is compared to the reference flap angle which is calculated from the
value of the control signal that is received by the servomotor that actuates the flap based
on the kinematics of the flap hinge (see Fernández Barrio et al., 2020 for details on the
flap actuation controller). The results from the marker-based position determination
are sorted by phase for comparison with the reference data. Each measurement data
point in Figs. 3.9(a) and 3.9(b) corresponds to the angles determined from the position
measurement of the markers in one particle image.

The agreement between the determined α and the reference based on the motion
imposed by the pitching mechanism is excellent, the RMS of the difference is 0.03◦. The
RMS of the difference between the determined flap deflection angle and the reference
based on the servomotor input signal is with 0.44◦ somewhat larger. Some systematic
differences to the reference and a higher level of random noise are expected in this case,
because the servomotor that actuates the flap was operated closer to its power limit than
the motor that drives the pitching mechanism, and the actual rotation imparted by the
servomotor was not measured. The largest systematic difference occurs at the begin-
ning of the pitching cycle because the signal sent to the servomotor to generate the flap
motion was updated for every pitching cycle at t/T = 0, causing a small delay in the ser-
vomotor motion here. Apart from that, larger differences occur when the servomotor is
moving slowly near the motion turning points, where the flap motion was affected by
friction between the wing and the end plates, and when the servomotor is actuated at its
maximum angular velocity, around t/T = 0.4 and t/T = 0.8. For the rest of the pitching
cycle with 0.5 < t/T < 0.65 and 0.85 < t/T < 1, the agreement between the flap angle and
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the reference is similar to the agreement that is observed for α.
The obtained results for the wing position and flap deflection over the period are

phase-averaged with a phase bin spanning 1% of the period, corresponding to the pa-
rameters used during the flow field processing. This correspondence facilitates the syn-
chronous analysis of the phase-averaged model position and flow fields. The results ob-
tained in this way are shown for both test cases at four phase instants in Figs. 3.10 and
3.11, respectively.
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Figure 3.9: Results for the angle of attack and flap deflection of the pitching wing based on the marker tracking
data compared to kinematic input reference data
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Figure 3.10: Flow field and marker-based wing reconstruction of the pitching wing with fixed flap
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Figure 3.11: Flow field and marker-based wing reconstruction of the pitching wing with actuated flap
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3.4. DETERMINATION OF UNSTEADY AERODYNAMIC LOADS

3.4.1. PRESSURE-BASED LOAD DETERMINATION METHOD
To calculate the aerodynamic loads on a wing section, it can be represented by a planar
sheet of bound vortices along the chord line, following classical thin airfoil theory. Based
on the assumption of small disturbances, the unsteady surface pressure difference along
the chord ∆p(x, t ) is related to the bound vortex strength distribution γb(x, t ) and the
freestream velocity and density (see Katz and Plotkin, 2001, Eq. 13.35):

∆p(x, t ) = ρU∞γb(x, t )+ρ ∂

∂t

∫ x

0
γb(x̃, t )d x̃. (3.3)

In the steady case, the first term in Eq. (3.3) would directly relate the value of the bound
vortex strength distribution γb to the surface pressure difference. Therefore, this first
term is labeled as the quasi-steady pressure difference, ∆pQS(x, t ) = ρU∞γb(x, t ).

Assuming incompressible, inviscid, and irrotational flow, the quasi-steady surface
pressure can be determined directly in a given flow velocity field using Bernoulli’s equa-
tion (see Sec. 2.2.1):

Cp,QS = 1− V 2

U 2∞
, (3.4)

where V is the local velocity magnitude.
The quasi-steady surface pressure is challenging to evaluate from the velocity mea-

surements due to the measurement errors and viscous effects that affect the near-wall
region and is instead determined using a linear extrapolation of the flow pressure ob-
tained from applying Eq. (3.4) in the vicinity of the wing, similar to the approach of Ragni
et al. (2009). The procedure to determine the quasi-steady surface pressure on the wing
from flow velocity measurements in the vicinity of the wing at different chordwise posi-
tions is described in the following.

For the chordwise positions with x/c ≤ 0.1, it is assumed that the boundary layer
region is thin, compared to the spatial bin size that is used during the ensemble averag-
ing so that the flow measurements are not significantly affected by the presence of the
boundary layer and Eq. (3.4) can be applied even close to the wing surface. Therefore,
the surface pressure is determined in three steps that are applied for each vertical line of
the Cartesian grid of the flow field measurement where x/c < 0.1:

1. Application of Eq. (3.4) to the flow measurement at the first grid point outside of
the wing y1, to determine Cp,QS1

at a distance of ∆y1 from the wing surface.

2. Application of Eq. (3.4) to the next following grid point away from the surface in

y-direction, y2 with Cp,QS2
, to approximate the pressure gradient

∂Cp,QS1

∂y
with a

backward finite difference as
∂Cp,QS1

∂y
≈ Cp,QS1

−Cp,QS2

y1 − y2
.

3. Extrapolation of the pressure on the wing surface Cp,QSsurf
from the nearest grid

point with Cp,QSsurf
=Cp,QS1

− ∂Cp,QS1

∂y
∆y1.
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For the determination of Cp,QSsurf
downstream of x/c = 0.1, it is assumed that the

application of Eq. (3.4) close to the wing surface yields erroneous results due to the pres-
ence of a thickened boundary layer. It is therefore necessary to exclude these data points
from the analysis. The development of the boundary layer thickness on the wing can be
roughly estimated using an empirical expression for the turbulent boundary layer on a
flat plate with zero pressure gradient δBL(x) (White, 2006):

δBL(x) ≈ 0.16
x

Re1/7
x

. (3.5)

Despite the streamwise pressure gradient on a wing being non-zero, the relatively
small angles of attack that are considered in this study justify the use of Eq. (3.5) as a
first estimation of the turbulent boundary layer thickness on the wing for the purpose of
excluding the grid points that are likely affected by the presence of the boundary layer
from the surface pressure determination analysis. After that, the determination of the
surface pressure follows the same procedure as for x/c ≤ 0.1. This procedure is illus-
trated in Fig. 3.12 for the chordwise positions where x/c is 0.1, 0.3 and 0.5. For the flow
field measurements from the most downstream position of the CVV, where x/c > 0.65,
more measurement noise is observed. To reduce the sensitivity of the surface pressure
result to individual data points, the pressure gradient is not determined from a finite dif-
ference in this region, but with a linear regression of multiple data points instead, in this
case over 10 data points. This approach also diminishes the modeling errors associated
with the application of Eq. (3.5) to a region of non-zero pressure gradient, which would
affect the measurements at y1 and y2. The result of the linear regression is used to ex-
trapolate the surface pressure in the chordwise region with x/c > 0.65, as illustrated in
Fig. 3.12 for x/c = 0.7 and x/c = 0.9.
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Figure 3.12: Extrapolation method for the quasi-steady surface pressure. Exemplary data from the pitching
wing with fixed flap at t/T = 0 for five different chordwise positions
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Once the quasi-steady surface pressure Cp,QSsurf
is determined for one side of the

wing over the entire pitching motion period, the quasi-steady pressure difference on
the wing ∆Cp,QS is determined by subtracting measurements of Cp,QSsurf

with a phase
difference of ∆t/T = 0.5. This step is required as LPT measurements are conducted only
on one side of the wing and exploits the fact that the airfoil is symmetric (see Sec. 3.2.4).

When the quasi-steady pressure difference is known, the unsteady surface pressure
difference can be calculated with Eq. (3.3). First, the vortex-sheet strength distribution
along the chord is determined from the measurement of the quasi-steady pressure dif-
ference:

γb(x, t ) = ∆pQS

ρU∞
= ∆Cp,QSU∞

2
. (3.6)

With this result forγb(x, t ), the unsteady surface pressure difference follows from Eq. (3.3).
From the pressure difference, the aerodynamic loads are determined by spatial integra-
tion. If the considered angles of attack α are small, so that cos(α) ≈ 1 and the influence
of the tangential force on the lift is negligible, the unsteady lift per unit span L′(t ) and
the lift coefficient Cℓ(t ) are obtained by chordwise integration of the pressure difference
(see Eq. (2.3) in Sec. 2.2.1):

Cℓ(t ) = L′(t )
1
2ρU 2∞c

=
∫ c

0 ∆p(x, t )d x
1
2ρU 2∞c

. (3.7)

The nose-up pitching moment per unit span M ′(t ) and the moment coefficient Cm(t )
are similarly obtained by spatial integration of the pressure difference:

Cm(t ) = M ′(t )
1
2ρU 2∞c2

=
∫ c

0 (xref −x)∆p(x, t )d x
1
2ρU 2∞c2

. (3.8)

The location of the reference axis for the moment is taken to correspond to the rotation
axis of the pitching wing so that xref/c = 0.3125.

3.4.2. CIRCULATION-BASED LOAD DETERMINATION METHOD
To circumvent the explicit determination of the surface pressure, the aerodynamic loads
can be expressed in terms of the circulation instead. In the considered case of a pitching
wing with unsteady flow conditions, the circulation in the flow field is due to the bound
vortex strength γb(x, t ), as well as the vorticity shed in the wake. The wake vorticity is
produced as a result of the changes in bound circulation following Kelvin’s theorem for
the conservation of circulation. In the unsteady thin airfoil theory, it is assumed that
vorticity is shed into the planar wake at the trailing edge and convected downstream at
freestream velocity (Leishman, 2006).

The bound vortex strength relates to the bound circulation as:

Γp (x, t ) =
∫ x

0
γb(x̃, t )d x̃ , (3.9)

where Γp (x, t ) is the partial circulation between the leading edge and the chordwise po-
sition x so that the total bound circulation is Γb(t ) = Γp (c, t ).
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It follows that the lift can be expressed in terms of the circulation when a chordwise
integral is applied to the pressure difference according to Eq. (3.3):

L′(t ) =
∫ c

0
∆p(x, t )d x = ρU∞Γb(t )+ρ

∫ c

0

∂

∂t
Γp (x, t )d x . (3.10)

The first term on the right-hand side of Eq. (3.10) is equivalent to the Kutta-Zhukovsky
theorem for steady flows (see Eq. (2.12) in Sec. 2.2.1), whereas in the unsteady case, the
bound circulation is time-dependent. This term can therefore be labeled as the quasi-
steady lift contribution:

L′
QS(t ) = ρU∞Γb(t ) . (3.11)

The second term relates to the flow acceleration effect and is labeled as:

L′
FA(t ) = ρ

∫ c

0

∂

∂t
Γp (x, t )d x . (3.12)

The unsteady lift L′(t ), as the sum of the quasi-steady and the flow acceleration
terms, can hence be calculated from the bound circulation distribution, which is ob-
tained from line integrals of the measured flow velocity based on Eq. (3.9). The circu-
lation determination procedure is described in the following, preceded by a systematic
analysis of the effect of the integration path.

Three exemplary integration paths are shown in Fig. 3.13(a). Path I is placed at a
distance of 0.05c from the wing surface, which means that the upstream segment of the
integration path is located at x/c =−0.05, the downstream segment at x/c = 1.05 and the
streamwise segment is located at y/c = −0.14, to additionally account for the thickness
of the wing. Integration paths II and III are placed at a distance of 0.15c and 0.25c from
the wing, respectively. The paths do not form a closed integration contour, as flow field
data is only available for one side, and therefore the obtained result from the correspond-
ing partial line integral that is shown in Fig. 3.13(b) is labeled as pseudo-circulation, Γ′.
Similar to the pressure-based approach, flow fields separated by half a period are thus
combined in the circulation-based loads determination. For the results of the line in-
tegration shown in Fig. 3.13(b), it is necessary to subtract the respective mean value,
Γ̄′, from the pseudo-circulation, to facilitate a direct comparison of the results obtained
from the different integration paths.

Overall, the sensitivity of the pseudo-circulation to the position of the integration
path observed in Fig. 3.13 is small. A phase lag is observed with increasing distance to
the wing, such that the result obtained with path III is shifted in phase by about 1% of
the period with respect to the result obtained with path I. Furthermore, it appears that
the amplitude of the pseudo-circulation Γ̂′ is reduced with increasing distance of the
integration path to the wing so that Γ̂′ is approximately 3.5% smaller for path III when
compared to the result obtained with path I.
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Figure 3.13: Effect of the integration path on the measured circulation around the wing

The effect of varying the position of the integration path is further analyzed by vary-
ing the distance to the wing for each one of the three line segments, while the other two
distances remain constant at 0.15c. The results are shown in Fig. 3.14, expressed in terms
of the amplitude Γ̂′ normalized with the reference, for which the result obtained with in-
tegration path II is used, and the lag tlag, which is determined by cross-correlation with
the reference. No strong systematic effect of the line segment positions on the circula-
tion can be observed Fig. 3.14, apart from the lag, which varies as a result of varying the
position of the downstream line segment (Fig. 3.14(c)). The wake of the unsteady wing
contains the history of the shed vorticity, such that a phase shift of the circulation is ob-
served when a larger fraction of the wake is included within the surface that is defined
by the integration path. In Fig. 3.14(c), the dashed line describes a lag proportional to
the freestream velocity, tlag = ∆x/U∞, which is in good agreement with the experimen-
tal results and therefore supports the assumption of the wake vortex sheet being shed
at the trailing edge and convected downstream at U∞. In unsteady potential flow, the
circulation is independent of the positions of the upstream and streamwise segments
of the integration path. This is in accordance with the measurement results shown in
Fig. 3.14(a) and Fig. 3.14(b), where the largest effects are observed for the upstream and
streamwise line segments when the integration path is very close to the wing, with a dis-
tance of less than 0.1c. Additionally, small effects are observed when the integration path
is close to the edge of the measurement volume, with distances larger than 0.2c.
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Figure 3.14: Sensitivity of the circulation to the location of the integration path
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Based on these observations, the bound circulation Γb(t ) is determined in four steps:

1. Eight line integrals of velocity are calculated, for the entire period, using different
integration paths with a distance to the wing between 0.1 and 0.2 chord lengths.

2. The obtained results are shifted backwards in phase by tlag =∆x/U∞, according to
the respective distance to the wing ∆x.

3. The eight shifted results are averaged to one result over the period to reduce the
level of random error.

4. Results with a phase difference of ∆t/T = 0.5 are subtracted to determine the
bound circulation.

To determine the partial bound circulation Γp (x, t ), a similar approach is followed,
only that in step 1 the position of the downstream boundary is fixed at the particular
chordwise position x, while the positions of the upstream and the streamwise bound-
aries are varied. A phase shift is therefore not applied for the determination of the cir-
culation distribution, so step 2 is omitted. Steps 3 and 4 are applied in the same way
as described above. After the application of these circulation determination procedures,
Γp (x, t ) andΓb(t ) are known and the unsteady lift can be directly calculated using Eq. (3.10).
The determination of the pitching moment from the circulation, without explicit knowl-
edge of the pressure distribution, requires the additional steps described in the follow-
ing.

The pitching moment can be calculated from the result for the unsteady lift L′(t ) and
the chordwise center of pressure xCP:

M ′(t ) = (xref −xCP(t ))L′(t ), (3.13)

with the chordwise center of pressure defined as

xCP(t ) =
∫ c

0 x∆p(x, t )d x∫ c
0 ∆p(x, t )d x

=
∫ c

0 x∆p(x, t )d x

L′(t )
. (3.14)

Because Eq. (3.14) requires prior knowledge of the unsteady pressure distribution, it
is convenient to introduce a separate center of pressure for each of the two terms of the
unsteady lift. Equation (3.13) is then replaced by

M ′(t ) = (xref −xCP,QS(t ))L′
QS(t )+ (xref −xCP,FA(t ))L′

FA(t ), (3.15)

where the center of pressure of the quasi-steady lift contribution is

xCP,QS(t ) =
∫ c

0 x∆pQS(x, t )d x∫ c
0 ∆pQS(x, t )d x

= ρU∞
∫ c

0 xγb(x, t )d x

ρU∞
∫ c

0 γb(x, t )d x
=

∫ c
0 xγb(x, t )d x

Γb(t )
(3.16)

and the center of pressure of the lift due to flow acceleration effects is

xCP,FA(t ) =
∫ c

0 x∆pFA(x, t )d x∫ c
0 ∆pFA(x, t )d x

= ρ
∫ c

0 x ∂
∂t Γp (x, t )d x

ρ
∫ c

0
∂
∂t Γp (x, t )d x

=
∫ c

0 x ∂
∂t Γp (x, t )d x∫ c

0
∂
∂t Γp (x, t )d x

. (3.17)
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The calculation of xCP,FA(t ) with Eq. (3.17) is possible using the knowledge of the tem-
poral behavior of the circulation Γp (x, t ). The computation of xCP,QS(t ) with Eq. (3.16)
would additionally require a further processing step to obtain the bound vortex strength
distribution as the gradient of the bound circulation, γb(x, t ) = ∂

∂x Γp (x, t ). To avoid the
possible introduction of errors associated with the computation of gradients from the
experimental data, Eq. (3.16) is further modified with an integration by parts:

xCP,QS(t ) =
∫ c

0 xγb(x, t )d x

Γb(t )
= Γb(t )c −∫ c

0 Γp (x, t )d x

Γb(t )
= c −

∫ c
0 Γp (x, t )d x

Γb(t )
. (3.18)

The pitching moment is thus determined from the measured circulation using the three
Eqs. (3.15), (3.17), and (3.18), and from the result for the lift obtained with Eq. (3.10).

3.4.3. RESULTS

PRESSURE-BASED LOAD DETERMINATION

In Fig. 3.15, the surface pressure difference along the chord for the pitching wing with
fixed flap is shown for four phase instants. The largest differences between the LPT-
based pressure and the reference appear in the leading edge region, for x/c < 0.1. It is as-
sumed that these larger differences are the result of insufficient spatial resolution of the
flow field measurement to accurately capture the flow around the leading edge, which
is characterized by relatively large spatial velocity gradients. Downstream of x/c = 0.1,
the LPT-based results are in good qualitative agreement with the reference data. The
somewhat larger differences that appear around x/c = 0.2 and around x/c = 0.7 are con-
sidered measurement artifacts due to the merging of the flow field data from the three
measurement volumes. The agreement of the LPT-based results with the reference data
is improved compared to the quasi-steady formulation when the unsteady pressure for-
mulation is adopted, which is expected because the reduced frequency of the pitching
motion is in the unsteady aerodynamics regime. The unsteady effects are the largest
when the magnitude of the pitch rate is maximal, thus around t/T = 0 and t/T = 0.5. For
example, at t/T = 0.05, the RMS of the difference to the reference data downstream of
x/c = 0.1 is reduced by about 65% when the unsteady term is included.

The aerodynamic loads, in terms of the lift and pitching moment coefficients, as de-
termined by a chordwise integration of the pressure difference are shown in Figs. 3.16
and 3.17. Here, it can be observed that the qualitative behavior of the quasi-steady and
unsteady loads over the period is very similar, but the inclusion of the unsteady term
introduces a phase shift of the signal. The phase shift is negative for the lift and positive
for the moment, which can be explained by the fact that the unsteady term affects the
load distribution mostly in the region downstream of the reference axis for the pitching
moment computation that is located at xref/c = 0.3125, as seen in Fig. 3.15. This means
that an increase in lift due to the inclusion of the unsteady term corresponds to a neg-
ative nose-up pitching moment and vice-versa. For the lift coefficient Cℓ in Fig. 3.16,
including the unsteady term results in a phase shift of ∆t/T =−2.2%, and the RMS error
ϵRMS, calculated from the difference to the reference, is reduced by 33%. For the moment
around the pitch axis Cm in Fig. 3.17, the phase difference between the quasi-steady re-
sult and the unsteady result is∆t/T = 5.2%, and ϵRMS of the unsteady result is 54% lower
than ϵRMS of the quasi-steady result.
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Figure 3.15: Comparison of the LPT-based surface pressure difference with the reference data from the pressure
transducers at four different phase instants for the pitching wing with fixed flap
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Figure 3.16: Comparison of the lift as determined with the pressure-based approach with the reference data
from the pressure transducers for the pitching wing with fixed flap
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Figure 3.17: Comparison of the moment around the pitch axis as determined with the pressure-based ap-
proach with the reference data from the pressure transducers for the pitching wing with fixed flap

The results for the chordwise distribution of the pressure difference at four phase in-
stants for the pitching wing with actuated flap are shown in Fig. 3.18. The effect of the
actuated flap is evident, as the pressure difference becomes negative downstream of the
mid-chord, with a local extremum at approximately x/c = 0.75, which is the flap hinge
point. Furthermore, the magnitude of the suction peak near the leading edge is reduced
as a result of the change in the effective camber of the wing due to the flap deflection.
Only eight reference data points from the installed pressure transducers are available
for comparison with the LPT-based results due to the particular setup of the flap actua-
tion controller (see Sec. 3.2.4). Similar to the test case with fixed flap, the largest differ-
ences are observed for the largest magnitudes of ∆Cp . The effect of the unsteady term,
which is calculated as the temporal gradient of the chordwise integral of bound circu-
lation, is smaller than for the test case with fixed flap. That is because the controller
is designed to keep the lift constant, therefore the flap motion tends to suppress the
circulation variation and, hence, compensates for an increase in the suction peak near
the leading edge with a corresponding negative peak in the pressure difference further
downstream, which means that the unsteady effects are only observed in the center re-
gion of the wing around x/c = 0.5. In this region, the agreement with the reference data
is marginally improved when the unsteady pressure formulation is used, compared to
the quasi-steady formulation.

The aerodynamic loads from the pressure-based approach for the pitching wing with
actuated flap are shown in Figs. 3.19 and 3.20. No large differences are observed between
the results when using the quasi-steady or the unsteady pressure formulation, for neither
the lift nor the pitching moment, which is in line with the observations for the pressure
distributions themselves.
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Figure 3.18: Comparison of the LPT-based surface pressure difference with the reference data from the pressure
transducers at four different phase instants for the pitching wing with actuated flap
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Figure 3.19: Comparison of the lift as determined with the pressure-based approach with the reference data
from the pressure transducers for the pitching wing with actuated flap
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Figure 3.20: Comparison of the moment around the pitch axis as determined with the pressure-based ap-
proach with the reference data from the pressure transducers for the pitching wing with actuated flap

CIRCULATION-BASED LOAD DETERMINATION

The results for the circulation-based aerodynamic loads on the pitching wing with fixed
flap are shown in Figs. 3.21 and 3.22. The quasi-steady result for the lift is in good agree-
ment with the reference data, which is further improved when the unsteady formulation
is used in which the result is shifted in phase by ∆t/T = −2.2%. For the pitching mo-
ment, the amplitude is underestimated by the circulation-based approach, so that only
75% of the amplitude of the reference data is reached, whereas for the lift 101% of the
load amplitude is observed. This means that the center of pressure that was calculated
with Eq. (3.18) is located too far downstream, closer to the pitch axis, that was used as
the reference axis for the calculation of the moment. The phase shift in the moment sig-
nal of ∆t/T = 5.7%, which is produced by the unsteady formulation with respect to the
quasi-steady result, is not large enough to reduce the remaining lag error with respect to
the reference data below ϵt =−3.1% of the period.

The aerodynamic loads for the pitching wing with actuated flap are shown in Figs. 3.23
and 3.24. The quasi-steady and the unsteady formulation for the lift both provide results
that are in very good agreement with the reference. While including the flow accelera-
tion effects has an evident effect on the results, the agreement with the reference is not
significantly improved with this method. As discussed previously, the unsteady effects
are expected to be negligible in this case, as the controller aims to maintain the circula-
tion constant. For the pitching moment, the amplitude of the circulation-based results
is smaller than the amplitude of the reference, similar to the pitching wing with fixed
flap, but less pronounced. In this case, the amplitude reaches 91% of the reference. In
contrast to the observations for the pitching wing with fixed flap, no significant lag er-
ror is observed in the pitching moment results. The unsteady formulation is shifted in
phase by ∆t/T = 0.4% with respect to the quasi-steady result, which reduces the RMS of
the difference to the reference by 15%.
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Figure 3.21: Comparison of the lift as determined with the circulation-based approach with the reference data
from the pressure transducers for the pitching wing with fixed flap
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Figure 3.22: Comparison of the moment around the pitch axis as determined with the circulation-based ap-
proach with the reference data from the pressure transducers for the pitching wing with fixed flap
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Figure 3.23: Comparison of the lift as determined with the circulation-based approach with the reference data
from the pressure transducers for the pitching wing with actuated flap
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Figure 3.24: Comparison of the moment around the pitch axis as determined with the circulation-based ap-
proach with the reference data from the pressure transducers for the pitching wing with actuated flap
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3.4.4. COMPARISON OF THE METHODS
The agreement of the results for the aerodynamic loads as determined using the pressure-
and circulation-based methods with the reference obtained from the surface pressure
transducer measurements is summarized in Tab. 3.2. The RMS error ϵRMS is computed
from the difference between LPT-based load measurement and reference data. It is addi-
tionally given as a percentage of the maximum absolute value of the corresponding refer-
ence signal. The lag error ϵt is determined by cross-correlation with the reference signal
and given both in seconds and as a percentage of the period. The amplitude error ϵamp is
determined by calculating the RMS error from the difference between the measurement
and the reference after the measured signal has been shifted in phase according to ϵt .
The examination of the presented results yields the following observations:

• The consideration of the flow acceleration effects in an unsteady formulation for
the loads is highly effective for increasing the agreement with the reference data for
the pitching wing with fixed flap, compared to the quasi-steady formulation. Sim-
ilar improvements are observed for both load determination methods and origi-
nate primarily from a shift of the quasi-steady result in phase.

• For the pitching wing with actuated flap, the improvements due to the considera-
tion of the flow acceleration effects are negligible. In this case, the flap is actuated
by a controller that is designed to keep the loads constant, which also diminishes
the unsteady effects on the load variation. Therefore, both quasi-steady and un-
steady approaches yield accurate and comparable results, with RMS errors of less
than 0.01 in lift and moment coefficients.

• For the pitching wing with fixed flap, the circulation-based approach yields more
accurate results for the lift, when compared with the results from the pressure-
based approach. In contrast to the pressure-based approach, the circulation-based
approach does not use measurements near the wing surface, where measurement
resolution problems are expected due to the presence of large velocity gradients
and a turbulent boundary layer. The low measurement resolution was found to
be most problematic for the pressure-based approach in the wing nose region.
Furthermore, the sensitivity of the circulation-based approach to individual flow
velocity measurements is reduced by varying the integration path and averaging
the result, so that the level of random error is decreased.

• For the pitching wing with fixed flap, the pressure-based approach yields more ac-
curate results than the circulation-based approach for the evaluation of the pitch-
ing moment. The circulation-based approach underpredicts the pitching moment
magnitude and exhibits a relatively large phase error in this case. It is noted that
this lag is not a result of the selected approach to include the unsteady term, be-
cause the phase shift due to the consideration of flow acceleration effects is very
similar to the pressure-based approach. Instead, a larger lag error is already ob-
served in the quasi-steady circulation-based result for the pitching moment. The
determination of the pitching moment with the circulation approach requires the
integration of measurements near the surface so that the low measurement reso-
lution can cause an accumulation of errors here.
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• For the pitching wing with actuated flap, the absolute measurement error is smaller
for both methods, compared to the pitching wing with fixed flap. In the pressure-
based approach, this can be explained by the reduced magnitude of the suction
peak, which is the main cause of the measurement resolution issues due to the
large local velocity gradients near the leading edge of the wing. Compared to the
test case with fixed flap, the presence of a negative peak in the pressure distribu-
tion and the associated measurement resolution problems cause a reduction of
the error for the lift and an increase of the error for the moment. In comparison
with the circulation-based approach, the pressure-based approach is slightly more
accurate for the lift and the circulation-based approach is slightly more accurate
for the pitching moment. However, the differences and overall errors are small
enough so that both methods can be considered equivalent in this case.

Table 3.2: Summary of the comparison of the aerodynamic loads with the reference data from the pressure
transducers. ϵRMS: RMS difference to the reference. ϵt : time lag to the reference. ϵamp: remaining RMS
difference after correcting for the lag by shifting the signal by ϵt .

pitching with fixed flap pitching with actuated flap
ϵRMS ϵt ϵamp ϵRMS ϵt ϵamp

pressure-based
quasi-steady lift

0.028
10.4%

0.047s
1.9%

0.018
6.8%

0.007
33.2%

0.010s
0.4%

0.007
33.0%

pressure-based
unsteady lift

0.018
6.8%

−0.009s
−0.4%

0.018
6.6%

0.008
39.7%

−0.038s
−1.5%

0.008
39.1%

circulation-based
quasi-steady lift

0.017
6.4%

0.036s
1.4%

0.004
1.3%

0.009
43.4%

0.045s
1.8%

0.008
39.7%

circulation-based
unsteady lift

0.010
3.7%

−0.020s
−0.8%

0.004
1.4%

0.009
42.8%

0.003s
0.1%

0.009
42.8%

pressure-based
quasi-steady moment

0.009
25.3%

−0.144s
−5.7%

0.004
11.4%

0.007
10.0%

−0.010s
−0.4%

0.007
9.8%

pressure-based
unsteady moment

0.004
12.6%

−0.008s
−0.3%

0.004
12.5%

0.007
9.5%

−0.003s
−0.1%

0.007
9.5%

circulation-based
quasi-steady moment

0.013
36.6%

−0.224s
−8.8%

0.004
12.5%

0.005
7.1%

−0.017s
−0.7%

0.005
6.5%

circulation-based
unsteady moment

0.007
20.1%

−0.078s
−3.1%

0.006
16.3%

0.004
6.1%

−0.007s
−0.3%

0.004
6.0%

Overall, it is established that both unsteady aerodynamic load determination ap-
proaches, namely pressure-based and circulation-based, produce accurate results, in
the two considered test cases with large and small lift variations, respectively. Neither
of the two approaches appears as clearly superior to the other. Instead, it appears that
the accuracy of the results for both approaches is compromised in different ways by
deficiencies in the flow field measurement resolution. The pressure-based approach
strongly depends on the flow measurements near the wing surface, where the measure-
ment resolution is insufficient to accurately capture the flow behavior. Furthermore,
the presence of the boundary layer on the wing increases the complexity of the imple-
mentation of the pressure-based method. In the circulation-based approach, flow mea-
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surements near the surface are not used in the determination of loads. Moreover, it is
possible to reduce the sensitivity of the obtained loads to individual flow measurements
by averaging the circulation result obtained with several integration paths. On the other
hand, it is noted that the direct insights into the pressure distribution from the pressure-
based approach provide information on possible measurement resolution issues that
are not directly made available with the circulation-based approach.

3.5. CONCLUDING REMARKS
An experimental approach was introduced to obtain the structural motion and aerody-
namic loads on an unsteady wing model using an integrated optical measurement ap-
proach. The approach consists of simultaneously conducting optical measurements of
the flow and the structure with a volumetric flow measurement device and the applica-
tion of a Lagrangian particle tracking algorithm for the image data processing of both
flow and structure.

The position of the unsteady wing was measured with the optical system by using
structural markers on the experimental model. The image processing and marker track-
ing analysis was performed with the same particle tracking algorithm that is used for
the analysis of the flow tracer particles. Next, the position of the wing model in space
was found by fitting the measurements of the marker positions to the structural marker
grid that was painted on the model. Based on the considered experimental test case of
a pitching wing with actuated flap, it can be concluded that the position determination
method is suitable for reliably measuring the position and shape of moving and deform-
ing objects, as long as the structural behavior can be described in terms of a few degrees
of freedom.

The unsteady aerodynamic loads in terms of the lift and the pitching moment were
determined from the flow field measurement using two implementations of an aero-
dynamic loads determination method that makes use of unsteady aerodynamics the-
ory. The pressure-based and the circulation-based load determination approaches were
both adapted with formulations from unsteady potential flow and thin airfoil theory to
extract the unsteady aerodynamic loads. It was shown that adopting the unsteady for-
mulations reduces the difference between the flow field-based load measurements and
reference pressure data by more than 50% for the pitching wing without flap actuation,
compared to results using quasi-steady formulations. It was also shown that both meth-
ods correctly predict the reduction of the unsteady effects when the flap is actuated.

None of the two methods could be identified as providing superior results com-
pared to the other, as it was observed that the two methods are affected differently by
measurement resolution issues, and the agreement of the results from both methods
with the reference is overall very good, with typical errors of less than 0.01 in the lift
and moment coefficients. However, the circulation-based method has the advantage
of a simpler implementation and is therefore considered preferable for future applica-
tions. Both approaches for the aerodynamic loads determination that were introduced
are connected to less data processing effort and pose lower measurement requirements
on the flow field measurements than existing alternative methods that are based on the
Navier-Stokes momentum equation.
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Although the analysis of the pitching wing with an actuated flap was performed in
a two-dimensional sense, the measurement data was obtained in three-dimensional
space. The integrated optical measurement approach that was introduced in this chap-
ter can therefore be applied to three-dimensional problems without further complica-
tions. This is demonstrated in the following chapters of this dissertation.



4
PROOF OF CONCEPT:

AEROELASTIC CHARACTERIZATION

OF A FLEXIBLE WING

In this chapter, an experimental aeroelastic characterization of a flexible wing using the
integrated optical measurement approach is demonstrated. The aerodynamic, elastic, and
inertial components in Collar’s triangle of forces acting on a wing section are determined
based on measurements of the structural and the aerodynamic response to steady and un-
steady periodic inflow conditions. The aerodynamic lift force is determined from the flow
velocity fields with the circulation-based approach that was introduced in the previous
chapter. A finite element beam model of the wing is used to determine the inertial and
the elastic force of the aeroelastic interaction from the deformation measurements. The
obtained results for the aeroelastic characterization are assessed according to their agree-
ment with each other based on the equilibrium of forces in Collar’s triangle.

Parts of this chapter have been published as: Mertens, C., de Rojas Cordero, T., Sodja, J., Sciacchitano, A.,
and van Oudheusden, B. W. (2022). Aeroelastic Characterization of a Flexible Wing Using Particle Tracking
Velocimetry Measurements. AIAA Journal, 60(1), 276–286.
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4.1. BACKGROUND
The determination of all three forces in Collar’s triangle based on integrated aerody-
namic and structural measurements is performed in this chapter. By analyzing the tem-
poral behavior of the three forces acting on a wing section, the proof of concept of an
aeroelastic characterization is demonstrated. The experimental model that is investi-
gated is a flexible wing subjected to steady and unsteady inflow conditions in a wind
tunnel experiment. The considered unsteady inflow condition is a harmonically oscil-
lating stream, produced by a gust generator that is mounted in the wind tunnel upstream
of the wing. Optical measurements of the unsteady flow field and the structural motion
are performed with the integrated measurement approach that was introduced in the
previous chapter, where the LPT measurements of the flow are performed using HFSB as
flow tracers, while the measurements of the structural motion are achieved by tracking
surface markers using the same measurement and data processing system. After the LPT
measurements of the flow and the structural motion are obtained, physical models need
to be applied to determine the three forces comprising Collar’s triangle. In this chap-
ter, the proof of concept of an aeroelastic characterization for the investigated static and
dynamic aeroelastic test cases is provided by using the circulation-based aerodynamic
load determination method that was introduced in the previous chapter and a simplified
beam model for the determination of the structural loads.

4.2. PHYSICAL MODELS FOR THE LOADS DETERMINATION

4.2.1. DETERMINATION OF THE AERODYNAMIC FORCE

The lift per unit span L′ of a wing section in steady flow can be determined from the
Kutta-Zhukowsky theorem (see Sec. 2.2.1, Eq. (2.12)), where the circulation bound to the
airfoil Γb is obtained from a measured flow velocity field u with a line integral over a
closed path C around the airfoil using Eq. (2.13). In unsteady inflow conditions, the flow
acceleration effects on the unsteady lift have to be considered in addition to the quasi-
steady lift due to the bound circulation. The unsteady lift determination is therefore
performed with the circulation-based approach described in Sec. 3.4.2 using Eq. (3.10),
where the partial bound circulation along the chord Γp (x, t ) is obtained similarly to the
overall bound circulation Γb(t ), by line integrals of the measured flow velocity. As dis-
cussed in Ch. 3.4.2, the value of Γp at a given chord position xi is obtained by performing
a line integral of the velocity along a contour that encloses the chord of the wing from
the leading edge until xi , at which point the line integration path begins and ends on the
airfoil surface.

4.2.2. DETERMINATION OF THE INERTIAL FORCE

The dominant motion degree of freedom of the considered aeroelastic interaction is the
out-of-plane deflection w , in the direction perpendicular to the chord line of the flexible
wing. For the purpose of this demonstration study, a simplified one-dimensional model
of the wing, considering only the out-of-plane deflection, is used to perform the charac-
terization of the aeroelastic interaction, while the other motion degrees of freedom are
not taken into account. The out-of-plane inertial force per unit span I ′ on the wing can
be determined as the product of mass per unit length and the out-of-plane acceleration
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along the spanwise coordinate z:

I ′(z, t ) =−µm(z)ẅ(z, t ) , (4.1)

where µm(z) is the mass per unit span, and ẅ is the second temporal derivative of the
out-of-plane wing deflection. In the case of steady flow around the wing, ẅ = 0 and thus
I ′(z) = 0. In the case of a harmonic gust excitation at a frequency of ωg (see Sec. 4.3.1), it
can be assumed that the dynamic response of the wing follows the harmonic excitation
with the same frequency. This means that the steady-state dynamic response of the wing
can be written as

w(z, t ) = w0(z)+wamp(z)e(iωg t+φ) , (4.2)

where w0(z) is the mean deflection, which is identical to the wing deflection in response
to the steady inflow, and wamp(z) is the steady-state dynamic deflection amplitude. The
second temporal derivative of Eq. (4.2) is then

ẅ(z, t ) =−ω2
g wamp(z)e(iωg t+φ) . (4.3)

The inertial load I ′(z) as given in Eq. (4.1) is determined by performing a sinusoidal
curve-fitting to the LPT-based marker displacements from their respective mean values
over the period, to determine wamp(z) as well as the phase shiftφ, and thus ẅ(z) accord-
ing to Eq. (4.3).

4.2.3. DETERMINATION OF THE ELASTIC FORCE
For the determination of the elastic force as a part of the aeroelastic characterization,
only the shear force acting normally on the wing surface is considered. The flexible
wing is therefore modeled as an Euler-Bernoulli beam, where the analysis is restricted
to the bending deflection w(z) across the span. The wing is clamped at the root so that
w(z = 0) = 0 and w ′(z = 0) = 0 are used as Dirichlet boundary conditions in the model.
The Euler-Bernoulli equation that establishes a relation between the deflection and the
external load on the wing q(z) in the static case is:

d 2

d z2

(
E I (z)

d 2w(z)

d z2

)
= q(z) , (4.4)

while the shear force Q(z) and the bending moment M(z) in the beam are:

Q(z) =− d

d z

(
E I (z)

d 2w(z)

d z2

)
(4.5)

M(z) =−E I (z)
d 2w(z)

d z2 . (4.6)

The effective flexural rigidity E I (z) is determined by extracting the values from the
Timoshenko beam model of the same wing that was used by Rajpal et al. (2021). The
effective flexural rigidity varies along the span therefore a finite element beam model is
used to solve Eq. (4.4).
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In the static case, the governing equation of the FE model is:

Kξ= D f , (4.7)

where K is the stiffness matrix, D is the loading matrix, f is the external force vector,
and the vector ξ contains the values of the nodal degrees of freedom, which are the de-
flections and the rotations. The continuous beam deflection w(z) is calculated from the
discrete values of the degrees of freedom by using Hermite splines, and f is determined
by sampling the distribution of the external load q(z) at the nodes of the FE model (more
details on the implemented FE method can be found in Sec. 3.5.3 in Hodges and Pierce,
2011). The presence of measurement noise impedes the direct determination of the elas-
tic force with Eq. (4.7) from the LPT measurements of the surface markers. Instead, the
elastic force is determined by performing an optimization of the external load q(z), such
that the corresponding beam deflection w(z) best matches the measurements. Due to
the relatively small spanwise region where measurements are available in this particular
experiment, it is necessary to make an assumption of the behavior of the external load
across the span to achieve meaningful results with this approach. It is therefore assumed
that the external load on the beam is constant across the span with q(z) = q0 so that q0

is the only optimization variable. This means that the lift reduction effects on the wing
loading due to downwash near the wingtip are not taken into account, which can be
justified by the relatively large aspect ratio of the wing.

Following the optimization procedure for q0 in the static case, the shear force and the
bending moment in the beam are determined with Eq. (4.5) and Eq. (4.6), which can be
solved analytically in the case of a given constant external load in the static case, when
considering the Neumann boundary conditions Q(z = s) = 0 and M(z = s) = 0 at the free
end:

Q(z) =−
∫

q0 d z =−q0(z − s) , (4.8)

M(z) =
∫

Q(z)d z =−q0

2
(z2 −2zs + s2) . (4.9)

In the case that the wing is moving dynamically, the governing equation for the Euler-
Bernoulli beam is enhanced with the inertia term:

∂2

∂z2

(
E I (z)

∂2w(z, t )

∂z2

)
+µ(z)

∂2w(z, t )

∂t 2 = q(z, t ) , (4.10)

and equivalently for the FE model of the beam:

Kξ(t )+M ξ̈(t ) = D f (t ) , (4.11)

where M is the mass matrix, as determined from the mass distribution properties of the
experimental model.
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If the assumed loading is given by f (t ) = f0 + fampe iωg t+φ, for a linear system the
response is the superposition of the static and the steady-state dynamic response ξ(t ) =
ξ0 +ξampe iωg t+φ. The relation between the dynamic wing response amplitude ξamp and
the external load amplitude famp does not depend on the time explicitly:(

K −ω2
g M

)
ξamp = D famp . (4.12)

Similar to the steady case, Eq. (4.12) is used to optimize for the amplitude qamp of a
sinusoidal, spanwise constant external load by fitting the FE model beam deflection to
the wing deformation amplitude that is obtained from the experimental measurements.
In this case, it is not trivial to derive analytical expressions for the shear force and the
bending moment in the beam so that in the test case with unsteady inflow, these quan-
tities are computed from the deflection with Eq. (4.5) and Eq. (4.6).

4.2.4. CLOSURE OF COLLAR’S TRIANGLE
After the aerodynamic, inertial, and elastic forces are determined from the integrated
measurements with the three described methods, the results can be combined in an in-
ternal validation procedure, where the physical agreement of the three different models
with each other can be quantified. To visualize the different forces acting on the wing,
a free body diagram of a wing section between the spanwise positions z1 and z2 is illus-
trated in the free body diagram in Fig. 4.1.

Figure 4.1: Free body diagram of a wing section

The equilibrium of the forces acting on the wing section in the direction of the de-
flection w in Fig. 4.1 is as follows:∫ z2

z1

q(z, t )d z −Q(z1, t )+Q(z2, t )−
∫ z2

z1

µm(z)ẅ(z, t )d z = 0. (4.13)
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The three forces in Collar’s triangle that are involved in a dynamic aeroelastic in-
teraction (aerodynamic force A, elastic force E , inertial force I ), can be recognized in
Eq. (4.13):

A =
∫ z2

z1

L′(z, t )d z =
∫ z2

z1

q(z, t )d z, (4.14)

E =−Q(z1, t )+Q(z2, t ), (4.15)

I =
∫ z2

z1

I ′(z, t )d z =−
∫ z2

z1

µm(z)ẅ(z, t )d z , (4.16)

which means that the dynamic equilibrium of forces A +E + I = 0 is given by Eq. (4.13)
for the investigated wing segment. This requirement is verified by calculating a mea-
surement residual, defined as ∆F = A +E + I , which is then used to quantify the error of
the considered approach (see Sec. 2.3).

4.3. EXPERIMENTAL SETUP AND PROCEDURES

4.3.1. WIND TUNNEL SETUP

The experiment is conducted in the OJF (see Sec. 3.2.1) at a freestream velocity of U∞ =
14ms−1, corresponding to a Reynolds number of Re = 230,000 based on the chord of
the wing. The experimental setup is shown in Fig. 4.2. A gust generator (Lancelot et
al., 2017) is mounted at the wind tunnel outlet, which can generate various types of un-
steady inflow conditions for the model in the test section. Two experimental test cases
are considered: one test case with steady inflow, where the gust generator is not oper-
ated, and a second test case with periodic unsteady inflow, where the gust generator
is operated continuously with a sinusoidal variation of the gust vanes angle β accord-
ing to β(t ) = 5◦ × sin(ωg t ), where ωg = 2π fg is the angular frequency of the gust vane
motion. The selected frequency of fg = 2Hz corresponds to a reduced frequency of
k = fgπcU−1∞ = 0.11, which is similar to the reduced frequency in Ch. 3. To perform the
LPT measurements of the flow, the freestream is seeded with the HFSB seeding system
that is described in Sec. 3.2.3, which is placed in the wind tunnel settling chamber.

4.3.2. FLEXIBLE WING MODEL

The experimental model is a rectangular wing with a chord length of c = 0.25m, a span
width of s = 1.75m and a NACA 0010 profile, that is oriented at a geometric angle of
attack of α = 5◦ with respect to the freestream. The wing was constructed in-house out
of carbon fiber reinforced epoxy unidirectional tailored laminates. Its inner structure is
formed by two spars and thirteen ribs, and the outer skin is divided into three spanwise
regions of equal length with different laminate thickness and stiffness properties. The
laminate properties were optimized to minimize the structural weight and maximize the
compliance of the wing. The design and manufacturing procedure of the flexible wing
model is described in detail by Rajpal et al. (2021). To enable the LPT measurements of
the wing displacement, a rectangular grid of white circular markers is spray-painted on
the surface of the wing model using a laser-cut template. The markers have a diameter of
1.5mm and the grid spacing is 30mm. The marker grid on the wing is detailed in Fig. 4.3.
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Figure 4.2: Photo of the wind tunnel setup. 1: six-component balance, 2: flexible wing model, 3: gust generator
mounted at the wind tunnel nozzle exit, 4: CVV, 5: robotic arm, 6: HFSB seeding generator (not visible in the
photo, placed in the wind tunnel settling chamber)

Figure 4.3: Photo of the flexible wing with details of the marker grid and the chordwise marker distribution

The flexible wing model is clamped to a six-component balance using an aluminum
plug which is glued to the bottom of the wing. The mass of the wing without the alu-
minum plug is 1.44kg. The dynamic motion amplitude of the flexible wing in response to
the unsteady inflow generated by the gust vanes is increased by inserting a wingtip mass
of 0.40kg, which reduces the frequency of the wing’s first bending mode from 5.4Hz to
3.3Hz, which is closer to the gust excitation frequency fg , thus generating increased dy-



4

78 4. PROOF OF CONCEPT: AEROELASTIC CHARACTERIZATION OF A FLEXIBLE WING

namic wing deformations. The maximum observed out-of-plane wingtip deflection is
around 40mm, corresponding to around 2% of the span.

The measurements of the six-component balance on which the wing is mounted are
used for validation purposes of the loads at the root of the wing, as determined with the
beam model based on the LPT measurements. Additionally, the wing model is equipped
with a LUNA HD6 fiber optic strain sensor, that is mounted at mid-chord on the inside of
the pressure side of the wing, from the root until z = 1.65m or 94% of the span. The strain
measurements from the optical fiber installed in the wing are obtained with a LUNA
ODiSI data acquisition system and are used for validating the strains that are obtained
from the FE beam model after fitting the model to the LPT marker measurements.

4.3.3. LPT DATA ACQUISITION AND PROCESSING

The same LPT measurement system that is described in Sec. 3.2.3 is used for the image
data acquisition in this experiment. In contrast to the experiment described in Ch. 3,
the CVV is used together with its coaxial illumination component, which consists of an
optical fiber with a diverging lens at the end to illuminate the particles in the field of
view of the cameras. As the illumination source, a Quantronix Darwin-Duo Nd:YLF laser
(25mJ pulse energy at 1kHz, wavelength of 527nm) is connected to the other end of the
optical fiber. The optical measurements of the flow and the structure are conducted with
the maximum acquisition frequency of the CVV of fs = 821Hz and with the maximum
camera sensor size for that acquisition frequency, which is 704× 540 pixel. Six differ-
ent positions of the CVV with respect to the wing are used to obtain the flow measure-
ments around the investigated wing section, with three different chordwise positions of
the CVV on the pressure and suction side, respectively. To achieve this, the optical mea-
surement setup is installed successively on both sides of the wing. The combined size of
the measurement volumes with this procedure is around 15L. For the case of steady in-
flow, 15 000 images are acquired per individual measurement volume. For the dynamic
inflow case, 98 520 images are acquired over 240 motion periods per measurement vol-
ume.

The processing of the acquired image data begins with the separation of the flow
tracers from the structural markers in the particle images, visualized in Fig. 4.4. This
step improves the performance of the LPT algorithm because the appearance of the
structural markers and the flow tracers in the images is not identical. The removal of
the structural information from the integrated measurement images is achieved with a
temporal high-pass filter (Sciacchitano & Scarano, 2014), exploiting the different time
scales of the structural motion and that of the flow. In principle, the reverse operation
can be applied to obtain the image data of the structural markers without the flow tracer
information using a temporal low-pass filter (Mitrotta et al., 2022); however, this step is
not directly necessary for this experiment, because the studied phenomena are either
steady or periodic and thus repeatable over time. This means that the isolated structural
marker information can be simply obtained by acquiring images without operating the
HFSB seeding generator. This approach is advantageous because it allows the modifi-
cation of the camera sensor size to the maximum of 704×636 pixel, which permits the
simultaneous measurement of all markers along the chord on one side of the wing with
just one acquisition at a sampling frequency fs = 500Hz.
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(a) flow and structure (b) flow tracers (c) structural markers

Figure 4.4: Separating the integrated optical measurements into flow and structure data with temporal filters

After separating the flow and structural information, the next step is to apply the
particle tracking algorithm. The used method for obtaining the LPT measurements con-
sists of three steps, that are performed separately for the flow and the structure: first,
a volume self-calibration (Wieneke, 2008) is performed, then an optical transfer func-
tion (Schanz et al., 2013) is generated, and subsequently, the STB algorithm (Schanz et
al., 2016) is applied. The results are obtained in terms of individual Lagrangian particle
tracks, with the position, velocity, and acceleration of each particle over time, for both
the structural markers and the flow tracers in separate files. Once the track data of the
flow tracers are obtained, the velocities of the flow tracer tracks are ensemble-averaged
to a three-dimensional Cartesian grid with a spacing of 2.5mm, using a top-hat filter ap-
proach with cubic bins of 10mm×10mm×10mm, as described by Agüera et al. (2016).
For the measurements obtained in the case of steady inflow, the particle tracks obtained
from all acquired images are combined in the ensemble-averaging procedure. For the
measurements with dynamic periodic inflow, the particle tracks are ensemble-averaged
in a phase-averaged sense based on the recorded signal of the gust generator motion,
where the particle tracks are assembled in 100 temporal bins, each spanning 1% of the
gust excitation period T = fg

−1.

The particle tracks of the structural markers are processed in two different post-
processing procedures for the cases of steady and unsteady inflow, respectively. In the
case of steady inflow, the marker track positions within a radius of 10mm are averaged to
obtain the mean position of the observed grid of markers in space. This step is necessary
to overcome the relatively large random error in the position measurement of the mark-
ers, which has a typical value on the order of 1mm (see Sec. 3.3.1). The same procedure is
then repeated for a reference measurement of the marker positions without wind tunnel
operation. Subsequently, the difference between the two grids is calculated, to obtain
the static deflection of the wing. The physical model is then fitted to these results to de-
termine the elastic forces. For the analysis of the test case with unsteady inflow, only the
amplitude of the deflection around the mean is required in the physical model for the
determination of the inertial force and the elastic force, as the considered linear elastic
theory suggests that the mean value of the deflection is given by the result for the case of
steady inflow. The marker position measurements over time are phase-averaged in 100
temporal bins, which is identical to the processing of the flow field so that the combi-
nation of the model position with the flow fields is coherent. The mean value of these
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position measurements per marker over the entire period is then subtracted from the
phase-averaged positions to obtain the dynamic displacement of the respective marker
over the cycle. In both test cases, no significant relation is observed between the chord-
wise position of the marker and the deflection, indicating negligible twist of the wing,
allowing the marker information to be averaged along the chord to further reduce the in-
fluence of measurement noise before applying the physical models. The physical model
for the determination of the inertial force requires the acceleration, which is computed
from a sinusoidal fit to the phase-averaged position measurements in time. An overview
of the complete data processing procedure is illustrated in Fig. 4.5.

Figure 4.5: Data processing procedure for the aerodynamic and structural measurements

4.4. RESULTS

4.4.1. STEADY INFLOW

For the test case with steady inflow, the aerodynamic force is determined from the mea-
sured flow field and the elastic force is determined from the marker position measure-
ments, while the inertial force is zero. The reaction force and moment at the root in
the FE model, which is used to determine the elastic force in the investigated wing sec-
tion, can be validated against the balance measurements. The strain that results from
the application of the determined external force to the beam model is compared with
the optical strain fiber measurements. The elastic force on the segment is in equilibrium
with the aerodynamic force in the absence of inertial forces so that a comparison of the
two forces is performed and the residual of the considered approach is computed.

ELASTIC FORCE

The result for the deflection w(z) of the FE beam model as matched to the LPT marker
displacement measurements with an optimization (as described in Sec. 4.2.3) is shown
in Fig. 4.6. The standard deviation in the displacement of the seven chordwise mark-
ers that are used to produce one average displacement per spanwise position (that is
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indicated in the plot) has values in the range of 0.28mm < σ < 0.61mm. After updat-
ing the value of the external load q0 to achieve the best match of the beam model with
the displacement measurements, the agreement between the beam deflection and the
chordwise-averaged marker displacement is very good, with an RMS value of the differ-
ence between measurement and model of 0.10mm.
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Figure 4.6: Deflection along the span of the FE beam model and LPT marker position measurements for the
flexible wing at U∞ = 14ms−1 and α= 5◦

The result for the deflected shape can be validated against the measurements from
the optical strain fiber, that is installed inside the skin on the pressure side of the wing.
For this purpose, the strains according to the beam model are computed from the de-
flection line by using the equation for the strain of an Euler-Bernoulli beam:

ε=−d 2w

d z2 d1 , (4.17)

where d1 = 11mm is the distance of the optic fiber from the elastic axis of the beam,
which is assumed to be at the chord line of the wing. The comparison between the strain
measurement and the model strain is shown in Fig. 4.7. The cross-sectional stiffness
properties of the wing change at z/s = 1/3 and z/s = 2/3 (see Rajpal et al., 2021), which
results in a discontinuity of the strain in the beam model at these locations. In contrast,
the strain fiber is installed on the inside of the surface at the pressure side of the wing,
where the stiffness properties only change at z/s = 1/3; therefore, the strain that is mea-
sured with the optical fiber is only discontinuous at that location and not at z/s = 2/3.
Apart from this difference, the agreement between the model and the measurement is
very good.

The result for the external load q0 can be used to calculate the shear force and the
bending moment at the root of the flexible wing with Eq. (4.8) and Eq. (4.9), respectively.
The value for the root shear force can be directly compared to the force measurement of
the balance, as shown in Tab. 4.1, where the mean value and one standard deviation of
the balance measurements are given. For the comparison of the bending moment with
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Figure 4.7: Comparison of the strain between the FE beam model that was fitted to the LPT marker positions
and the optic fiber measurements

the balance measurement, the distance from the center of the balance to the root of the
wing d2 = 334mm has to be considered.

The root bending moment from the balance is determined from the balance mea-
surements of the shear force and the moment under the assumption that no external
bending moment is applied on the wing:

M(z = 0)B = MB −QBd2 . (4.18)

A modeling assumption that is considered a source of the observed differences in
shear force and bending moment in Tab. 4.1 is that of a constant external load along the
span. The validity of this assumption can be assessed by calculating the spanwise center
of pressure zCP:

zCP = M(z = 0)

Q(z = 0)
. (4.19)

The balance measurements in Tab. 4.1 reveal that zCP is located slightly further in-
ward on the wingspan than in the assumed case of a spanwise-constant load, where zCP

is located at mid-span, differing by less than 5%, which indicates that the constant-load
assumption is not the dominant source of error in the considered approach.

Table 4.1: Root loads from the FE model fitted to the non-intrusive structural measurements in comparison
with balance measurements

Quantity Non-intrusive
w/ FE model

Balance measure-
ment

Difference

Root shear force −17.34N −15.82±1.73N 9.64%
Root bending moment −15.18Nm −13.20±0.84Nm 14.94%
Center of pressure 0.5× s 0.477× s 4.84%
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AERODYNAMIC FORCE

A section of the ensemble-averaged flow field at U∞ = 14ms−1 and α = 5◦, located at
z/s = 0.90, is shown in Fig. 4.8, together with the position of the wing section that is
determined from the marker position measurements. Furthermore, the black rectangle
in the plot indicates an exemplary rectangular integration contour for the calculation of
the circulation around the airfoil. The shown integration contour is positioned such that
a minimum distance of 25mm, equivalent to 0.1c, to the surface of the wing is observed
in all directions.
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Figure 4.8: Flow field, airfoil position and an example circulation integration contour at z/s = 0.90

The circulation measurement that is obtained from the flow field is used to calcu-
late the section lift with the Kutta-Zhukovsky theorem for all spanwise sections where
flow measurements were conducted, as shown in Fig. 4.9. To reduce the sensitivity of
the lift to the random error in the flow velocity measurements, the lift for each spanwise
position is computed as the average of the lift values that are obtained when varying
the distance of the rectangular circulation integration contour to the wing surface from
0.05c to 0.2c in 0.025c increments, similar to the procedure described in Sec. 3.4.2. The
spanwise average of the standard deviation of the circulation obtained with the different
integration contours isσ= 0.004m2 s−1, which is less than 1% of the spanwise average of
the circulation, Γb = 0.523m2 s−1. The variations in the lift that result from using the dif-
ferent circulation integration contours are used to indicate the lift uncertainty in Fig. 4.9,
where the error bars represent one standard deviation.

The aerodynamic force that is exerted on the investigated wing segment can be com-
pared with the elastic force, which is determined from the marker measurements with
the FE model. When considering the wing segment between z1/s = 0.85 and z2/s = 0.9,
the aerodynamic force on the segment can be calculated from the lift distribution shown
in Fig. 4.9 with a trapezoidal integration:

A =
∫ z2

z1

L′(z)d z = 0.7691N, (4.20)

while the elastic force on the segment with q0 = 9.91Nm−1 is:

E =−Q(z1)+Q(z2) = q0(z1 − z2) =−0.8672N. (4.21)
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Figure 4.9: Lift from the Kutta-Zhukovsky theorem in the investigated wing section

According to the equilibrium of forces in Collar’s triangle for the case of static aeroe-
lasticity, the two forces A and E on the segment are equivalent in the absence of struc-
tural motion and hence inertial forces, which leads to the quantification of the observed
measurement residual as∆F = A+E =−0.0981N. This value for the measurement resid-
ual is used to calculate a relative error of the considered approach for the case of steady
inflow. To provide a reference force, the balance measurement of the shear force at the
root is scaled by the fraction of the investigated wing section, which is (z2 − z1)/s = 0.05.
This yields a reference force value of Fref = −0.791N, and the corresponding relative er-
ror is ϵ = ∆F /Fref = 12.41% for the case of steady inflow. This error is accredited to the
difference between the elastic properties of the wing and the beam model and to the
drop in lift towards the tip due to downwash effects, which is observed in Fig. 4.9 but not
considered in the structural model.

4.4.2. UNSTEADY PERIODIC INFLOW
For the dynamic aeroelastic test case with unsteady periodic inflow, all three forces in
Collar’s triangle have to be considered. The analysis of the dynamic structural motion is
based on the assumption of a linear elastic response to a sinusoidal external forcing. The
result of a sinusoidal fit to the marker position measurements can be used to validate
this assumption and to determine the acceleration and hence the inertial force on the
investigated wing segment. The amplitude of the marker displacement measurements
is used to determine the amplitude of the dynamic elastic force with the FE model. The
unsteady aerodynamic force is determined from the measured flow fields and is subse-
quently compared to the inertial and elastic forces according to the equilibrium of forces
in Collar’s triangle.

INERTIAL FORCE

For the determination of the inertial force, the acceleration is determined from the phase-
and chordwise averaged marker displacement measurements by fitting a sinusoidal curve
to the measurements. The result is shown in Fig. 4.10 for the spanwise position at z/s =
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0.90, where the sinusoidal fit is seen to be a very good representation of the actual mea-
surements, with an RMS of the difference between the fit and the measurements of
around 0.2mm, which is less than the typical standard deviation of the measurements
during the phase- and chordwise averaging of the marker measurements, which is around
0.3mm.
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Figure 4.10: Phase-averaged marker-based displacement from the static reference and sinusoidal fit for z/s =
0.90

The discrete amplitude measurements that are obtained at the spanwise positions of
the fiducial markers are used to estimate the continuous behavior of the wing motion in
the investigated region. Because the measurements are performed near the tip, it can be
assumed that the wing deformations in the sense of spanwise curvature are small and
the measured amplitudes can be fitted with a linear curve, which is shown in Fig. 4.11.
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Figure 4.11: Marker-based displacement amplitudes in the investigated region and linear fit
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With the obtained linear relation between the spanwise position on the investigated
wing segment and the amplitudes of the sinusoidal fit according to Eq. (4.2), it is possible
to determine the acceleration of the wing between z1 and z2 with Eq. (4.3) and thus the
inertial force with Eq. (4.1). Furthermore, the amplitude at z/s = 0.875 resulting from the
linear fit is used for the determination of the elastic force in the following.

ELASTIC FORCE

For the determination of the elastic force in the dynamic case, the amplitude of the si-
nusoidal forcing qamp is determined from the observed wing motion amplitude wamp.
For that, the FE formulation of the dynamic beam bending motion in Eq. (4.12) is solved
in an optimization procedure for qamp that minimizes the difference in displacement
amplitude between the model and the measurements. With the resulting FE degrees of
freedom ξamp that are the best fit to the experimental data, the dynamic behavior of the
FE model degrees of freedom is given as ξampe iωg t+φ, where the phase is aligned with
the sinusoidal fit of the marker measurements such that φ= 0. From this result for ξ(t ),
the continuous time-dependent deflection w(z, t ) is calculated with the Hermite spline
interpolation for each time step. Then, the shear force and bending moment along the
span are obtained with Eq. (4.5) and Eq. (4.6), respectively, from the deflection by using
a second-order accurate finite difference scheme. With the results of this procedure, the
dynamic component of the shear force and the bending moment for comparison with
the dynamic component of the balance measurements can be computed over the pe-
riod. The comparison is shown in Fig. 4.12 for the force and in Fig. 4.13 for the moment,
where the mean value has been subtracted from the balance measurements.
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Figure 4.12: Comparison of the root shear force from the FE model with the balance measurements

The RMS value of the difference between the model and the measurement is 1.43N
for the shear force and 1.26Nm for the bending moment, corresponding to a relative
error of 17.10% and 15.01%, respectively, using the RMS of the balance measurements
as a reference. The phase alignment between the model and the measurement is very
good for both the force and the moment, with phase differences of less than 0.5% of the
period determined by cross-correlating the signals.
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Figure 4.13: Comparison of the root bending moment from the FE model with the balance measurements

AERODYNAMIC FORCE

The phase-averaged unsteady flow field and the corresponding wing position as deter-
mined from the marker tracks are shown for four phase instants in Fig. 4.14. The effect
of the impinging gusts is evident in the plots, with a visibly enlarged and reduced region
of accelerated flow over the suction surface of the wing at t/T = 0.25 and t/T = 0.75,
respectively.
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Figure 4.14: Flow field and airfoil position for four different phase instants at z/s = 0.88
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The calculation of the unsteady lift with Eq. (3.10) requires the determination of the
partial circulation Γp (x, t ), which is obtained by performing line integrals of the mea-
sured velocity for each phase instant. Similar to the test case with steady inflow, the
procedure described in Sec. 3.3.1 is followed, where the position of the integration path
is varied to reduce the effect of the random error in the flow velocity measurements
on the result for the circulation. Only the positions of the line segments that are up-
stream, above, and below the airfoil are varied, while the downstream segment remains
fixed at the particular x-location on the airfoil, to determine the value of Γp (x, t ) at
that specific location. To determine the overall bound circulation around the airfoil
Γb(t ) = Γp (x = c, t ), the downstream segment of the integration path also remains fixed
just behind the trailing edge of the airfoil, so that the varying circulation that is shed into
the wake in the unsteady case following Kelvin’s theorem is not affecting the determined
result for the bound circulation Γb(t ). The mean value over the period of the standard
deviation of the circulation obtained with different integration contours as described
above is σ= 0.024m2 s−1, which is increased by a factor of around six with respect to the
standard deviation of the circulation that is obtained with a similar procedure for the
test case with steady inflow. This increase results from the higher level of random error
in the phase-averaged measurements of the unsteady periodic inflow when compared
to the steady case because the number of acquired images is approximately 15 times
smaller for a time span of 1% of the period in the unsteady inflow case than in the case
with steady inflow. To reduce the level of random error in the measurement, the deter-
mined time series of Γp (x, t ) is fitted with a sinusoidal curve for each chordwise position.
Additionally, the partial circulation is averaged across the span in the region z1 to z2 so
that the average lift per unit span on the investigated wing segment is determined. The
result is shown for four different phase instants in Fig. 4.15.
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Figure 4.15: Partial bound circulation along the chord for three different phase instants

By using the Kutta-Zhukovsky theorem together with the overall bound circulation
around the airfoil Γb(t ), as determined from the unsteady flow fields, the quasi-steady
lift is obtained. To determine the unsteady lift, the additional flow acceleration term is
computed from the time series of the circulation distribution with Eq. (3.10). Both lift
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curves over the period are shown in Fig. 4.16. The unsteady lift curve as determined
from the sinusoidal fit is similar to the quasi-steady lift curve. As a result of including the
flow acceleration term in Eq. (3.10), the amplitude of the unsteady lift is decreased by
0.7% compared to the quasi-steady lift, and the curve is shifted by −2.70% of the period.
The lag of the lift with respect to the dynamic motion of the wing is reduced from 3.62%
to 0.92% of the period when including the flow acceleration term, which leads the quasi-
steady lift in phase.
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Figure 4.16: Quasi-steady and unsteady lift acting on the wing section over the period

CLOSURE OF COLLAR’S TRIANGLE

After the three forces in the dynamic aeroelastic interaction are determined based on the
LPT measurements, the results can be compared with each other to validate the physical
models based on the equilibrium of forces. The aerodynamic and inertial forces on the
segment are determined directly with a spanwise integration of the obtained results be-
tween z1 to z2. For the determination of the elastic force on the segment, the amplitude
of the dynamic motion of the FE degrees of freedom ξamp is combined with the solution
in the case of steady inflow ξ0 to yield the dynamic result ξ(t ) = ξ0 +ξampe iωg t+φ, that is
used to calculate the shear forces Q(z1, t ) and Q(z2, t ) with finite differences. The results
for the three forces on the investigated wing segment are shown in Fig. 4.17. Additionally,
the value of the residual ∆F is shown over the period.

The maximum absolute value of ∆F over the period is 0.158N at t/T = 0.23, which is
near the maximum values of the elastic and aerodynamic force magnitudes. The RMS
value of ∆F over the period is 0.0964N, which corresponds to an error of 11.72% of the
reference force from the balance, which is the mean value over the period of the mea-
sured root shear force, scaled by the fraction of the investigated wing section. This value
of the error in the dynamic aeroelastic test case is very similar to the value of the error
in the static aeroelastic test case. It can therefore be assumed that the sources of er-
ror are the same as in the static case, especially when considering that the result from
the static test case has been used to obtain the result for the dynamic shear force. As a
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consequence, it is noted that the added complexity of the dynamic test case, with con-
siderable unsteady aerodynamic and inertial forces, is suitably accounted for with the
applied methods and does not lead to significant additional sources of error.
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Figure 4.17: Three forces in Collar’s triangle A, E, I as determined from the integrated optical measurements
and the measurement residual ∆F = A+E + I

4.5. CONCLUDING REMARKS
The characterization of the aeroelastic response of a flexible wing, in terms of all three
force components in Collar’s triangle, based on integrated optical measurements was
demonstrated by analyzing a section of a flexible wing. After applying custom post-
processing procedures for the particle tracks of the flow and structure separately, the
three different forces in the aeroelastic interaction were determined using three differ-
ent methods. The sectional inertial force was determined as the product of mass and
acceleration of the wing based on the deformation measurements, while the aerody-
namic force was determined from the flow field measurements with an unsteady po-
tential flow model, and the elastic force was determined by fitting an FE beam model
to the deformation measurements. The physical agreement of the three forces, based
on the equilibrium of forces in Collar’s triangle, was similar to the agreement between
the elastic force and the reference data from the balance measurements. This observa-
tion supports the results for the aerodynamic and inertial forces and indicates that the
fidelity of the inverse structural modeling approach should be improved to achieve a
better characterization result.

For the proof of concept that was presented in this chapter, the physical models that
were used to determine the forces from the measurement data were of relatively low
complexity. However, the complexity of the physical models that are used to analyze
the measurements of the integrated non-intrusive measurement approach could be in-
creased if required. This would be necessary in the case of considerable non-linear aero-
dynamic effects due to flow separation, or very large structural deformations that cannot
be modeled with the linear theory of small deflections. Yet, the inverse structural mod-
eling has been identified as the most complex and error-prone aspect of the aeroelastic
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characterization based on LPT measurements, already under the conditions encoun-
tered in this chapter. This means that for experimental test cases with more complex
structural behavior, such as the highly flexible wing that is investigated in the next chap-
ter, the elastic force cannot be determined directly from the marker measurements with-
out the use of a more sophisticated inverse structural modeling procedure. It is there-
fore concluded that the elastic loads are best determined by exploiting the equilibrium
of forces in Collar’s triangle, thus using the other two forces (aerodynamic and inertial)
to calculate the elastic force, when performing an aeroelastic characterization based on
measurements with the integrated optical approach. Hence, this procedure will be fol-
lowed in the next chapter.





5
APPLICATION:

AEROELASTIC ANALYSIS OF A

HIGHLY FLEXIBLE WING

The aeroelastic response of a highly flexible wing to steady and periodic unsteady inflow
conditions is analyzed in a wind tunnel experiment. The investigated wing exhibits tip
displacements of more than 24% of its span width under the considered experimental
conditions. The measurements are performed with the integrated optical approach that
provides measurements of the structural response of the wing and the unsteady flow field
around it. The aeroelastic loads acting on the wing are derived using physical models and
validated against force balance measurements, showing a good agreement for all consid-
ered inflow conditions.

Parts of this chapter have been accepted for publication in the AIAA Journal as: Mertens, C., Costa Fernández,
J. L., Sodja, J., Sciacchitano, A., and van Oudheusden, B. W. (2023). Nonintrusive Experimental Aeroelastic
Analysis of a Highly Flexible Wing.
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5.1. BACKGROUND
Significant progress in aeroelastic research has been achieved in the past based on exper-
imental aeroelastic studies that served as a benchmark for the development of improved
simulation methods, for example in the case of the structural and aerodynamic nonlin-
earities that occur on high aspect ratio wings (Tang & Dowell, 2001, 2002a, 2002b). Fol-
lowing this tradition, a novel experimental benchmark of a highly flexible wing, known
as the Pazy wing, has recently been introduced to support the development of numerical
prediction models for highly flexible structures with experimental reference data (Avin
et al., 2022). This wing has been observed to sustain very large deformations in the wind
tunnel, with tip displacements of more than 50% of the span. Previous experimental
studies on the Pazy wing were conducted at the Technion (Israel Institute of Technology)
and were focused on the behavior of the wing in steady inflow and during inflow velocity
sweeps and on the limit-cycle oscillation behavior of the wing (Avin et al., 2022; Drachin-
sky et al., 2022). Several numerical studies have followed these experimental activities,
using the results as a benchmark for the validation of numerical models (Goizueta et al.,
2022; Hilger & Ritter, 2021; Riso & Cesnik, 2022).

In the existing experimental studies of the Pazy wing, wind tunnel measurements
were performed with strain sensors, an optical motion tracking system, and a force bal-
ance. However, no dedicated aerodynamic measurements were performed so far. In
this chapter, an adapted version of the Pazy benchmark wing, the Delft-Pazy wing, is
studied in a wind tunnel experiment where aeroelastic measurements are performed
with the integrated optical approach. Based on the optical measurements of the flow
and the structure, the aeroelastic response of the wing to steady and unsteady inflow
conditions is characterized. Two different angles of attack and two different gust exci-
tation frequencies are studied, producing different static and dynamic aeroelastic wing
responses, respectively. Significant extensions to the proof of concept study in the pre-
vious chapter are the flow field measurements along the entire span width of the wing
and the increased complexity of the experimental conditions, in which aerodynamic and
structural nonlinearities are observed. Additionally, an extension to the integrated opti-
cal measurement approach is explored by conducting aerodynamic measurements with
an infrared camera. These measurements provide insight into the boundary layer be-
havior of the Delft-Pazy wing, which cannot be resolved with the LPT measurements but
are valuable information for the validation of numerical simulation methods.

5.2. EXPERIMENTAL SETUP AND PROCEDURES

5.2.1. DELFT-PAZY HIGHLY FLEXIBLE WING MODEL

The investigated Delft-Pazy wing is nearly identical to the benchmark Pazy wing de-
scribed in detail by Avin et al. (2022). The wing has a nominal span of s = 550mm, with
a chord length of c = 100mm and a NACA 0018 airfoil section. The wing is furthermore
equipped with a 300mm long wingtip rod with a diameter of 10mm and a mass of ap-
proximately 15g that can be used to change the dynamic aeroelastic properties of the
wing (see Avin et al., 2022). The wing structure consists of an aluminum spar and a 3D-
printed nylon chassis that forms the leading and trailing edges as well as the ribs and is
connected to a cylindrical mounting base. The main difference to the benchmark Pazy
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wing design is the reduced thickness of the aluminum plate representing the spar of the
Delft-Pazy wing, which is 1.5mm, as opposed to 2.25mm for the original benchmark
wing. The purpose of this design modification is to achieve similarly large deformations
as observed by Avin et al. (2022) at the reduced wind tunnel speed, which is adjusted to
facilitate the LPT measurements of the wing with the optical setup present in the wind
tunnel test section (see Sec. 5.2.4). The mass of the wing, including the wingtip rod but
without the mounting base and connectors is estimated to be 279g, based on the infor-
mation given by Avin et al. (2022) and considering the reduced plate thickness. The skin
of the Delft-Pazy wing is made of Oralight black iron-on film that is applied to the chassis
by thermal shrinking. The wing surface is painted with a grid of white circular markers
with a diameter of 1.5mm at the spanwise locations of the ribs and on the wingtip rod,
to perform the measurements of the structural response of the wing in the wind tunnel.
The wing geometry and the surface marker grid specifications are shown in Fig. 5.1.
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Figure 5.1: Sketch of the dimensions (in mm) of the Delft-Pazy wing with detail of the fiducial marker grid

The purpose of the structural marker measurements is threefold; firstly, marker mea-
surements of the unloaded wing mounted in the wind tunnel are used to transform
the measurement coordinate system into wind tunnel coordinates. Secondly, measure-
ments of the wing under aerodynamic load are used to determine the deformed wing
shape according to the procedure described in Sec. 5.3.2, which is in turn used for the
determination of the inertial force. Additionally, the marker-based wing shape recon-
struction is used for selecting the circulation integration contours during the aerody-
namic load determination based on the flow field measurements. The construction pro-
cess of the Delft-Pazy wing with a thin foil covering the chassis does not preserve the
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design airfoil shape between the ribs due to the flexibility of the foil. This means that the
aerodynamic shape of the wing is altered from the design shape. To quantify this effect,
a 3D-scan of the wing is performed in unloaded conditions, using a FARO Quantum Max
scanner arm (maximum permissible error below 0.1 mm)1. The result of the shape scan
is visualized in Fig. 5.2. Two cross-sectional slices of the scanned geometry are shown,
section I between two ribs and section II on a rib, as well as one slice along the span at
x/c = 0.25. The differences between the outer shape of the Delft-Pazy wing and the de-
sign shape are visible, as the maximum thickness of the wing section between the ribs is
reduced by more than 10% compared to the reference NACA 0018 airfoil. Furthermore,
a kink in the sectional wing shape is visible close to the leading edge for slice I. The ef-
fects of these shape alterations on the boundary layer on the suction side of the wing
are quantified based on measurements with an infrared camera that is used to perform
surface temperature measurements of the Delft-Pazy wing in the wind tunnel.

Figure 5.2: Visualization of the outer shape scan results of the Delft-Pazy wing

5.2.2. GROUND VIBRATION TEST
A ground vibration test (GVT) and a FE model simulation are used to characterize the
structural dynamic behavior of the Delft-Pazy wing, in a similar approach as reported by
Jaworski and Dowell (2009). The GVT measurements are conducted with a Polytec PSV-
500 laser scanning vibrometer in the frequency range up to 800Hz and post-processed
with the SimCenter TestLab software. An overview of the experimental setup of the GVT
is shown in Fig. 5.3(a). The vibration data is acquired at 37 different measurement points
on the wing (see Fig. 5.3(b)), and the data from 10 measurements are averaged for each
measurement point. The excitation of the wing model is achieved with a Maul-Theet

1https://www.faro.com/en/Products/Hardware/Quantum-FaroArms

https://www.faro.com/en/Products/Hardware/Quantum-FaroArms
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vlmpact-61 automatic modal hammer. The impact point of the modal hammer is near
the leading edge of the wing at around one-quarter of the wingspan measured from the
base, between the third and the fourth rib, as visible in Fig. 5.3(b).

(a) (b)

Figure 5.3: Ground vibration test of the Delft-Pazy wing. (a) Experimental setup. 1: Delft-Pazy wing, 2: modal
hammer, 3: laser scanning vibrometer, 4: data acquisition computer. (b) Design model of the wing without
skin, with an indication of the GVT measurement points (blue squares) and the driving point (red cross)

The results of the GVT in terms of the first five mode shapes, the modal frequencies,
and damping are summarized in Tab. 5.1. The GVT results are correlated with a finite
element model of the wing using the correlation tool in SimCenter 3D. The finite ele-
ment model of the Delft-Pazy wing was derived from the finite element model of the
original Pazy wing (available through the Third Aeroelastic Prediction Workshop2) by
adjusting the spar thickness in the model to match the reduced plate thickness com-
prising the spar in the Delft-Pazy wing. The comparison between the GVT and the sim-
ulation results is shown in Fig. 5.4, showing a qualitative comparison between the first
five modes. The agreement between the mode shapes is very good, which is also indi-
cated by very high values of the modal assurance criterion (MAC, Pastor et al., 2012),
which is given in Tab. 5.1. The agreement between the frequencies of the finite element
model, fFEM, and from the GVT, fGVT, for the first five modes is very good, with an aver-
age difference of around 4% of the finite element model with respect to the GVT result,
∆ f = ( fFEM − fGVT)/ fGVT, which is similar to the agreement between the FEM and the
GVT results reported by Avin et al. (2022) for the original Pazy wing and Jaworski and
Dowell (2009) for a similar wing design.

2https://nescacademy.nasa.gov/workshops/AePW3/public/wg/largedeflection

https://nescacademy.nasa.gov/workshops/AePW3/public/wg/largedeflection
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(a) first bending (b) second bending

(c) first torsion (d) third bending

(e) second torsion

Figure 5.4: Dynamic mode shape comparison between finite element model (light blue, with undeformed
reference shape in grey) and GVT result (colored by displacement)
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Table 5.1: Results of the ground vibration test and comparison with finite element model

mode no. mode type fGVT damping ratio fFEM ∆ f MAC
1 first bending 3.2Hz 0.54% 3.3Hz +2.3% 0.96
2 second bending 22.5Hz 0.60% 21.9Hz -2.3% 0.99
3 first torsion 29.5Hz 0.61% 28.1Hz -4.7% 0.97
4 third bending 65.0Hz 0.60% 63.1Hz -2.9% 0.96
5 second torsion 119.7Hz 0.65% 105.9Hz -11.5% 0.73

5.2.3. WIND TUNNEL SETUP

The wind tunnel experiment is conducted in the OJF at a freestream velocity of U∞ =
18.3ms−1, corresponding to a Reynolds number of Re = 122000 based on the wing chord.
The Delft-Pazy wing model is mounted vertically in the test section on a force balance,
which is attached to a rotating table that allows setting the geometric angle of attack, α,
defined with respect to the steady inflow direction. The balance and the rotating table
are located underneath a splitter plate to reduce wind tunnel interference effects. This
part of the setup is positioned between the optical measurement setup for the LPT mea-
surements on one side and the setup for the infrared thermography measurements on
the other side. For the experiment, the same gust generator that was used in the previous
chapter, consisting of two vertically mounted movable vanes that span the height of the
wind tunnel nozzle (Lancelot et al., 2017), is mounted at the wind tunnel nozzle exit. The
wind tunnel setup with an indication of the relevant components is sketched in Fig. 5.5.

Figure 5.5: Sketch of the experimental setup in the OJF. 1: Wind tunnel nozzle exit, 2: gust generator vanes,
3: Delft-Pazy wing, 4: infrared camera, 5: heat lamp, 6: rotating table, 7: high-speed cameras, 8: LED illumina-
tion units, 9: force balance
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For the infrared thermography measurements, the suction side of the wing is mea-
sured at 8 different angles of attack between 0◦ ≤ α ≤ 14◦, with increments of ∆α = 2◦,
in steady inflow conditions. The infrared thermography measurement system is de-
scribed in Sec. 5.2.5. For the integrated optical measurements with the LPT system (see
Sec. 5.2.4), four different test conditions are considered, of which two are with steady
inflow conditions and two include unsteady inflow produced by the gust generator. The
conditions of the four test cases are summarized in Tab. 5.2. For the two test cases with
steady inflow, the angle of attack is set to α = 5◦ and α = 10◦, respectively, achieving
different lift values and thus wing deformation levels. For the test cases with gust gen-
erator operation, the unsteady inflow is generated by a continuous sinusoidal operation
of the gust generator during the measurement, with the gust vane angle described by
β = βamp sin(2π fg t ), where βamp and fg are the amplitude and frequency of the gust
vane motion, respectively. Different mean angles and gust frequencies are selected for
the two dynamic test cases, corresponding to different levels of wing deformation and
unsteadiness in the periodic inflow conditions, respectively. The first dynamic test case
is selected to represent linear unsteady aerodynamic conditions because these condi-
tions are relevant for applications in flight (see Z. Wu et al., 2019). A moderate geometric
angle of attack α= 5◦ is therefore selected, while the gust frequency is determined to be
high enough to reach a reduced frequency of k = 0.1, which is high enough to produce
considerable unsteady aerodynamic effects, as observed in the previous two chapters.
The second dynamic test case is selected to study the gust response involving very large
deformations. The angle of attack, α = 10◦, is therefore selected to produce the maxi-
mum value of the lift to achieve a large mean deflection. Furthermore, the wing is ex-
cited with a gust frequency that corresponds to the first natural bending frequency of
the Delft-Pazy wing as it is measured in the GVT, to produce large dynamic deflections
around the mean deflection.

Table 5.2: Summary of the wind tunnel test conditions for the integrated optical measurements

test case
wing geometric

angle of attack α
gust vane

amplitude βamp

gust
frequency fg

reduced
frequency k

static 1 5◦ N/A N/A 0
dynamic 1 5◦ 5◦ 5.7Hz 0.10
static 2 10◦ N/A N/A 0
dynamic 2 10◦ 5◦ 3.2Hz 0.055

The gust vane amplitude is set to βg = 5◦ in both test cases. Based on previous stud-
ies, it can be expected that this amplitude corresponds to a variation of the inflow angle
to the wing with roughly half the amplitude of the gust vane motion (Lancelot et al.,
2017). This estimate can be compared to the variation of the transversal velocity com-
ponent v(t ) in the flow, based on the ensemble-averaged LPT flow field measurements
of the wing (see Sec. 5.2.4). To minimize the influence of the presence of the wing on
the gust measurement, the inflow is analyzed upstream of the wing at the streamwise
location x/c = −0.75, which corresponds to the upstream edge of the field of view of
the LPT system. The phase-averaged measurements of the transversal velocity compo-
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nent at the considered streamwise location are averaged over an area that is centered at
the mid-span of the deflected wing and spans 0.5s in the spanwise direction and 0.4s in
the transversal direction over the entire gust period. The influence of the wing on the
transversal flow velocity at x/c =−0.75 is non-zero, the transversal velocity is the sum of
the contributions of the gust and the velocity induced by the wing, v(t ) = vg (t )+vwing(t ).
To determine the gust velocity only, it is assumed that the velocity induced by the wing
at x/c =−0.75 does not vary strongly over time, such that vg (t ) ≈ vamp(t ) = v(t )− vm(t ).
The transversal gust velocity measurements obtained with this approximation are shown
for the two gusts with different frequencies in Fig. 5.6(a) and Fig. 5.6(b), respectively.
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Figure 5.6: Measurements with sinusoidal fit of the transversal gust velocity upstream of the wing

The measurements for both gusts are well approximated with a sinusoidal fit that
uses the inverse of the gust frequency as the period length. Operating the gust genera-
tor at the higher frequency of fg = 5.7Hz produces gust measurements with a transversal
velocity amplitude of vg ,amp = 0.81ms−1 (corresponding to an inflow angle variation am-
plitude of αg ,amp = 2.5◦) that is around 20% larger than the value of vg ,amp = 0.65ms−1

(equivalent to αg ,amp = 2.0◦) that is obtained for the lower frequency of fg = 3.2Hz. The
sinusoidal fits of the gust measurements are used to align the gusts in time throughout
this chapter, such that for both gust frequencies the time instant t/T = 0 corresponds to
the time instant at which the gust arrives at the theoretical aerodynamic center of the
wing at x/c = 0.25, based on the assumption that the gust convects downstream from
the measurement location with the freestream velocity.

5.2.4. LAGRANGIAN PARTICLE TRACKING SYSTEM
For conducting the non-intrusive measurements of the flow, the freestream is seeded
with HFSB, using the same seeding generator system as in the previous chapters, placed
in the OJF upstream of the wind tunnel contraction. The seeding particle concentration
during the experiment is on the order of 1cm−3. The setup for conducting the integrated
non-intrusive measurements consists of three Photron Fastcam SA1.1 high-speed cam-
eras with 50 mm lenses at a focal ratio of f /22. The cameras are operated at a recording
frequency of 5.4kHz with a resolution of 1024×1024 pixel (12-bit, 20µm pixel pitch). The
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illumination of the HFSB flow tracers and the fiducial markers on the wing is achieved
with three LaVision LED-Flashlight 300 illumination units. The LPT data acquisition is
performed with the LaVision Davis 10 software. A photo of the LPT measurement setup
in the wind tunnel is shown in Fig. 5.7.

Figure 5.7: Photo of the Lagrangian particle tracking measurement setup in the wind tunnel. 1: Delft-Pazy
wing, 2: high speed cameras, 3: LED illumination units, 4: stream of illuminated HFSB

The size of the measurement volume that is obtained with this setup is about 300mm
in the x, y , and z directions, respectively. To achieve the complete aeroelastic character-
ization of the Delft-Pazy wing, which has a span width of 550mm, measurements of the
flow field around the entire wing are necessary. Considering the measurement volume
size, four separate measurements are performed for each test case. Each of the four
measurements is covering roughly one quarter of the entire investigated domain: one
measurement volume is placed on the suction and one on the pressure side for the up-
per and the lower half of the wingspan, respectively. The adjustment of the spanwise
position of the measurement volume is performed by changing the position of the cam-
eras and illumination with respect to the wing. The measurements on the suction and
pressure side of the wing are performed without moving the optical measurement setup
and instead by changing the angle of attack of the wing from +α to −α, respectively. For
the test cases with steady inflow, the four acquisitions from the four different measure-
ment volumes are combined into an integrated, time-averaged representation during
the LPT data post-processing. For the dynamic test cases, five recordings, each with a
duration of 1.01s (5457 images per recording, corresponding to the full memory of the
cameras), are performed for each of the four measurement volumes. These separate
measurements are then combined into a phase-averaged representation of the flow field
during the post-processing, which is necessary to improve the measurement resolution,
considering the limited seeding particle concentration.
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The processing of the integrated optical measurements is performed analogously to
the procedures described in the previous chapters. First, the images of flow and struc-
ture are separated by exploiting the different time scales of their motion. Subsequently,
the data sets are processed separately and the STB algorithm is applied. The obtained
LPT measurements are post-processed in a time- or phase-averaged sense, for the test
cases with steady and unsteady periodic inflow, respectively. A further necessary post-
processing step of the LPT data is the transformation of the measurement coordinate
system to the wind tunnel coordinate system. This is achieved by acquiring a refer-
ence measurement of the structural markers on the Delft-Pazy wing without wind tunnel
operation after each adjustment of the measurement volume. This data is then corre-
lated with the reference positions of the markers painted on the model to determine
the translations and rotations of the measurement coordinates with respect to the wind
tunnel coordinates, which are then used to transform the LPT measurements into the
wind tunnel coordinate system. The accuracy of the employed merging procedure can
be assessed by comparing the measured flow velocity at corresponding positions with
respect to the wing from different acquisitions. Typical values of these differences are
between 1% and 3% of the local velocity magnitude. Since these values are of the same
order of magnitude as when the merging of different flow measurement acquisitions is
performed automatically based on position measurements with a robotic arm (see Jux
et al., 2018), these differences are considered acceptable and not further investigated.

5.2.5. INFRARED THERMOGRAPHY MEASUREMENT SETUP

The setup for the infrared thermography measurements in the wind tunnel is shown in
Fig. 5.8. An infrared camera is used to measure the infrared radiation emitted from the
suction surface of the wing, which is proportional to the surface temperature. To facil-
itate the analysis of the boundary layer state on the wing based on the thermographic
measurements, the wing surface is heated above the temperature of the freestream with
a halogen lamp.

Figure 5.8: Photo of the infrared thermography measurement setup in the wind tunnel. 1: Infrared camera,
2: Delft-Pazy wing, 3: halogen lamp



5

104 5. APPLICATION: AEROELASTIC ANALYSIS OF A HIGHLY FLEXIBLE WING

The measurements are performed with a FLIR SC7300 infrared camera, which is
acquiring thermographic images with a resolution of 320x256 pixels at a frame rate of
230Hz, using an integration time of 250µs. For each α, 100 images are taken for time-
averaging. The field of view of the infrared camera captured the full span of the wing. To
perform the quantitative analysis of the boundary layer, the infrared images are mapped
onto the wing’s reference system to account for the deflection of the wing. This is achieved
by detecting the intersections of the ribs with the edges of the wing in the infrared images
and mapping the image data accordingly. Since the purpose of the infrared thermogra-
phy measurements is the detection of the boundary layer state, the physical values of the
surface temperature are not required. Hence, no temperature calibration is performed
because the data can be analyzed in terms of the infrared radiation in camera counts.

5.3. DATA PROCESSING AND ANALYSIS

The data processing steps that are applied to analyze the static and dynamic aeroelastic
behavior of the Delft-Pazy wing are described in this section. First, a discussion on the
aerodynamic and structural loads determination methods that are applied in this chap-
ter is provided in Sec. 5.3.1. The post-processing of the LPT measurements to obtain the
wing shape reconstruction and the ensemble-averaged volumetric flow fields are then
described in Sec. 5.3.2 and Sec. 5.3.3, respectively. The latter also contains an analysis
of the unsteady flow fields with respect to the effective inflow angles to the wing. The
results for the wing shapes and the flow fields are subsequently analyzed to achieve the
characterization of the aeroelastic loads acting on the wing. To validate these results,
a comparison is made to force balance measurements in terms of the root force on the
wing. The processing of the force balance measurements is described in Sec. 5.3.4. The
data analysis of the infrared thermography measurements for characterizing the bound-
ary layer on the Delft-Pazy wing is described in Sec. 5.3.5.

5.3.1. AEROELASTIC LOADS DETERMINATION METHODS

The three aeroelastic forces are derived from the integrated optical measurements using
physical principles. However, the aerodynamic and inertial loads are derived from the
measurements using appropriate physical models, while the elastic force is evaluated
from the other two forces based on the equilibrium of the three forces acting on the wing
in this chapter (see Sec. 2.3).

The determination of the aerodynamic lift force follows the same procedure that
is described in Sec. 4.2.1, using the circulation-based method that was introduced in
Sec. 3.4.2. The drag force is not analyzed, as the lift is the component of the aerodynamic
force that determines the aeroelastic response of the wing, which is predominantly con-
stituted by the out-of-plane deflection. This is a result of the specific angles of attack
that are considered (see Tab. 5.2), for which the lift-to-drag ratio is around 35 based on
Xfoil (Drela, 1989) calculations, and the wing chord is still approximately aligned with
the freestream, meaning that the lift force contributes much more effectively to the out-
of-plane deflection. Both effects combined mean that the lift force contributes approxi-
mately 400 times more than the drag force to the out-of-plane deflection at α = 5◦, and
about 200 times more at α= 10◦.
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Also for the characterization of the inertial force, only the dominant motion degree
of freedom is considered, which is the deflection w of the wing in the direction perpen-
dicular to the wing chord. In the same way as in Sec. 4.2.2, a simplified one-dimensional
model of the wing with a single coordinate z along the span is considered for the in-
ertial load determination, where the inertial force per unit span I ′ on the wing can be
determined with Eq. (4.1) as the product of mass density and acceleration, which is cal-
culated from the time series of reconstructed wing shapes using a second-order central
finite difference scheme.

The elastic force, as the third relevant aeroelastic force in a dynamic aeroelastic in-
teraction, can be determined from the equilibrium of the three forces acting on the wing,
E = −A − I . When the sectional aerodynamic and inertial forces have been determined
along the span, these two forces can therefore be used to calculate the shear force distri-
bution along the span of the wing. In this chapter, the elastic force is determined only in
an integral sense at the root of the wing, to perform a comparison of the non-intrusive
measurements with force balance measurements. The force measurements that are ob-
tained with a balance that is attached to the root of the wing, Froot, correspond to the
reaction force to the (elastic) shear force, so that Froot = −E . In accordance with the
discussion on the dominant aerodynamic and inertial force contributions, the domi-
nant root force component in the wind tunnel reference system is the root force in the
y-direction, which is determined by adding the y-components of the aerodynamic and
inertial loads and integrating the sum along the span:

Froot,y (t ) =
∫ s

0

(
L′(z, t )+ I ′(z, t )cosα

)
d z . (5.1)

The sectional lift force acts perpendicular to the direction of the freestream and is
aligned with the y-direction of the wind tunnel reference system, whereas the inertial
force is determined by considering the out-of-plane deflection in the reference system
of the wing. To obtain the integral force in the y-direction, this contribution is therefore
reduced by a factor of cosα, where α is the geometric angle of attack of the wing.

5.3.2. WING SHAPE RECONSTRUCTION
After the LPT measurements of the surface markers on the wing are transformed into the
wind tunnel coordinate system, the position measurements of the markers are used to
determine the deformed shape of the wing. This is achieved by calculating an average
local deflection w(z) for each spanwise section where the markers are painted (i.e., the
ribs of the wing) from the measurements and then fitting a polynomial curve through
these measurements along the spanwise direction. Following this procedure, the poly-
nomial curve fit can be used to approximate the reference spanwise axis to calculate the
deformed wing shape. A fourth-order polynomial is used for the curve fit, which satisfies
the geometric boundary conditions of the wing that is clamped at the root, w(z = 0) = 0
and ∂w/∂z(z = 0) = 0, and is defined as:

w(z) = P1z4 +P2z3 +P3z2, (5.2)

where the coefficients P1, P2, and P3 are optimized to provide the best fit to the experi-
mental wing shape measurements in a least-squares sense.
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The results of the polynomial curve fit to the measurements for the two test cases
with steady inflow are shown in Fig. 5.9. The length of the polynomial curve is adjusted
to match the undeformed shape by numerically integrating the length of the polynomial
curve to determine the value of ztip in the deformed case that corresponds to an arc
length that is equal to the span s of the undeformed wing.
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Figure 5.9: Deflection measurements in steady inflow with polynomial curve fit

The measurements of the marker positions that are shown in Fig. 5.9 are averaged
from 1000 images acquired in the wind tunnel to reduce the effect of measurement noise
and small-scale vibrations of the wing during the experiment. Furthermore, the deflec-
tion measurements obtained from the eight markers that are distributed along the chord
on both sides of the wing are averaged to produce only one measurement data point
per spanwise location. With this approach, the standard deviation of the residual be-
tween the 15 measurement data points along the span and the curve fit is σ = 0.13mm
for α= 5◦ and σ= 0.25mm for α= 10◦, corresponding to less than 0.5% of the respective
wingtip displacement.

To fully describe the deformed wing shape, the torsional deformation in terms of a
twist angle θ of the wing around the reference axis is required as well. The twist angle
can be estimated from the marker measurements with the average displacements of the
marker measurements near the leading edge (LE) and the trailing edge (TE) as:

θ(z) = arctan

(
yT E (z)− yLE (z)

xT E (z)−xLE (z)

)
. (5.3)

The experimental wingtip twist angles that are found using Eq. (5.3) are below θt i p <
0.4◦ for both α. Even though the magnitude of these values for the twist is not neces-
sarily negligible in an aerodynamic sense, these values are considered negligible for the
wing shape reconstruction, since the twist angle of the wing is of no direct interest for
the experimental load determination that is performed in this study. Employing this as-
sumption simplifies further analysis and avoids the influence of random measurement
errors of the wing twist along the span on the wing shape reconstruction.

To reconstruct the dynamic response of the wing to the periodic unsteady inflow, the
marker measurements obtained in these cases are processed in a similar way as for the
steady inflow but now analyzed in a phase-averaged sense, which means that measure-
ments from different periods are collected at the respective time expressed as a fraction
of the period, t/T . To reduce the effect of random measurement noise and outliers that
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may result from light reflections in some of the acquired images, a temporal smooth-
ing procedure using a sinusoidal curve fit is applied. The wing is expected to oscillate
around the static deflected shape, the temporal smoothing is therefore performed af-
ter transforming the marker measurements per wing section into the reference system
of the static deflected wing shape at the respective angle of attack. The displacement
measurements in their local coordinate system and the corresponding sinusoidal fits are
shown for two spanwise locations for both dynamic test cases in Fig. 5.10. For reference,
the measured gust inflow is indicated in the figures as well.
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Figure 5.10: Measurements of the dynamic displacement increments with sinusoidal fits
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With this approach, the sinusoidal curve fit provides a good approximation of the
temporal behavior, with a standard deviation of the residual of the sinusoidal fit around
σ = 0.1mm for the fg = 5.7Hz gust at α = 5◦ and σ = 0.2mm for the fg = 3.2Hz gust at
α = 10◦. The twist angle of the wing varies between 0◦ < θ < 0.5◦ in the first case and
0◦ < θ < 1◦ in the second case, which is, as in the cases with steady inflow, considered
sufficiently small to be neglected for the purpose of this study. After the phase-averaged
marker measurements per spanwise location are determined based on the respective
sinusoidal fits, the smoothed measurements are transformed back into the wind tunnel
coordinate system and subsequently, the same polynomial curve fitting procedure as in
the steady cases is applied for each phase instant of the dynamic response. The time
series of the fitting coefficients obtained with this procedure allows the reconstruction
of a smooth deformed wing shape variation over the entire period, yielding the phase-
averaged behavior of the wing deformation in response to the gust. As an illustration,
the reconstructed wing shapes at the phase instants with the minimum and maximum
deflection are shown in Fig. 5.11 for the two dynamic test cases. The reconstructed wing
shapes are used to compute the inertial loads acting on the wing along the span, to define
the circulation integration contours for the lift determination from the flow field, and in
the following for characterizing the dynamic wing response to the gust forcing.

The main features of the structural response of the wing to steady and unsteady in-
flow conditions, as determined based on the wing shape reconstructions, are summa-
rized in Tab. 5.3. As expected, the higher geometric angle of attack produces larger de-
flections in steady inflow, with the wingtip deflection scaling nearly linearly with the
angle of attack. On the other hand, the dynamic response to the two gusts is different in
terms of both the deflection amplitude as well as the phase shiftΦ that is calculated with
respect to the gust arriving at the wing, despite the identical gust forcing amplitudes.
These differences can be attributed to the different forcing frequencies of the gust with
respect to the frequencies of the dynamic modes of the Delft-Pazy wing that were identi-
fied in the GVT (see Tab 5.1). The first gust frequency of fg = 5.7Hz is well above the first
bending frequency of the wing, but clearly below the second bending and first torsion
modal frequencies. As a result, the dynamic response of the wing is relatively small in
amplitude, with a phase shift of nearlyφ≈πwith respect to the gust forcing. For the sec-
ond gust case, the gust frequency is identical to the frequency of the first bending mode,
fg = 3.2Hz. In this case, the dynamic response is observed to be much larger in ampli-
tude and shifted in phase by around φ ≈ 0.5π. Overall, these observations are in close
correspondence to the theoretical frequency response of a harmonically forced system
(see Weaver Jr et al., 1991).

Table 5.3: Summary of the structural response of the wing to steady and unsteady inflow

geometric
angle of attack

static
tip deflection

gust
frequency

dynamic tip
deflection amplitude

phase shift
to gust inflow

α= 5◦ wtip/s = 8.5% fg = 5.7Hz wtip,amp/s = 1.8% φ=−0.95π
α= 10◦ wtip/s = 15.9% fg = 3.2Hz wtip,amp/s = 8.2% φ= 0.55π
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(a) α= 5◦ and fg = 5.7Hz

(b) α= 10◦ and fg = 3.2Hz

Figure 5.11: Wing shape reconstructions based on optical deflection measurements, red: maximum deflection,
blue: minimum deflection, gray: undeformed reference
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5.3.3. FLOW FIELD PROCESSING AND ANALYSIS
The particle tracks of the flow tracers obtained from the LPT analysis provide the time
series of a large number of discrete measurements of the flow velocity, obtained in the
measurement coordinates of the LPT system. These measurements are first transformed
into the coordinate system of the wind tunnel (see Sec. 5.2.4). Subsequently, the mea-
surements are ensemble-averaged onto a Cartesian grid. A Cartesian grid with a grid
spacing of 3.75mm is used, and an overlap of 75% is applied in the ensemble averaging.
The three-dimensional flow field that results from this procedure is visualized in Fig. 5.12
for the test cases with steady inflow at α = 5◦ and α = 10◦. The plots show the marker-
based reconstruction of the deformed wing shape together with the ensemble-averaged
flow field, which is visualized in five slices along the span and with two isosurfaces of the
streamwise velocity. It is evident in the flow visualizations that the increase in the angle
of attack from α= 5◦ to α= 10◦ corresponds to enlarged areas of accelerated flow on the
suction side (indicated by the red isosurface) and decelerated flow near the stagnation
point on the pressure side of the wing (indicated by the blue isosurface). Furthermore,
the formation of a region of decelerated flow near the trailing edge on the suction side of
the wing is visible in Fig. 5.12(b), which is a result of the boundary layer that forms on the
wing and increases in thickness with increasing α, thus having a stronger effect on the
flow field at α= 10◦ than at α= 5◦. The flow fields for both angles of attack exhibit little
spanwise variation, except for the regions in the vicinity of the wing root and tip, which
could not be fully captured due to the size limitations of the LPT measurement volumes.

For the test cases with unsteady periodic inflow, the particle tracks from the LPT anal-
ysis are analyzed in a phase-averaged manner. The ensemble averaging is therefore per-
formed for 25 temporal bins distributed over the period, each spanning a fraction of 4%
of the respective period. For each subset of the LPT data that is collected in one tempo-
ral bin, the ensemble averaging is performed in the same way as for the test cases with
steady inflow. The results of the flow data post-processing for the test cases with un-
steady inflow are visualized in Figs. 5.13 and 5.14, where the phase-averaged flow field is
shown together with the reconstructed wing section for four different phase instants at
mid-span. The four plots in Fig. 5.13 show no appreciable variation in the location of the
wing section over the period, but the flow fields exhibit a notable variation over the gust
cycle, where the regions of accelerated and decelerated flow are enlarged at t/T = 0.25
and reduced at t/T = 0.75 when compared to the flow fields at t/T = 0 and t/T = 0.5,
which appear as similar. These effects can be directly linked to the sinusoidal gust in-
flow and explained with linear aerodynamics theory. The observations for the flow fields
shown in Fig. 5.14 are different; while the location of the wing section varies more than
in Fig. 5.13 due to the different gust frequency, the flow fields, in this case, remain nearly
unchanged over the period. The explanation for this difference between the aerody-
namic response of the wing to the two gusts is twofold. Firstly, the geometric angle of
attack of α= 10◦ for the second gust is outside of the linear lift regime, while the flow on
the wing is still mostly attached. This means that at this particular angle of attack, the
lift is less sensitive to changes in α, and changes in the inflow angle do not translate di-
rectly into enlarged regions of acceleration and deceleration around the wing. Secondly,
the influence of the wing motion on the effective inflow angle that is experienced by the
wing differs between the two gusts, due to the differences in the structural response.
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(a) α= 5◦

(b) α= 10◦

Figure 5.12: Reconstructed Wing shape with five slices of the streamwise velocity field and isosurfaces of the
streamwise velocity (blue: 0.75U∞, red: 1.25U∞)
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Figure 5.13: Ensemble-averaged streamwise velocity fields at z/s = 0.5 at α= 5◦ for the gust with fg = 5.7Hz
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Figure 5.14: Ensemble-averaged streamwise velocity fields at z/s = 0.5 at α= 10◦ for the gust with fg = 3.2Hz
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The effective inflow angle is calculated as

αe (z, t ) =α+αg (t )+αv (z, t ), (5.4)

where α is the geometric angle of attack of the wing, αg is the inflow angle of the gust,
and αv is the inflow angle induced by the motion of the wing:

αv (z, t ) =−arctan(ẇ(z, t )cosα/U∞) . (5.5)

The different contributions to the effective inflow angles are shown in Fig. 5.15 for the
two dynamic test cases.
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Figure 5.15: Separate contributions to the effective inflow angle for the two dynamic test cases
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It can be observed that geometric angle α is constant, while the gust inflow angle αg

varies sinusoidally, as determined based on the measurements of the gust inflow. The in-
flow angles induced by the wing motion αv are calculated from the transversal velocity
vwing = ẇ(z, t )cosα of the reconstructed wing shapes at three different spanwise loca-
tions. The results for the effective inflow angles over the period for these three locations
are shown in Fig. 5.16. In Fig. 5.16(a), it is visible that all curves are similar, implying
that the influence of the wing motion on the inflow angle for the gust with fg = 5.7Hz is
relatively small. The effects of the wing motion are a lag in the effective inflow with re-
spect to the gust inflow (|∆t/T | < 0.1) and an increase in amplitude (|∆αe | < 0.5◦) of the
inflow angle towards the wingtip. For the gust with fg = 3.2Hz, the effect of the wing mo-
tion on αe is substantially larger, as visible in Fig. 5.16(b). In this case, the inflow angle
induced by the wing motion αv is in anti-phase with the gust inflow and large enough
in amplitude to considerably reduce the variation in αe and to invert the phase angle
of the variation of αe towards the wingtip. These differences in the behavior of the ef-
fective inflow angle between the two gusts are in direct correspondence to the different
aerodynamic behavior shown in Fig. 5.13 and Fig. 5.14.
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Figure 5.16: Effective inflow angles at different spanwise locations for the two dynamic test cases

5.3.4. FORCE BALANCE DATA PROCESSING
The balance data are acquired at a sampling rate of 100Hz, simultaneously with the op-
tical measurements, which means that there are four measurements for each test case
with steady inflow, corresponding to the four different measurement volumes, and 20
separate measurements for each of the test cases with dynamic inflow (five acquisitions
for each of the four measurement volumes). For the test cases with steady inflow, the
balance measurements of the root force in the y-direction of the wind tunnel coordinate
system from the different acquisitions are first averaged in time, and then the mean and
standard deviation of the four acquisitions are calculated to be used as a reference for
the non-intrusive loads.
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For the dynamic test cases, the balance measurements are phase-averaged using 25
temporal bins, analogous to the phase-averaging procedure applied for the LPT data.
The results from the phase-averaging of the root force measured with the balance are
shown for both test cases in Fig. 5.17. The mean and the standard deviation of all 20
phase-averaged measurements are depicted as solid lines with error bars, while the in-
dividual measurements are plotted in shaded colors, corresponding to the respective
test case. The root force measurements with the balance show little variation over the
period for the dynamic inflow with f = 5.7Hz at α = 5◦. For the dynamic inflow with
f = 3.2Hz at α = 10◦, the force shows a cosine-shaped variation over the period. De-
spite the phase-averaging that is applied to the individual measurements, the balance
measurements still show a considerable variation between different acquisitions for the
same test condition, with standard deviations of the root force around σ= 0.6N in both
test cases.
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Figure 5.17: Phase-averaged root force in the y-direction measured with the balance for the dynamic test cases

5.3.5. INFRARED THERMOGRAPHY DATA ANALYSIS
The mapped and time-averaged thermographic images measured at eight angles of at-
tack α are shown in Fig. 5.18. For α = 0◦, a region of increased surface temperature is
present between 0.55 < x/c < 0.75, which is relatively uniform along the span (the de-
crease in overall temperature for y/s > 0.75 can be attributed to the non-uniform exter-
nal heating). The reduced convective heat transfer in this region can be explained by
the presence of a laminar separation bubble, which is known to occur on the NACA 0018
airfoil in the considered Reynolds number regime (Gerakopulos et al., 2010). The main
features of a laminar separation bubble are the laminar separation, transition within the
separated shear layer, and turbulent reattachment. At α = 0◦, the spanwise variation
of the sectional shape of the wing has little influence on the boundary layer flow and a
spanwise relatively uniform laminar separation bubble is observed. With increasing α,
the wing shape variations cause differences in the spanwise flow pattern. The main ef-
fect is a reduced surface temperature downstream of the leading edge between the rib
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locations. This can be explained when considering the distorted wing shape between
the ribs, where the design shape is not preserved. The kink in the sectional wing shape
causes the boundary layer to transition to turbulence, increasing the skin friction and
thus the convective heat transfer when compared to a laminar boundary layer state. This
effect sets in locally at individual spanwise locations at α= 2◦, it is established along all
spanwise sections atα= 4◦, and further increases with increasingα. For very high values
of α, the flow over the wing appears as fully turbulent at α = 12◦, before at α = 14◦ the
wing stalls and flow separation effects cause an increased surface temperature at some
sections of the span, in comparison to the turbulent attached flow.
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Figure 5.18: Infrared thermography images of the Delft-Pazy wing for 0◦ ≤α≤ 14◦

The quantitative locations of the three characteristic features of a laminar separa-
tion bubble (separation, transition, reattachment) can be extracted from thermographic
measurements by analyzing the chordwise temperature gradient (Grille Guerra et al.,
2023). The procedure for this is illustrated in Fig. 5.19 forα= 4◦ at the two sections of the
wing shown in Fig. 5.2, where section I corresponds to the center between two ribs and
section II is on a rib, both approximately at mid-span. As the boundary layer thickness
increases along the chord, the velocity gradient at the wall decreases. The skin friction is
proportional to the velocity gradient and linked to the convective heat transfer through
the Reynolds analogy (see Carlomagno and Cardone, 2010). Therefore, the surface tem-
perature is generally increasing with x for a wing that is heated above the temperature of
the freestream. However, a turbulent boundary layer produces significantly larger skin
friction values compared to a laminar boundary layer at the same Rex . When the transi-
tion occurs over a laminar separation bubble, the surface temperature is maximal inside
the bubble, where the flow speed is lowest. The laminar-turbulent transition location is
therefore considered to be the position of the minimum of the chordwise temperature
gradient. When a separation bubble is present, the separation location can be deter-
mined as the position of the local maximum of the temperature gradient upstream of the
transition location. When the flow reattaches, the chordwise temperature trend reverses
from decreasing to increasing again. The reattachment location is therefore the position
where the chordwise gradient becomes positive again (Grille Guerra et al., 2023).
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Figure 5.19: Infrared thermography-based boundary layer state detection, for steady inflow at α= 4◦ (the sep-
aration point for section I is near the leading edge and cannot be detected with the gradient-based method)

As observed in Fig. 5.19, the determination of the separation location with this ap-
proach fails when the transition occurs very close to the leading edge (section I), as there
is no detectable local maximum of the gradient. It is, however, likely that the boundary
layer separates due to the kink near the leading edge. The detection of the reattach-
ment is problematic when the laminar separation bubble is located further downstream
(section II) because the non-uniformity of the external heating causes a reduction in the
temperature increase near the trailing edge. Due to the challenges with determining the
separation and reattachment locations, the quantitative results of this study are limited
to the transition location, xtr.

5.4. RESULTS

5.4.1. STATIC AEROELASTIC CHARACTERIZATION
In steady flow conditions, the lift per unit span L′ is determined from the time-averaged
flow field measurements using the Kutta-Zhukovsky theorem and measurements of the
circulation by line integration of the velocity field (Eq. (2.12) and Eq. (2.13)). Different
rectangular integration contours with a distance d from the wing surface as a fraction of
the chord length c varying between dmi n/c = 0.1 and dmi n/c = 0.3 in all four directions,
as illustrated in Fig. 5.20, are used for each spanwise section of the wing.
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Figure 5.20: Wing section with an example rectangular integration contour (black) and the limits of the range
of the different contours (gray dashed)

To illustrate the sensitivity of the lift to the position of the integration contour, the
sectional lift in terms of the lift coefficient as determined when using different contours
for the integration of the circulation forα= 5◦ at z/s = 0.5 is shown in Fig. 5.21(a). The 25
different integration contours that are considered are obtained by independently vary-
ing the distances d from the wing surface in 5 steps from 0.1c to 0.3c in the x- and y-
directions, respectively. Overall, the variation of Cℓ as a function of the circulation inte-
gration contour is small, with a standard deviation of σ = 0.002, corresponding to 0.5%
of the lift coefficient in this case. The only consistent trend that is visible is a small in-
crease of the lift for the largest contour in the y-direction. Because there is no physical
explanation for this variation of the lift, this effect is likely to be caused by systematic
measurement errors towards the edge of the measurement volume. Hence, a reference
value for the lift, Cℓ,ref, is computed as the average of the 16 integration contours in the
range 0.1 < d/c < 0.25. To further analyze the sensitivity of the lift to the properties of the
experimental data, the effect of the particle concentration and the number of circulation
integration contours used for averaging on the result for the lift coefficient is shown in
Fig. 5.21(b). The particle concentration is varied by deleting particles from the original
distribution, which has a concentration of 1278cm−3 for the investigated section of the
data set. The effect of averaging multiple integration contours is shown by using an in-
creasing number of contours, between 1 and 16, for the averaging, selected at random
from the range 0.1c < d < 0.25c. The result is quantified in terms of the lift residual ∆L ,
which is defined with respect to the reference lift coefficient:

∆L = |Cℓ−Cℓ,ref|
Cℓ,ref

. (5.6)

The lift residual generally decreases with increasing the particle concentration and
the number of integration contours, however, a consistent trend is observed mainly for
the particle concentration, where the residual decreases by several orders of magnitude
with an increasing number of particles. On the other hand, the difference between the
lift result that is obtained using the largest amount of data (16 integration contours with
particle concentration 1278cm−3), which is Cℓ,ref = 0.408, and the lift result from a much
smaller amount of data (one integration contour with particle concentration 60cm−3),
which is Cℓ = 0.414, is relatively small at around 1.4%.
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Figure 5.21: Sensitivity analysis of the lift coefficient to the integration contour and particle concentration

Following the sensitivity analysis of the sectional lift to the position of the integration
contour, the sectional lift is determined as the average of the 16 circulation integration
contours with the distances to the wing varying between dmi n/c = 0.1 and dmax /c = 0.25
in all four directions, using all available particle data. This procedure is applied along the
entire span. To obtain a smooth spanwise lift distribution, the results from all contours
are averaged over a range of 5% of the span. The lift distributions for both α using this
approach are shown in Fig. 5.22. As expected, the lift is generally higher for α= 10◦, but
the two lift distributions are qualitatively similar. Both lift curves show a gradual drop
of lift towards the tip, as expected from aerodynamics theory (see Anderson Jr., 2011).
A small drop of lift towards the root is visible for α = 5◦ that can be associated with the
presence of a boundary layer on the table on which the wing is mounted. The drop of
lift towards the root is more pronounced for α= 10◦, which is likely caused by the strong
deformations of the wing section shape near the root as the wing is bending, providing a
less effective aerodynamic shape in this region of the wing.
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Figure 5.22: Spanwise lift distributions for the test cases with steady inflow

To perform a quantitative assessment of the results for the lift, the lift distributions
for both α values are integrated along the span and compared to the measurements
of the force at the root with the balance. The results of this comparison are shown in
Tab. 5.4. The agreement of the root force values measured non-intrusively and with the
balance is very good, with differences around 1% of the root force. These differences are
in the same order of magnitude as the standard deviation of the balance measurements
from different measurement acquisitions.

Table 5.4: Comparison of the root force measured with the integrated approach and the balance in steady
inflow conditions

geometric
angle of attack

root force
(non-intrusive)

root force
(balance)

relative difference
∆Fy /Fy,B

α= 5◦ Fy = 4.14N Fy,B = 4.12N±0.17N +0.6%
α= 10◦ Fy = 7.77N Fy,B = 7.64N±0.10N +1.7%

The quantitative values of the boundary layer transition location along the span that
are extracted from the infrared thermography measurements are shown in Fig. 5.23. The
locations of the ribs of the Delft-Pazy wing are indicated as well. For all angles α ≥ 4◦,
it can be observed that the boundary layer transition to turbulence is triggered by the
shape distortion of the wing between the ribs. The shape is preserved near the rib lo-
cations, where the transition occurs significantly further downstream. With increasing
α and thus increasing adverse pressure gradients on the suction side of the wing, the
transition location on the ribs moves gradually upstream. Furthermore, the spanwise
extent of the region around the ribs where the transition is delayed reduces and the re-
gion where turbulent flow is triggered near the leading edge covers a larger fraction of
the span width.
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Figure 5.23: Boundary layer transition location along the span of the Delft-Pazy wing for 0◦ <α< 10◦

5.4.2. DYNAMIC AEROELASTIC CHARACTERIZATION
For the test cases with dynamic inflow, the aerodynamic load is determined by using
Eq. (3.10), with additional circulation integration contours to obtain the partial circu-
lation along the chord. Apart from the inclusion of the additional unsteady term, the
calculations of the lift distributions along the span for each phase instant of the dynamic
cases follow the same procedure as in the static cases. The results for the lift distributions
at four phase instants are shown for both dynamic test cases in Fig. 5.24. The standard
deviations of the lift variation due to the choice of the integration contour have been
assessed to be not significant, having typical values of less than 1% of the lift for both
dynamic test cases.
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Figure 5.24: Spanwise lift distributions in dynamic inflow conditions for both test cases
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As visible in Fig. 5.24(a), the four lift distributions along the span for the different
phase instants are qualitatively similar for α = 5◦ and fg = 5.7Hz but vary in lift magni-
tude. From the four phase instants that are shown, the highest lift occurs at t/T = 0.25
over the entire span width. In contrast, the spanwise lift distributions for α = 10◦ and
fg = 3.2Hz in Fig. 5.24(b) do not vary strongly in magnitude but exhibit qualitatively dif-
ferent behavior depending on the phase instant. It is visible that for t/T = 0.25, the max-
imum lift over the span occurs relatively close to the root at around z/s = 0.3, whereas
for t/T = 0.75 the spanwise maximum of the lift is around z/s = 0.75.

Further analysis of the unsteady lift behavior is provided in Fig. 5.25, where the tem-
poral behavior of the lift is shown for three spanwise locations of the wing for both dy-
namic test cases. Following the behavior of the spanwise lift distributions and the anal-
ysis of the effective inflow angles in Sec. 5.3.3, the temporal behavior of the lift for α= 5◦
and fg = 5.7Hz is sinusoidal for each spanwise location. The effect of the unsteady lift
terms on the temporal behavior of the lift is indicated in the plot as well. In this test case,
the unsteady lift contribution due to the circulation in the wake is noticeable and causes
a lag of the lift with respect to the quasi-steady lift due to the bound circulation. For the
test case withα= 10◦ and fg = 3.2Hz that is shown in Fig. 5.25(b), the temporal behavior
of the lift is sinusoidal only near the root and shows less temporal variation for the outer
part of the wing, which is in agreement with the analysis of the effective inflow angles
(see Fig. 5.16(b)). In this case, the lift variation is smaller than in the other test case and
further decreased compared to the analysis of the effective inflow angles due to the non-
linear lift behavior that occurs for the range of αe of this test case. Furthermore, the gust
frequency is lower, which leads to an overall decreased significance of the unsteady lift
contributions, in particular for the outer part of the wing.
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Figure 5.25: Unsteady lift (solid lines) and quasi-steady lift (dashed lines) over the period

For performing the comparison between the non-intrusive load measurements and
the root force measured with the force balance, the lift distributions for both dynamic
test cases are integrated along the span. The temporal variation of the spanwise-integrated
lift force is shown for both test cases in Fig. 5.26. The variation of the lift is considerably
larger for the gust with fg = 5.7Hz at α = 5◦, with a peak-to-peak amplitude of almost
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3N, compared to less than 1N for the gust with fg = 3.2Hz atα= 10◦. The analysis of the
separate contributions of the unsteady and quasi-steady terms to the lift reveals that the
unsteady terms cause a phase lag of the lift for the gust with fg = 5.7Hz of ∆t/T = 0.029,
compared to the quasi-steady lift. For the gust with fg = 3.2Hz, the contribution of the
unsteady terms to the overall lift is always below 0.1N and thus negligible.
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Figure 5.26: Root force over the period resulting from the aerodynamic load for both dynamic test cases

The inertial loads as determined from the time series of the wing shape reconstruc-
tions and Eq. (4.1) are shown in Fig. 5.27 for the two dynamic test cases. The plots show
the variation of the sectional inertial force over the period at three spanwise locations.
The temporal behavior of the inertial load is qualitatively identical along the span, with
the load magnitude increasing as the dynamic deflection amplitude increases with the
spanwise coordinate.
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Figure 5.27: Inertial loads at different spanwise locations for both dynamic test cases
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As for the aerodynamic load, the inertial load is integrated along the span to vali-
date the non-intrusive measurements with the force balance, as shown in Fig. 5.28. The
magnitudes of the inertial force are similar for both test cases. When compared to the
aerodynamic force, the amplitudes of the inertial force are significant; for the gust with
fg = 5.7Hz the amplitude of the inertial force is around 37% of the temporal mean of
the aerodynamic force, and for the gust with fg = 3.2Hz the inertial force amplitude is
29% of the aerodynamic force. The phase difference between the inertial force of the two
cases is around a quarter of the period as a result of the phase lag differences in the wing
dynamic response (see Tab. 5.3).
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Figure 5.28: Root force over the period resulting from the inertial load for both dynamic test cases

The root forces obtained with the integrated measurement approach in terms of
the aerodynamic force and the sum of aerodynamic and inertial forces according to
Eq. (5.1) are compared to the force balance measurements for the two dynamic test cases
in Fig. 5.29. The dynamic behavior clearly differs between the two test cases. In the first
case (Fig. 5.29(a)), the inertial force nearly balances the dynamic variation of the aero-
dynamic force over the period, such that the root force is approximately constant. In
the second case (Fig. 5.29(b)), a strong dynamic variation of the root force is observed,
which is mainly contributed by the variation of the inertial force, whereas the aerody-
namic force is approximately constant. A good agreement between the results from the
integrated measurement approach and the force balance is observed in both dynamic
test cases. The root mean square of the difference between the non-intrusive measure-
ment and the force balance is 0.56N for the gust with fg = 5.7Hz, which corresponds
to 13.1% of the mean root force over the period measured with the force balance in this
case. For the gust with fg = 3.2Hz, the root mean square difference between the mea-
surements is 0.28N, which corresponds to 3.8% of the mean root force measured with the
balance. The differences between non-intrusive and balance measurements are mostly
within the standard deviation of the balance measurements, indicated by the error bars.
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Figure 5.29: Comparison of the root forces measured non-intrusively and with the balance

The relatively larger differences between the force balance measurements and the
non-intrusive measurements for the gust with fg = 5.7Hz are presumed to be due to
higher frequency contents of the structural response of the wing to the gust excitation.
The higher frequency content of the structural response is not captured by the non-
intrusive load measurements because the data are analyzed using a phase-averaging
approach based on the gust excitation frequency. However, even in this case, the root
mean square of the difference between the two measurements is smaller than the stan-
dard deviation of the balance measurements from different acquisitions of the same test
condition, which is 0.6N.
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5.5. CONCLUDING REMARKS
In this chapter, the aeroelastic response of a highly flexible wing to steady and periodic
unsteady inflow was determined experimentally in a wind tunnel test. The wing that
was investigated is the Delft-Pazy wing, an adaptation of the Pazy aeroelastic bench-
mark wing to be tested at lower freestream velocities. Two static test cases with different
angles of attack and two dynamic test cases with different gust frequencies were consid-
ered for measurements with the integrated optical measurement approach. These mea-
surements were post-processed to obtain a reconstruction of the wing shape as well as
the phase-averaged flow field. Additionally, infrared thermography measurements were
conducted to gain insights into the boundary layer behavior of the wing.

After the post-processing of the optical measurements, the aerodynamic loads and,
in the dynamic test cases, the inertial loads acting on the wing were determined through
the application of physical models to the measured data. In the test cases with steady in-
flow, the obtained lift distributions were integrated along the span and compared to the
reference measurements with a force balance, yielding excellent agreements with differ-
ences around 1%. The analysis of the lift distribution on the wing during the periodic
gust encounter revealed that for small wing deflections, the lift variation is sinusoidal
and can thus be directly linked to the gust forcing. For the dynamic test case with larger
deflections, the temporal behavior of the lift varied depending on the spanwise loca-
tion. The results of the analysis of the unsteady aerodynamic and inertial loads were
compared to force balance measurements in terms of the force at the root of the wing,
yielding differences between around 4% and 13%. A potential reason for these remaining
differences is the phase-averaging approach, which was used in this study to merge in-
formation from different measurement volumes and thus inherently limits the temporal
resolution of the measurement.

Based on the infrared thermography measurements, it could be observed that the
aerodynamic performance of the Delft-Pazy wing differs significantly from the design
shape. The construction method of using a thin shrinking foil as wing skin does not
preserve the aerodynamic shape between the ribs of the wing, which causes a prema-
ture transition of the boundary layer to turbulence near the leading edge in those areas.
These insights into the boundary layer behavior of the Delft-Pazy wing provide a ref-
erence data set that can be used for the validation of numerical aeroelastic simulation
tools, in particular for those involving high-fidelity aerodynamic models that are capa-
ble of resolving the boundary layer flow. The comparison of the results from such high-
fidelity models with the results from the optical measurement approach is desirable as
well, specifically to compare the flow field and aerodynamic loads characteristics outside
of the linear aerodynamic regime, where flow separation occurs. In the context of pro-
viding experimental reference data, the infrared measurements are therefore considered
a valuable addition to the flow field measurements.



6
CONCLUSIONS AND OUTLOOK

In the final chapter of this thesis, conclusions are drawn based on the results and find-
ings that were presented in the previous chapters and an outlook on the opportunities for
future research related to this thesis is given. This chapter begins with a summary of the
findings of the previous three chapters. Subsequently, the most important limitations of
the developed measurement approach are discussed and some suggestions for improve-
ment are provided. This thesis is concluded with a discussion of the future applications of
the integrated optical measurement approach for aeroelastic characterization.
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6.1. SUMMARY OF FINDINGS
The previous chapters have introduced a novel approach to performing an experimen-
tal aeroelastic characterization based on optical measurements. The main steps of the
approach are the following: first, integrated measurements of the object under inves-
tigation and the flow around it are conducted. These measurements are implemented
with high-speed cameras that acquire images of illuminated seeder particles in the flow
and circular markers on the surface of the object. Subsequently, the acquired image data
are processed and analyzed to obtain the volumetric flow velocity field and the structural
displacements. For this, the images containing both structural markers and flow tracers
are split up with data filtering operations that make use of the different time scales of the
flow and the structural motion. After that, a Lagrangian particle tracking algorithm is
used to determine the time-resolved position and velocity of the structural markers and
the flow tracer particles, based on which the aeroelastic characterization can be realized.

In this thesis, the integrated measurement approach was first applied to a rigid, rect-
angular wing with a movable trailing edge flap. The measurements were conducted
while the wing was undergoing a harmonic pitching motion. Two different test cases
were considered; one test case where the trailing edge flap was fixed and one test case
with an actuation of the trailing edge flap, which was designed to reduce the aerody-
namic loads on the wing. Based on the performed measurements, the structural motion
of the wing was determined in terms of the angle of attack and the flap deflection angle
by fitting the marker measurements to a rigid body model of the wing using a regression.
These measurements were compared to the motion that was imposed on the wing and
the flap by the respective actuator mechanism to validate the method. The agreement
that was obtained for the angle of attack during the pitching motion of the wing was
very good, with differences around 0.03◦. The differences to the reference were larger
for the flap deflection angle but still considered satisfactory for validating the method.
For the same two test cases, the aerodynamic loads in terms of the lift and the pitch-
ing moment were determined from the flow velocity field using physical models based
on unsteady thin airfoil theory, employing the assumptions of potential flow. Two differ-
ent load determination methods were applied, a pressure-based and a circulation-based
approach, and the results were compared to the reference measurements that were ac-
quired with surface pressure sensors. Both measurement approaches provided satis-
factory results, with typical errors on the order of 0.01 coefficient counts for both lift
and moment. Based on these results, the circulation-based approach was favored be-
cause its implementation is simpler than that of the pressure-based approach. In the
pressure-based approach, the presence of the boundary layer on the suction side of the
wing had to be accounted for with an additional data processing step that included an
extrapolation procedure from the irrotational region of the flow field to the wing surface.

After demonstrating the measurement approach for the rigid body motion and un-
steady aerodynamic loads of a pitching wing, the next step was the proof of concept
study for a dynamic aeroelastic characterization, where all three forces in Collar’s trian-
gle were determined. This study was implemented by analyzing the loads on a section
of a flexible wing that was subjected to a periodic gust. The aerodynamic loads were
determined from the flow velocity field with the circulation-based approach and the
structural forces were determined from the displacement measurements of the surface
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markers. To determine the inertial force, the time series of the wing displacement mea-
surements was used to calculate the acceleration, which yielded the inertial load when
multiplied by the mass of the wing section. The determination of the elastic force from
the marker measurements was found to be more complex and was achieved by fitting a
finite element beam model to the measurements. The use of this model was connected
to strong assumptions about the structural properties and the external load distribu-
tion, which caused a relatively large uncertainty on the results for the elastic force. The
physical agreement between the three determined forces (that should add up to zero)
was found to be satisfactory, with a measurement residual on the order of 0.1N, corre-
sponding to about 10% of the considered reference force acting on the analyzed wing
section that was estimated based on force balance measurements. This measurement
residual was mainly accredited to the overestimation of the elastic force by the structural
model, which was also observed in a comparison between the root loads from the finite
element model and the force balance measurements. Nevertheless, meaningful results
were obtained for all three forces in Collar’s triangle, such that the proof of concept of an
aeroelastic characterization was achieved.

In the next stage, the aeroelastic characterization approach was applied to analyze
the gust response of a highly flexible wing. The design of this wing replicates the Pazy ex-
perimental benchmark wing that was developed to provide experimental reference data
for the development of computational aeroelastic prediction methods. The measure-
ments were conducted under two different gust conditions; the first gust condition was
in the linear unsteady aerodynamic regime and the second gust condition was selected
to produce aerodynamic and structural nonlinearities. The aeroelastic characterization
was performed by determining the aerodynamic load from the measured flow fields and
the inertial loads from the surface marker tracking data. In contrast to the proof of con-
cept, the elastic loads were not determined using a finite element model, instead, they
were calculated from the other two forces using the equilibrium of forces in Collar’s tri-
angle. Using force balance measurements as a reference, it was found that the accuracy
of the aeroelastic characterization was about 13% for the first test case (linear unsteady
aerodynamics regime) with a gust frequency between the first two eigenfrequencies of
the wing, and below 4% for the second test case (nonlinear aeroelastic regime) with a
gust excitation at the first eigenfrequency. The latter value is considered very good, even
though the source of the remaining difference is not obvious, considering the long chain
of data processing of the measurement approach. The reduced accuracy for the higher
frequency case was presumed to result from higher frequency content in the aeroelastic
response (from the higher order structural modes), which could not be captured exper-
imentally due to the phase-averaging procedure that was employed. The occurrence of
nonlinear aerodynamic effects, i.e. the onset of stall, on the other hand, was not found
to be detrimental to the performance of the non-intrusive approach, as the second test
case with the better accuracy was conducted at a higher geometric angle of attack that
corresponded to the maximum lift angle. In addition to the measurements with the in-
tegrated optical approach, measurements with an infrared camera were conducted to
characterize the boundary layer flow over the wing. It was found that the flexibility of the
wing skin causes significant differences in the boundary flow pattern on the wing with
respect to the design shape of the wing. These additional aerodynamic measurements
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are a valuable addition to the aeroelastic characterization results when a comparison
between the experimental data and numerical simulation results is performed.

Overall, the presented results demonstrate that the research objective of developing
an aeroelastic characterization approach based on integrated optical measurements was
achieved successfully. The developed approach uses only a single, optical measurement
system, which reduces the setup complexity and data processing efforts of aeroelastic
wind tunnel experiments. After processing these measurements, relatively simple phys-
ical models can be used to determine all three forces in Collar’s triangle in good agree-
ment with reference data. While the physical models were first demonstrated on two
simplified test cases, it was proven that the aeroelastic characterization approach can be
used to conduct experimental research on challenging nonlinear aeroelastic problems
by performing measurements on the gust response of a highly flexible wing.

6.2. CURRENT LIMITATIONS AND SUGGESTED IMPROVEMENTS
The main challenges in aeroelastic experiments from the measurement perspective are
related to the scale of the test object. Aeroelastic experiments are typically performed
at the largest possible scale that is permitted by the wind tunnel test facility because the
simultaneous downscaling of all relevant aerodynamic and structural properties is diffi-
cult. For optical measurements of the flow, this is unfavorable due to the limitations of
the experimental hardware, in particular the limited spatial resolution of the high-speed
cameras, the limited power output of the illumination sources, and the limited seeding
particle concentration. This problem is particularly relevant for the investigation of high
aspect ratio wings, where the span width determines the scale of the wind tunnel setup,
whereas the measurement scale that is most relevant for the aerodynamic behavior is
the much smaller chord length. As a result of this complication, the analysis of the re-
sults in Ch. 5 had to be restricted to a phase-averaged analysis, because measurements
from different volumes had to be conducted subsequently and then combined in post-
processing. This means that the scale of the experimental model was effectively limiting
the temporal resolution of the results.

The above limitations could be overcome with the use of improved hardware with
respect to the equipment that was used in this thesis, for example with cameras that
offer a significantly higher resolution and/or acquisition frequency. However, the avail-
ability of such equipment is currently not given on the market. Alternatively, a larger
number of cameras and light sources could be used as well; however, this increases the
complexity of the experimental setup and the requirements in terms of resources that
are necessary to conduct the experiment. These are both hindering factors for the ap-
plication of the proposed aeroelastic characterization approach. Instead, an interesting
pathway to overcoming the challenges connected to the large range of relevant length
scales of aeroelastic experiments is to complement the optical measurement approach
with additional optical measurements using an infrared camera. Measurements with an
infrared camera, which also require no model instrumentation, provide insights into the
boundary layer state, which is an important parameter of the wing aerodynamics that
cannot be analyzed with the large-scale flow field measurements because the bound-
ary layer thickness is much smaller than the geometric scale of the wing. The infrared
thermography measurement technique can thus be seen as a suitable complement to
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the integrated measurement approach for overcoming one of the challenges associated
with the measurement scale.

While the preceding discussion was focused on the aerodynamic measurements, the
limitations and possible advancements of the loads determination methods have to be
discussed in the context of both structural (i.e., elastic and inertial) and aerodynamic
loads. The inertial loads could be determined reliably from the surface marker measure-
ments for various experimental conditions, using structural models of low complexity.
Regarding the elastic loads, a main observation that was made based on the published
literature and also within the proof of concept study in this thesis was that the inverse
modeling approach using a structural model in combination with the surface marker
measurements is an ill-suited approach to perform a load estimation. Furthermore, it
cannot be expected that increasing the complexity of the finite element model (e.g. by
using a shell model) would improve the accuracy of the results because the density and
accuracy of the position measurements of the wing surface are not sufficient to model
the structural behavior without employing further simplifying assumptions. This is an
inherent feature of the optical measurement approach based on surface marker tracking
that cannot be overcome without additional measurements using, for example, strain
gauges. However, it is important to consider that the use of a higher fidelity structural
model is essential when a determination of the stresses inside the structure is required.
For such studies, it is therefore not recommended to attempt the determination of the
elastic loads solely based on the marker measurements, but instead to use the aerody-
namic and inertial loads that are obtained from the proposed approach and apply those
as external loading to the structural model to obtain these quantities.

For the aerodynamic loads determination, the Navier-Stokes equations can be used
in the future as a higher fidelity model for the determination of the pressure field and/or
the integral forces from the flow field measurements. This could be useful to generalize
the approach for flow situations that do not satisfy the assumptions made in unsteady
potential flow theory, which was used in this thesis. The disadvantage of the Navier-
Stokes equations is that their evaluation requires the determination of several spatial
gradients of the flow field, which poses a more demanding requirement on the quality
of the measurement, compared to the loads determination based on unsteady poten-
tial flow theory, which only requires the velocity field. This means that the accuracy of
the aerodynamic loads that result from the application of the Navier-Stokes equations
is more likely to suffer from the amplification of measurement errors and can therefore
only be justified when it is clear that considered flow conditions disqualify the use of
the simpler potential flow model. For the incompressible flow around wings, the flow
region that is affected by the acting of viscosity is limited to the boundary layer. As long
as the flow remains mostly attached, the flow field is mostly irrotational, which means
the application of the potential flow model is justified. Some studies in the published
literature have demonstrated that the Kutta-Zhukovsky theorem is suitable as a lift de-
termination method based on flow field measurements, also for wings that have entered
full stall (Olasek & Karczewski, 2021). The applicability of the loads determination meth-
ods based on unsteady thin airfoil theory in situations with dynamic flow separation is
therefore suggested as a topic for future research.
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6.3. FUTURE APPLICATIONS
Two different directions of research can be envisioned to benefit from the application of
the aeroelastic characterization approach in the future. The first direction is the study
of more fundamental problems in aeroelasticity, driven by the same motivation as in
the study of the highly flexible benchmark wing in Ch. 5, which is providing experimen-
tal insights and reference data for the development of aeroelastic simulation models.
An example of a possible future study in this research direction is the study of limit cy-
cle oscillations. A number of experimental studies on limit cycle oscillations have been
conducted in the past (e.g., Tang and Dowell, 2002b), in which a large majority of the
measurements were carried out with conventional measurement tools. The use of these
measurement tools was limiting the experimental insights that could be gained into, for
example, the occurrence of stall. Such measurements, using accelerometers and a force
balance, have also been performed on the limit cycle oscillation behavior of the Pazy
wing at the Technion (see Drachinsky et al., 2022). Time-resolved, volumetric flow field
measurements have, to the author’s knowledge, so far never been conducted for a wing
undergoing a limit cycle oscillation, meaning that the aeroelastic characterization ap-
proach could provide novel insights into the unsteady aerodynamic behavior during a
limit cycle oscillation. The highly flexible Delft-Pazy wing presents itself as an interesting
test case for such a study because the analysis of the limit cycle oscillations of the Pazy
wing that was conducted by Drachinsky et al. (2022) suggests that aerodynamic stall was
limiting the amplitude of the oscillations, without providing aerodynamic measurement
data. These nonlinear effects could be quantified and their effect on the aeroelastic be-
havior could be analyzed in detail based on measurements with the integrated optical
approach.

The second research direction is the research on novel aeroelastic technological con-
cepts, in which the aeroelastic characterization approach could be used to support the
advancement of the TRL. With the ongoing development of novel aircraft designs, as dis-
cussed in Ch. 1, such concepts are expected to emerge more regularly in the future. To
advance from the concept stage in the laboratory (TRL 2 to 4) to the first implementation
on a prototype (TRL 5 and higher), an aeroelastic concept needs to be subjected to wind
tunnel testing, for which the developed aeroelastic characterization approach could be
a valuable tool. One example of such a novel concept is the hinged folding wingtip in
the context of civil aviation. In this context, the folding wingtip was first developed for
the Boeing 777X series (Smith et al., 1995), to make use of the benefit for aerodynamic
efficiency of a large aspect ratio wings (Anderson Jr., 2011) and still comply with aircraft
size limitations on the ground at airports. More recently, Airbus proposed the concept of
active aeroelastic wingtips that can be used for load alleviation purposes (Wilson et al.,
2017). In this concept, the folding wingtip can be released in flight to reduce the peak
loads on the wing structure during extreme load events, such as a gust encounter. The
load alleviation potential of this approach has been demonstrated successfully in several
preliminary studies, where, among others, the timing of the hinge release with respect
to the gust encounter has been identified as an important performance parameter (Car-
rillo et al., 2022; Castrichini et al., 2016; Cheung et al., 2018, 2020). The integrated opti-
cal measurement approach is suitable for an experimental aeroelastic characterization
study of this parameter in the wind tunnel.
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