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Abstract

Web search has become a convenient option for seeking information related
to learning, therefore understanding how to facilitate human learning through a
search engine has the potential to improve the quality of informal education and
online learning. One less understood aspect of search as learning is the effect
of collaboration in a search session focused on learning. Given the benefits of
collaboration during both searching and learning, this thesis aims to evaluate the
benefits of collaborative search for a learning-oriented search task.

We have developed a collaborative search system—SearchX—which adopts
essential features of collaborative search as found in the literature. In the design
process, we focused on providing support for research needs (such as running
crowd-sourced experiments and fast prototyping). We deployed SearchX in a
crowd-sourced user study on collaborative and single-user search for a learning-
oriented search task with a total of 76 participants. Our results show that workspace
awareness helped users in understanding the search task at the early stages of the
search session and in selecting useful documents. However, we found little evi-
dence that collaboration brought significant changes to the way users search and
to users’ learning outcomes. We found though that a good rapport between col-
laborators resulted in higher learning gains, highlighting the importance of social
presence for online learning. Finally, we found indications that having a less dif-
ficult search topic results in less time spent on understanding search results and
more exploration of the topic domain.
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Chapter 1

Introduction

Information seeking—which refers to the conscious effort of acquiring information in
response to a need or gap in knowledge—is a typical and essential human behaviour,
whether done individually or collaboratively [27, 57]. The digital age has brought
changes to multiple aspects of human life, including the way people seek informa-
tion and knowledge. Previously, the options present for information seeking were
mostly limited to large silos of print media in the form of libraries and, to a lesser
extent, personal mediums of curated information such as the newspaper or an ency-
clopedia. Library science—which looks into effective management of printed infor-
mation resource—can be considered as the roots of modern information retrieval [53].
The subsequent development and adoption of the internet have resulted in a spike of
publicly available information sources since it is now possible for anyone to publish
content on the Web. To illustrate, Youtube receives an average of 5 hours of video con-
tent every second1, whereas Wikipedia receives 10 updates to existing articles every
second and an average of around 600 new articles every day across all languages2. This
rapid growth of content paired with advances in information retrieval (IR) technolo-
gies has made the Web an accessible source of information for anyone with an internet
connection. Personal computers connected to the internet have now taken over the
role of libraries as a primary source of information, with everyone from researchers to
children relying on Web search to fulfil their daily information needs.

The adoption of the internet has also increased the quantity and quality of pub-
licly available learning materials. User-contributed online wikis have been shown to
provide information quality comparable to those in centrally-controlled Websites and
textbooks [77]. With the recent rise of Massive Open Online Courses (MOOCs), uni-
versity grade teaching materials are now also conveniently available to the public.
This increase in high-quality contents has made the Web a vital information source
for learning. Researchers have observed that learners of all ages are increasingly turn-
ing towards search engines to support their learning needs [79, 67]. Additionally, a
log-based study of commercial Web search engines in 2012 [8] has shown that people
have been using the Web for learning purposes, with nearly 30% of Web search queries
showing an intent to learn, ranging from factual lookup to more complex information
seeking such as exploring a topic in depth.

1https://www.youtube.com/yt/press/statistics.html (Accessed on July 2018)
2https://en.wikipedia.org/wiki/Wikipedia:Statistics (Accessed on July 2018)
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1.1 Learning During Search Introduction

Despite this, current search engines are not designed to fulfil learning needs—the
underlying goal for most IR algorithms is to maximise relevance and precision, which
does not always result in better learning gains [16]. Additionally, relevance is typically
optimised for a single query, whereas learning searches (i.e. searching for a learning-
oriented task) may require relevance that spans multiple query iterations [58]. It is
understandable that not all search engines need to be optimised for human learning,
as not all search tasks are learning-oriented and many search needs can already be
satisfied with a system designed to optimise general relevance. However, as people are
starting to depend on Web search for learning-oriented tasks, there is a need to explore
how current search engines can be adapted to better support learning.

In 2012, IR researchers started to recognise the importance of learning gains as a
search outcome [3]. This research agenda was highlighted again in a 2014 Dagstuhl
seminar [1] where researchers concluded that the connection between searching and
learning warrants further exploration. The field started to mature in 2016 when the
SIGIR (Special Interest Group on Information Retrieval) conference hosted the very
first workshop on search as learning [38]. Since then, increasingly more researchers
are putting their attention on developing this emerging field [101, 78, 23, 17]. This
thesis aims at investigating one less understood aspect of search as learning, which
is the effect of collaboration during the search process towards learning outcomes.
Complex search tasks have been shown to benefit from collaboration [27], and many
learning tasks are indeed complex.

1.1 Learning During Search

Initially, search engines were designed as a means to retrieve specific pieces of infor-
mation from a large corpus, similar to database lookup. The adoption of the internet
made search systems essential since an efficient method of browsing the Web was
needed; however, the underlying system still functions on the same goal of efficient
retrieval, requiring the user to know their information need and express it in a detailed
query. As Web search engines have now become ubiquitous with more than 50% of the
world population having access to the internet3, people expect it to serve other types of
services beyond lookup. There is a trend towards more active engagement during the
search process because often a person’s information need can be vague or incomplete,
therefore requiring a trial and error process of querying and browsing the results space
in order to refine their information need iteratively. Marchionini [58] refers to this
blend of searching and browsing as exploratory search. As opposed to only recalling
pieces of information such as in lookup search, exploratory search is a more intricate
process which involves discovery and learning while exploring the result set.

Learning is a complex topic involving research from various disciplines, including
pedagogy, educational psychology, cognitive science, neuroscience and information
science. The definition of learning itself varies greatly depending on the point of view
used [45]. A generic definition of learning from the English Oxford Dictionary4 is
"the acquisition of knowledge or skills through study, experience, or being taught".
Learning thus happens when a person goes through a specific process and from that

3https://www.internetworldstats.com/stats.htm (Accessed on July 2018)
4https://www.oxforddictionaries.com/ (Accessed on July 2018)
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Introduction 1.2 Collaboration During Search

integrates new information into their current understanding. This point of view can
be explained more clearly using the construction-integration theory by Kintsch [47],
which states that humans understand a topic by first constructing an approximate men-
tal representation of it from information sources, and then integrating it with their
existing mental representations to create a coherent whole. Information that has been
assimilated to a person’s mental model is thus what we refer to as knowledge.

Figure 1.1: Information search process [101].

A similar process can be observed during an exploratory search session where
a user’s understanding regarding the search task and goal is continuously updated.
Vakkari [101] described a generic model for information searching (Figure 1.1) which
begins with formulating a search query that reflects the user’s understanding of their
own information need. From the result set, the user select documents that will satisfy
their current understanding of the information need. The user then interacts with the
selected documents in a sense-making process to familiarise themselves with the new
information received. Many times, this results in them updating their information need
according to their newly acquired understanding. If their information need changes a
lot, the user will go back and refine the search terms. For a learning-oriented search
task, the user will additionally update their understanding of the task domain. Table
1.1 provides two examples of queries issued during a learning-oriented search session,
illustrating the process of gaining new knowledge over time as displayed by the use of
new search keywords.

1.2 Collaboration During Search

Web search is generally seen as a solitary activity, as most mainstream search technolo-
gies are designed for single-user search sessions. However, for a sufficiently complex
search task (i.e. consisting of multiple aspects or steps [40]), collaboration during
the information seeking process is beneficial as it enables users to complement each
other’s skills to make up for an individual’s lack of knowledge [100, 27]. Two surveys
by Morris [63, 64] conducted in 2006 and 2012 has shown that collaborative search
(CSE) is an increasingly common activity, albeit through the use of ad hoc solutions
such as email and instant messaging. There was a significant increase in the number
of people who collaboratively search on a regular basis, from 0.9% in 2006 to 11% in
2012. Additionally, there is a change in collaboration practices towards increasingly
larger group sizes: there was an increase in people who collaborated in groups of three
or more, from 19.3% in 2006 to 68.8% in 2012; with a significant increase in group
sizes of more than four, from none at all in 2006 to 22.1% of all respondents in 2012.
These are indications that there is a need to better support collaborative search systems.

3
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Table 1.1: Two search sessions with their respective sequence of queries, issued
by participants during a 20 minutes learning-oriented search session in our study.
Underlined text indicate new query terms.

Learning Topic Search Queries

Radioactivity what is radioactivity → types of radioactivity → how does
radioactivity occur → radioactivity resources online →
uses for radiation → university resources radioactivity → ra-
dioactivity explained→ electromagnetic radiation→ radioac-
tivity harmful → ionising and non ionising radiation → ra-
dioactivity studies physics journals → radioactivity exposure
→ what creates gamma waves → xray radiation type →
dangers of radioactivity→ uses of radioactivity

Industrial
Biotechnology

industrial biotechnology → bioplastics → bioplatics
biotechnology → bioplatics production enzymes →
polylactic acid bioplastic → industrial biotechnology
→ biofuels → biocatalysts → industrial enzymes →
biological large scale process → biological large scale
processes→ industrial biotechnology→ enzyme engineering
→ enzymes in biotechnology → industrial biotechnology
worth → biotechnology industry → biotechnology industry
market→ biotechnology industry size

The increasing use of CSE has been picked up by the research community, where
CSE has now been an active area of research for many years. Workshops that explicitly
focus on collaborative search—and more generally information seeking—have started
to appear in 2008 [73] and continue to do so to this day [7].

1.3 Collaboration During Learning

Collaboration is often a natural choice when we face a complex task, but it is not al-
ways necessary [19]. Learning is a task which has been consistently shown to benefit
from cooperation and collaboration according to past meta-studies [42, 43, 93]. Col-
laborative learning can refer to any learning session in which learners work in groups
to complete a common goal and maximise each others’ learning gains. Although Dil-
lenbourg [20] differentiates between collaborative and cooperative learning based on
the level of interdependence between collaborators, both types of learning rely on the
same premise of two or more individuals working together to learn. Apart from the
benefits of social interaction, collaborative learning also offers additional learning op-
portunities through the interaction between learners. Student-student interaction has
long been suggested to be an essential factor in learning success [42], and even more
so for online learning where there is a lack of social presence [61, 94].

4



Introduction 1.4 Research Objective

1.4 Research Objective

Given the similarity between the process of searching and learning, and people’s de-
pendence on Web search nowadays, we believe that the development of a search sys-
tem that optimises learning gains can help improve the quality of informal education
and online learning. However, understanding of the connection between searching and
learning is still in its infancy—researchers have just started to explore this through the
emerging research field of search as learning. One less explored aspect in this field is
investigating how collaboration affects learning-oriented search tasks. Given the pos-
itive benefits of collaboration during both searching and learning, it raises a question:
does the benefit of collaboration hold true for a learning-oriented search task? White
and Roth [103] have argued that the exploratory nature of learning searches makes
collaboration a natural choice during learning, but to our knowledge, no research so
far has looked into the concrete benefits of collaboration in this context.

In response to this, we investigate the effects of collaboration during learning-
oriented search sessions, specifically in Web search. To do so, we implemented a
collaborative search system, ran a crowd-sourced user study for both collaborative
search and single-user search, and then analysed the collected logs. We investigate the
following research questions in this thesis:

RQ1 How does the design and implementation of a collaborative search system based
on modern Web technologies look like?
As the available systems for collaborative search are not suitable for our use
case (elaborated in Section 2.5.3), our first step in this thesis is to design a col-
laborative search system built on modern Web technologies, and therefore more
feasible for a crowd-sourced user study. We analysed how prior systems ac-
commodate collaboration during search, and then adopted their implemented
features to our use, resulting in the SearchX collaborative search system.

RQ2 How does pair-wise collaborative search compare to single-user search for a
learning task in terms of learner’s search behaviour?
Collaboration has been shown to promote more diverse queries and less docu-
ment overlap for information gathering tasks [44, 87]. We investigated whether
introducing collaboration during a learning-oriented search task also results in a
similar effect on search behaviour.

RQ3 How does pair-wise collaborative search compare to single-user search for a
learning task in terms of learner’s knowledge gain?
We looked into the learning outcomes of both pair-wise collaborative search and
single-user search, and evaluated the effectiveness of each method in relation to
the achieved learning outcome.

1.5 Approach

In order to investigate learning during search, we conducted a user study in which par-
ticipants were asked to utilise SearchX for a learning task. Specifically, we assigned an
exploratory search task in which participants were instructed to learn a topic in which

5



1.6 Scientific Contribution Introduction

they were unfamiliar. The list of topics was adopted from online video lectures as they
have been carefully designed for online learning. We measured the learning outcome
using a pre-test and post-test as it offers a precise method for calculating the learning
gain.

We deployed the user study on a crowd-sourcing platform as it is both time and cost
efficient, therefore allowing us to accommodate a higher number of study participants
compared to a lab-based study. Participants were assigned either a collaborative search
session or a single-user search session. We then compared the two search conditions
using user interaction logs collected by SearchX.

1.6 Scientific Contribution

With our work, we bring several contributions to the fields of search as learning and
information retrieval.

1. We created a comprehensive analysis of prior collaborative search systems and
described the design decisions taken in developing a system for collaborative
search.

2. We introduced a new collaborative search system that is built using modern Web
technologies. SearchX is the second only open-sourced system for collaborative
Web search, and does not require additional user-side installation, making it
suitable for large-scale studies. Furthermore, we put additional effort to make
the system more accessible to other researchers as elaborated in Section 3.2.1.
We also highlighted the challenges we encountered during the development of
the system and its deployment on a crowd-sourcing platform.

3. We provide insight on how collaboration affects the outcomes of a learning-
oriented search task. We found that for a difficult learning topic, the differences
in the way participants search and in their achieved learning were not significant.
However, from a more in-depth analysis, we found that collaboration did help
participants in understanding the topic at the beginning of the session. Addition-
ally, we found that good discourse between collaborators has a positive effect on
the learning outcome.

4. We found indications that task difficulty has a significant effect on exploratory
search behaviour. Participants receiving a less difficult topic were able to explore
more of the topic domain compared to participants who received a topic that was
difficult for them to comprehend.

1.7 Outline

The organisation of the thesis is as follows. In Chapter 2, we summarised literature
related to our study and present key ideas we adopt in our work. Chapter 3 elaborates
on the design decisions and challenges involved in developing a collaborative search
system that is suitable for our study. In Chapter 4, we describe the setup of our user
study and elaborate the deployment of our study on a crowd-sourcing platform, and

6
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in Chapter 5 we present our analysis of the data we received from the user study. We
conclude our results in Chapter 6 where we discuss the findings and limitations we
observed in the results, as well as propose related future works.

1.8 Publications

During the completion of this thesis, three publications have been made based on the
ongoing study. A list of the publications along with the author’s contributions are listed
below:

1. Sindunuraga Rikarno Putra, Felipe Moraes, and Claudia Hauff. SearchX: Em-
powering Collaborative Search Research. In Proceedings of the 41st Interna-
tional ACM SIGIR Conference on Research and Development in Information
Retrieval. ACM, 2018.
A demonstration paper promoting SearchX as a tool for research. The author
contributed to the development of the system and partially in the writing of the
paper.

2. Sindunuraga Rikarno Putra, Killian Grashoff, Felipe Moraes, and Claudia Hauff.
On the Development Of a Collaborative Search System. In Proceedings of the
1st DESIRES (Design of Experimental Search & Information REtrieval Systems)
Conference. CEUR-WS, 2018.
A prototype paper describing the design decisions and implementation details
of SearchX—similar to Chapter 3 in this thesis. The author contributed to the
development of the system and the majority of the writing.

3. Felipe Moraes, Sindunuraga Rikarno Putra, and Claudia Hauff. Contrasting
search as a learning activity with instructor-designed learning. In Proceedings
of the 27th ACM International Conference on Information and Knowledge Man-
agement (CIKM). ACM, 2018.
A full paper exploring how learning through search compares with instructor
designed learning concerning learning outcomes. The author contributed to the
development of the system and in conducting user studies for the collaborative
search condition.
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Chapter 2

Related Work

This thesis builds on research in the fields of (i) exploratory search, which is closely
related to learning searches; (ii) search as learning, which studies the process of search
with a learning intent; (iii) pedagogy, specifically on collaboration in online learning;
and (iv) collaborative search, including the design of systems that support collabo-
ration during search. This section elaborates on each of the fields mentioned above,
highlighting how they relate to our work and how we expand upon prior findings.

2.1 Exploratory Search

Search activities are commonly divided into two broad categories: lookup search and
exploratory search [58]. Lookup searches are basic kinds of search, where the infor-
mation need is clear, and the search goal is discrete and well-structured. The majority
of search engines are designed around the fast and accurate completion of lookup
searches. Exploratory search, on the other hand, results from an open-ended or com-
plex information need where there is a level of uncertainty, therefore requiring mul-
tiple query iterations and possibly multiple search sessions. White and Roth [103]
define the exploratory search process as a combination of exploratory browsing and
focused searching. Exploratory browsing is the more dominant activity and involves
exploration of the search space with the goal of better defining the information need.
Focused searching, on the other hand, requires a clear information need, and involves
constant query refinements in order to extract information related to the search goal.

Learning searches are one particular type of exploratory search, involving cogni-
tive processing and interpretation of the search results [58]. Heinström [41] analysed
the search behaviour of master students working on their thesis and observed that in
undertaking a predominantly learning-oriented task, students show characteristics of
exploratory search—they undertake exploratory browsing when looking into new top-
ics or to get an overview of a topic, and then switch to focused searching to fill in
specific facts for a previously explored topic. Given this close relationship between
learning and exploratory search, researchers have proposed the use of learning out-
comes as a potential evaluation method for exploratory search [103, 1].

In supporting exploratory search, there are two main directions. The initial di-
rection suggested by Marchionini [58] was implementing an interface that better sup-
ports exploratory search behaviours. Interface features that have been shown to have
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a positive impact on exploratory search situations include: faceted search [52], fea-
tures supporting multiple-session searches [35], automatic decomposition of complex
queries [40], and interactive visualisations of the topic space [80, 49]. Another di-
rection is to modify the retrieval algorithm to return a result set that is beneficial to
exploration—mainly in the form of intrinsically diverse result sets which cover multi-
ple topics related to the query [76, 16]. Recently, Athukorala et al. [5] investigated the
difference between lookup search and exploratory search using measurable behaviours
in an IR system (i.e. initial query length, the time spent on analysing the first result
page, the scroll depth and task completion time), concluding that there are indeed mea-
surable differences between the two search types. On a follow-up study, Athukorala
et al. [6] leveraged their previous findings to develop a predictor that can classify the
type of search session based on users’ search behaviour, enabling the creation of a
hybrid search system that can automatically adapt to the search task at hand.

Our work is in line with prior search behaviour observation studies such as [5] but
aims at observing learning searches—which in recent years have been explored under
the search as learning research field [23].

2.2 Search as Learning

Search as learning (SAL) is an emerging research field in the information retrieval, in-
formation science, and human-computer interaction communities which strives to bet-
ter understand and support learning during the search process—notably through search
engines. Researchers have started to recognise the importance of learning gain (i.e. the
difference between the knowledge at the end and the start of the search session) as a
search outcome in 2012 [3], and are now putting more attention into developing the
field of SAL [78, 17]. The majority of research in SAL can be categorised into three
research directions: (i) understanding the connection between learning and searching;
(ii) investigating methods to measure and model learning during search; (iii) explor-
ing ways to facilitate learning during search. In practice, the research directions often
overlap, as the emerging nature of this field means that not many standards and bench-
marks are agreed upon yet.

Several works have utilised measurable behavioural traces to characterise domain
expertise. A typical method is to extract the logs of search sessions aimed at learning
in order to derive session metrics (e.g. query complexity, diversity of domains on the
SERP, document display time). White et al. [104] and Eickhoff et al. [22] utilised these
metrics to investigate the connection between search behaviour and domain expertise.
Zhang et al. [111] and Cole et al. [15] on the other hand used a similar method to
analyse predictors of domain expertise—the former using log traces and the latter using
eye tracking traces. The use of such data-driven methods have the advantage of being
highly scalable (e.g. Eickhoff et al. [22] analysed more than 700K search sessions),
but the resulting metrics are crude heuristics of learning gain.

Other works have opted to directly measure learning gain through the use of knowl-
edge assessments (e.g. multiple-choice tests, writing a summary), which offer a precise
way of measuring learning gain through comparing learning outcomes before and after
the learning session. However, the quality of these methods is dependant on the assess-
ment process, resulting in many researchers opting for a lab-based study where partici-
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pants can be guided to complete the assessment correctly. Additionally, the choice and
design of assessment matters: multiple choice questions if not appropriately designed
tend only to measure recall instead of higher order learning [39], whereas open-ended
questions and summaries are hard to quantify. Wilson and Wilson [105] proposed
and explored methods to objectively measure summaries generated as a result of an
exploratory search session, concluding that there is no "one-size-fits-all" approach to
measure the learning outcomes of written summaries.

Not much research has been done on designing systems to facilitate learning dur-
ing search. Most research on the interface side focuses on supporting the more generic
exploratory search as elaborated in section 2.1. Collins-Thompson et al. [16] con-
ducted a user study to investigate whether certain types of search results (single-query
result sets, multiple-query result sets, and intrinsically-diversified result sets) are more
beneficial for learning. They measured learning outcomes via manually assessed open-
ended questions as well as self-reports and concluded that intrinsically diverse search
results offer a considerable advantage to learning compared to the other two condi-
tions. Additionally, they found that users’ perceived learning correlates highly with
their actual learning outcome. On the algorithm side, one recent work by Syed and
Collins-Thompson [95] proposed a document ranking model optimised for learning (as
opposed to relevance as standard ranking models) that was shown to improve learning
outcomes for a vocabulary learning task (i.e. understanding domain-specific terms)
in comparison with a commercial search engine. However, the setup of the study was
rather artificial: participants were not given the ability to search and were only tasked
with evaluating a fixed result set (produced by variants of the document ranker) from
a predefined query—explicitly avoiding variance introduced by users’ differing search
behaviours. A follow-up study [96] analysed features of the returned document set
associated with improved short-term and long-term learning outcomes. A different
work by Yamamoto and Yamamoto [106] looked into the effect of query priming and
found that suggesting specific query keywords (e.g. survey, comparison, evidence) can
promote search behaviours which indicate critical thinking and higher-order learning.

Our work is similar to [16, 95, 106], which involves conducting a user study to
investigate methods of supporting learning-related search tasks—specifically, we look
into the effects of providing collaboration capabilities. Chi et al. [13] have created
a similar study that explores the process of knowledge learning during collaborative
search using indirect measures of knowledge (click and query complexity). They as-
sume that infrequently accessed documents and query keywords indicate a higher level
of complexity, which in turn indicates a higher level of achieved knowledge. In con-
trast to this, our work includes direct measurements of knowledge adopted from [95]
to more precisely measure the achieved knowledge.

2.3 Collaboration in Online Learning

Generally, studies that investigated the benefits of collaborative work over individual
work in education report improvements in academic achievements, quality of interper-
sonal interactions, and study retention [75]. There are a few explanations regarding
the effect of collaboration towards learning performance. Cohen [14] suggests that the
free exchange of ideas that happens during a collaborative learning session stimulates
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conceptual understanding. Scardamalia and Bereiter [81] argue that the interactions
introduced when collaborating promotes a more active form of learning which enables
the co-construction of knowledge within the group of learners. Additionally, Gokhale
[32] reported that collaborative learning resulted in better retention of knowledge, and
is beneficial in enhancing critical thinking and problem-solving skills—which is es-
sential for higher-order learning [30].

A precursor to research in online learning is the exploration of distance education,
which aims to support education when face-to-face learning is not possible—mainly
through replacing face-to-face interaction with a remote alternative such as through
post or online. Moore [61] identifies three types of interaction during face-to-face
learning that needs to be taken into account when designing distance learning: learner-
resource interaction, learner-teacher interaction, and learner-learner interaction. This
was further developed by Garrison et al. [30] into the Community of Inquiry framework
which defines an online learning experience as the intersection of three main elements
as can be seen in Figure 2.1. Cognitive presence is the primary goal of the framework
and refers to a state where learners actively seek knowledge. Social presence refers to
the establishment of personal and purposeful relationships within a group of learners.
Teaching presence refers to the existence of structure and organisation in the learning
experience, whether directly through instruction or indirectly through a well-designed
course. Concerning the framework, a collaboration between students is the product
of proper social and teaching presence, leading to effective discourse which results in
improvements to the cognitive presence within the community of learners [28].

Figure 2.1: The Community of Inquiry framework [28].

Several studies have looked deeper into how each component of the community of
inquiry framework affects the online learning experience—mostly focusing on univer-
sity online courses within a long time-span. Picciano [71] looked into the relationship
between social presence and learning performance, and found a strong correlation be-
tween the perceived quality and quantity of interaction with learning outcomes. The
learning outcome of the written assessment was especially significant for learners who
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demonstrate high levels of interaction. Garrison and Cleveland-Innes [29] compared
students’ learning outcome in four online courses that differ in the intensity of in-
structor presence and the level of interactions. The results indicate that the existence
of social presence alone is not enough to produce meaningful discourse—the exis-
tence of interactions does not necessarily translate into better cognitive presence. A
well-designed teaching presence is required to guide learners’ towards a productive
discourse properly. Akyol and Garrison [2] analysed the development of each type
of presence over time in an online course, and found that each type of presence was
distinguishable and that social presence did not have as much of an impact on learning
outcome compared to both cognitive and teaching presence.

We adopt the community of inquiry framework to analyse online learning simi-
lar to [71, 29, 2], but using collaborative search as the medium. Curtis and Lawson
[18] have shown that the choice of medium, as well as learners’ familiarity with the
platform, has a strong influence towards learners’ interactions and social presence. In
our interpretation, learning through collaborative search is an online learning experi-
ence which involves more social presence than teaching presence; therefore we focus
mainly on the social presence aspect of collaborative search.

2.4 Collaborative Search

CSE is a subset of the more generic field of collaborative information seeking (CIS),
which is an interdisciplinary domain drawing from research on the field of information
science, information retrieval, human-computer interaction, and computer-supported
collaborative work. Research on CIS aims at exploring and supporting the collabora-
tive aspect of information tasks such as browsing, searching, filtering and navigating
[27].

The most common approach in analysing the effects of collaboration on search
involves testing different search conditions through user studies and using data col-
lected from the search sessions for a comparative study. One research by Joho et al.
[44] compared single user search (SE) and pair-wise CSE for an information gathering
task (i.e. gathering as many relevant documents as possible) to analyse differences in
search strategies and performance. Their results suggest that collaboration during the
search process helps in diversifying the queries and avoiding duplicated efforts, but
did not have a significant impact on search performance measured by precision and
recall. Shah and González-Ibáñez [83] conducted a similar study that further divides
the CSE condition into co-located and remote collaboration. Unlike [44], they did not
use an existing corpus and instead let the study participants search the open Web. To
compute search performance measures, they used the documents accessed by partici-
pants as the document space. The observed results were similar in that there were no
significant differences in search performance between SE and CSE, but CSE produces
a more diverse set of retrieved documents.

González-Ibáñez et al. [36] expanded on [83] by investigating the effect of differ-
ent collaboration conditions (co-located, remote, and asynchronous) on search perfor-
mance measured in four different aspects: communication, productivity, information
synthesis, and cognitive load. Their results suggest that the different collaboration
conditions resulted in no significant difference in sense-making, but did affect query
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diversity: participants in the co-located condition demonstrated more similar queries,
whereas participants in the asynchronous condition demonstrated the most diverse
queries. Capra et al. [11] investigated in more detail what search behaviour can be ob-
served during asynchronous CSE by utilising think-aloud data and screen recordings.
They identified three common behaviours throughout the search sessions—individual,
parallel, and divergent—but no general pattern was observed because of the small sam-
ple size. Chen et al. [12] looked into the effect of awareness mechanisms (e.g. query
history) for asynchronous collaboration, observing that for an asynchronous setting,
awareness resulted in less query diversity, but more unique documents and less dupli-
cated efforts.

Several studies looked into the effect of the type of search task towards search be-
haviour in CSE. Yue et al. [108] compared search behaviour between two search task
types (information gathering and decision making) for both SE and CSE, and found
that decision making tasks such as travel planning involve more use of direct commu-
nication, whereas information gathering tasks such as academic research involve more
individual work. A follow-up analysis [109] concluded that queries were most affected
by different actions for each task type: bookmarks for the information gathering task,
and chat for the decision making task. Chen et al. [12] on the other hand investi-
gated the effects of task orientation (open-ended or recall-oriented) towards search
behaviour, but observed no significant differences in search performance. The recall-
oriented task though resulted in more unique documents and less document viewing
time, which we believe to be because participants focused more on coverage rather
than sense-making.

All the previously mentioned research was limited to pair-wise collaboration. Some
prior works have opted to explore team sizes beyond two, although to our knowledge
only triads (i.e. groups of three) were investigated. Tao and Tombros [98] specifically
looked into the search behaviour of triads through an observational user study, and
found that the larger team size promoted a structure-driven search strategy which in-
volves creating a structure of the task domain and then having each collaborator focus
on the different sections. Additionally, the existence of a shared document for infor-
mation synthesis resulted in less time taken to finish the task and a higher knowledge
increment, but less communication between collaborators. Shah et al. [87] proposed
an evaluation framework to analyse exploratory search behaviour and used it to com-
pare the search performance of different team sizes (single user, pairs, and triads) for
an information gathering task. They found few significant differences in search per-
formance when looking at the user level, but at a team level, CSE produced better
performance than SE for nearly all their measured metrics, with triads achieving better
performance than pairs. A follow-up study [88] looked into the same team sizes, but
for a fact-finding task, which is non-divisible (i.e. difficult to divide into sub-tasks).
The results indicate that an increased team size did not have a significant advantage on
search effectiveness and efficiency. Increasing the team size though did have a positive
effect on response precision (i.e. the accuracy of answers) but at the cost of longer task
time.

In this thesis, we are interested in comparisons between SE and CSE. We have
summarised the conclusions from prior studies in Table 2.1. In general, research
has shown that for an information gathering task, collaboration has a beneficial effect
on search behaviour, mainly in diversifying queries and reducing document overlap.
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Table 2.1: Summary of comparisons between CSE and SE. Signs indicate significance
of CSE: more (+), less (–), and non-significant(=).

Source Search Task Conclusions regarding CSE

[44] Information gathering
(+) Distinct queries, Keywords
(–) Overlapping documents
(=) Performance (relevance)

[83] Information gathering
(+) Query diversity, Useful documents,

Unique documents
(=) Cognitive load, Performance (relevance)

[87] Information gathering
(+) Team-level metrics
(=) User-level metrics

[88] Fact finding
(+) Response precision
(–) Performance (efficiency & effectiveness)
(=) Coverage, Query diversity

However, for a fact-finding task where the division of labour is much more difficult,
there were no significant differences in search behaviour while there was a decrease in
search performance. We are therefore interested in investigating the effects of collabo-
ration during search for a learning task—which is similar to an information gathering
task but emphasises gaining knowledge from documents more than the number of cov-
ered documents. In doing so, we adopt the same comparative approach as prior studies
on CSE which involves comparing data on different search conditions.

2.5 Collaborative Search Systems

Golovchinsky et al. [34] have characterised the collaborative aspect of online CIS
along four dimensions: intent (explicit or implicit), mediation (user interface or al-
gorithm), concurrency (synchronous or asynchronous), and location (remote or co-
located). Morris [64] suggested two additional dimensions: role (symmetric or asym-
metric) and medium (traditional or emerging devices). All six dimensions can be con-
sidered as the design space of CSE systems and is visualised in Figure 2.21.

In our interpretation, CSE is scoped around collaboration of explicit intent, with
the mediation and role dimension explored in designing collaboration in the system,
and the other three dimensions (concurrency, location, medium) determining the do-
main of the system.

In this thesis, we are interested in prior collaborative search systems proposed
in the literature. In regards to the previous taxonomy of dimensions, we limit the
domain to the most common Web collaboration practice—which according to a survey
in 2012 refers to remote synchronous collaboration using traditional devices (laptops
and desktops) [64]. Table 2.2 compare the features and availability of the prior systems
we analysed and our proposed system—SearchX.

1The diagram is adopted from a presentation by Morris in https://www.youtube.com/watch?v=
MdMzileZY3Y.
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Figure 2.2: Collaborative search design space.

2.5.1 Prior Systems

SearchTogether by Morris and Horvitz [65] was one of the first attempts at a system
for collaboratively searching the Web. Based on a survey of collaboration practices
during Web search, the design of the system focused on supporting awareness, di-
vision of labour, and persistence. They designed the system for synchronous search
sessions, i.e. a search session in which collaborators work together on the task at
the same time. From a user study involving the system, they found that awareness
was the most vital aspect in supporting collaboration—with features intended for di-
vision of labour and persistence used by participants as a tool for awareness instead.
Shah et al. [85] built upon the weaknesses of SearchTogether by introducing novel
features to Coagmento: the ability to snip Web pages and to share Web pages for fur-
ther discussion with collaborators. Kelly and Payne evaluated the longitudinal use of
Coagmento in an everyday setting [46], and highlighted issues specific to real-world
search use: time-criticality of search results and privacy issues on sharing collabora-
tors’ data. Other concerns that they raised included sense-making of the collaboration
product and the interaction cost of collaborative features. Paul and Morris [69] built
CoSense, an extension for SearchTogether which aims to improve sense-making by
providing additional views (i.e. interface layouts) that focuses on different aspects
of the search session (e.g. browsing history, chat). The existence of elaborate views
was shown to improve asynchronous search sessions as it allowed new collaborators
to catch up with results from prior sessions more easily.

More recent systems were created to explore specific aspects of online collabo-
ration. Golovchinsky et al. [35] designed Querium to better support collaboration in
exploratory search processes, specifically through providing a shared document history
that rank documents based on users’ relevance feedback. Capra et al. [10] designed
ResultsSpace to study asynchronous collaborations (though synchronous collabora-
tion is also possible), therefore features for direct communication such as a chat were
not added. Yue et al. [108, 109, 110] designed CollabSearch with no advanced fea-
tures for division of labour such as algorithmic mediation in order to investigate how
users coordinate and collaborate in a synchronous search session. Kruajirayu et al.
[50] explored the effectiveness of visual snippets for sense-making by introducing the
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SnapBoard feature into the CoZpace system.
Researchers also designed experimental systems for more specific collaboration

conditions. Amershi and Morris [4] developed CoSearch for a shared computer setting
and offered features that enabled one interface to be used efficiently by multiple users.
Golovchinsky et al. [33] designed Cerchiamo for collaboratively searching through
videos and implemented different interfaces for two different roles: the prospector
role focuses on breadth by scanning the search space for promising directions of ex-
ploration, whereas the miner role focuses on depth by digging deeper into the results
for more comprehensive information. Morris et al. [66] designed WeSearch to facili-
tate co-located collaboration through a table-top interface where all collaborators can
freely arrange search results together. Teevan et al. [99] on the other hand designed
O-SNAP to explore collaboration using mobile devices by utilising different screen ori-
entations. As these experimental systems were not designed for the same domain as
SearchX, we did not include them in the upcoming analysis.

2.5.2 Collaboration Design

As mentioned earlier, the design of collaborative search systems mainly explores two
dimensions of collaboration: mediation and role.

There are two main directions in developing mediation for CSE: interface me-
diation adapts the search interface towards a multi-user context, usually in the form
of a shared workspace; system mediation directly mediates the collaboration process,
mostly through re-ranking the documents [35, 10] or modifying the distribution of doc-
uments [65]. Both types of mediation are complementary to each other. Support for
collaboration can be categorized along three lines [26, 84]: division of labour, shar-
ing of knowledge, and awareness. Table 2.2 provides a feature comparison of prior
works [65, 69, 85, 35, 10, 108] in relation to these concepts.

Division of Labour refers to the distribution of workload across collaborators. This
division can be left to the user (user-driven) or mediated by the system. The latter can
be implemented at the user level through the assignment of roles, or at the document
level by assigning different document subsets [90]. Prior systems mostly support user-
driven division of labour through the provision of communication features. Group chat
and document sharing (i.e. explicit recommendation of a document to a collaborator)
are two features which have been shown to be favoured by users [65, 85].

Sharing of Knowledge refers to the ability to share ideas and information effec-
tively between collaborators [107], and can be facilitated either through shared workspaces [74],
or through the re-ranking of search results based on relevance feedback [25]. Prior sys-
tems support sharing of knowledge primarily through providing a shared workspace
with features for collectively capturing information. Document rating and bookmark-
ing are both relevance feedback mechanisms, with prior systems either implementing
one or the other. Bookmarking promotes shortlisting, which involves forming and re-
fining a shared list of potential resources [46], whereas document rating provides a
finer granularity of feedback, which is desirable for algorithmic mediation [35, 10].
Document annotation supports the previous two features by communicating the ratio-
nale behind an action [65, 46].

Awareness is defined as "the ability to maintain some knowledge about the situ-
ation and activities of others" [55], encompassing knowledge of the workspace and
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collaborators’ actions, as well as the ability to notice changes on the work conducted
instantaneously. Prior systems focus on providing lightweight information regarding
collaborators’ search activities (query history, document history, and colour coding)
and the overall sense-making process (document metadata and group summary). All
features were found to be useful in past experiments, except for the document history
which Kelly and Payne [46] reported to provide too much information.

The role dimension is less explored as it is dependant on the search task, in con-
trast to the mediation dimension which has been developed in the broader field of
collaborative systems. Some predefined roles that researchers have explored in CSE
include prospector/miner [72] and gatherer/surveyor [86]—both are similar and re-
flect the two stages of exploratory search described by [103]: one role focusing on
exploratory browsing and the other role on focused searching. Both studies employ
algorithmic mediation to adapt the search results according to the relevant documents
found by each role. Tamine and Soulier [97] looked into the implications of predefined
roles and found that it resulted in less coordination and constrained users too much,
whereas user-driven roles—although needing more intense communication—achieved
better coordination. Soulier et al. [91, 92] has recently explored the automatic assign-
ment of roles based on users’ search behaviour.

2.5.3 Suitability of Prior Systems

A majority of the mentioned systems were only described in publications, and not
open-sourced (or even available as binaries). SearchTogether is available as a plu-
gin for Internet Explorer, but we found it to be outdated and not compatible with
current versions of most browsers. The only system that we found to be functional
was Coagmento which has been open sourced and is currently under active develop-
ment2. The developers reported that Coagmento at its current state is not very acces-
sible as a tool for research—requiring programming efforts to setup [60]. Addition-
ally, Coagmento comes in the form of a browser plugin and mobile application, which
makes it less practical for large-scale studies as it requires user-side installation. Since
our work aims at deploying the system through a crowd-sourcing platform, the avail-
able tools are insufficient for our needs; therefore we opted to develop a new system
instead.

2https://github.com/InfoSeeking/Coagmento
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Chapter 3

SearchX

In contrast to single-user search where a number of up-to-date and open-source tools
are readily available (e.g. Terrier1 and Elasticsearch2), the CSE research commu-
nity has currently just one maintained open-source option (Coagmento, cf. Table 2.2)
despite the fact that researchers have designed and implemented a number of systems
in the past ten years [65, 33, 4, 69, 85, 35, 10, 108]. While Coagmento provides an
extensive collaboration feature set, it requires users to either install a browser plugin
or an Android/iOS app, making it less viable for large-scale CSE experiments which
are often conducted with crowd workers. Furthermore, we believe as researchers we
should have a choice of tooling, instead of relying on a single one.

For these reasons, we have designed and implemented SearchX, a CSE system
built on modern Web standards—allowing the system to be accessed from multiple
platforms without the need for user-side installations as the system is compatible with
all major browsers. We designed the system specifically for CSE research and provide
comprehensive documentation to enable others to "implement" and run their own CSE
experiments with SearchX. SearchX adopts common collaborative features found in
prior works and presents them in a way that is familiar to generic users. Additionally,
we emphasise support for research needs, specifically, support fast prototyping of new
features and interfaces, and support for crowd-sourced studies.

SearchX is designed for the following experimental workflow: researchers first
implement an experimental setup of their user study using SearchX (either relying on
existing features or adding their own). Each study participant accesses the SearchX
instance through a designated URL. The system then allocates a collaboration team to
each set of m ≥ 2 participants (m is a configuration parameter). Throughout a team’s
search session (which may include pre/post questionnaires), SearchX continuously
captures fine-grained user activity logs.

Our main concern regarding the collaboration design is on the mediation aspect,
as we aim to support generic collaboration with no predefined roles between collabo-
rators. We first analysed how mediation was designed in prior works and used that as
a starting point in implementing SearchX. Our analysis of previously proposed sys-
tems (cf. Table 2.2) is limited to those similar to SearchX—systems that support at
least synchronous and remote collaborations. Additionally, we limit the scope to text

1http://terrier.org/
2https://www.elastic.co/
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retrieval systems, since it is the most common use case in Web search. As CSE solu-
tions should require low additional effort compared to ad hoc solutions [35, 64, 46],
we strove to implement features that look familiar to users (whom all use Web search
engines) today.

We now discuss the architecture of SearchX and then elaborate on the two main
design directions: supporting collaboration, and empowering research. Afterwards,
we elaborate more on the development process of SearchX.

3.1 Architecture

In implementing SearchX, we chose to start from an existing system/interface to save
development time. The options were limited as search engine interfaces are generally
not open-sourced. We decided to use the single-user Pienapple search system [9]3 as
a starting point, as it provides a generic Web search interface built with modern Web
technologies. Their choice of technologies (node.js4, React5) have active developer
communities and are supported by large companies, ensuring that the system will be
relevant technology-wise for the upcoming years. Given this base system, we vastly
expanded its functionalities for collaboration and experimentation, and then refactored
the code base to be modular and reusable.

SearchX’s client-server architecture is shown in Figure 3.1. The front-end is re-
sponsible for presenting the interface, managing task sessions, and logging user ac-
tivities; the back-end is responsible for communicating with the retrieval engine, and
managing team creation and synchronisation.

Figure 3.1: SearchX architecture overview.

Front-end. The front-end (shown in Figure 3.2) is developed using React (a JavaScript
library). React manages a client-side data model, thus minimising communication
with the back-end; and it enforces the creation of standalone view components, result-

3The authors kindly provided us with their source code.
4https://nodejs.org/
5https://reactjs.org/
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ing in an interface simple to modify and extend. As the front-end is a Web application,
any user with a modern browser can access it without requiring additional installation.

The front-end consists of three logical abstractions. The search interface is com-
posed of features related to searching and collaboration, and is presented to the user
during the search session. We implemented each feature as standalone components
which makes changing the layout or design of the interface efficient. The task session
defines the desired experimental setup, and controls the search task, team creation, and
the experimental procedure (e.g. a pre-test, the search session, and then a post-test).
An experimental procedure consists of a sequence of pages, which we bootstrapped
by implementing template components for the search session, and questionnaires—as
we found them to be the most commonly required templates in our experiments. The
logger accepts activity data from each component, and regularly sends the logs to the
back-end for storage. This abstraction provides a clear separation of concern between
interface features, experimental setup, and data collection, making it clear which part
of the system needs to be changed for a particular experimental need.

Back-end. We developed the back-end with the node.js server environment, which
directly supports asynchronous I/O operations, making it suitable for applications re-
quiring real-time updates. An added benefit of node.js is its language (JavaScript)—
developing both the front-end and back-end in the same language made the devel-
opment more manageable for us. The back-end provides the application data ser-
vices which are made available to the front-end through APIs—implemented using
the express6 framework for HTTP and the socket.io7 library for Web sockets. We
chose these two libraries as they are currently the most common libraries for their re-
spective role. We chose MongoDB8 for data storage as it uses a dynamic data schema,
providing added flexibility during the development and modification of features.

The data services are categorised into four types. Retrieval services includes com-
munication with the retrieval system through the provider and further processing of the
retrieval results through the regulator. Currently, we support the Bing Web Search
API for searching the Web, and both Elasticsearch and Indri9 servers for custom
document collections. Session services handles team communication and assigning
search tasks to users. Collaboration services includes the back-end logic of collabora-
tive features in the front-end. Utility services includes data collection tools such as the
log collector which stores user logs received from the front-end and the URL scrapper
which scrapes all documents returned to the user. Additionally, we also have a URL
renderer which makes it possible to load external Web pages inside our Web-based
system (think of a browser inside a browser), allowing us to implement the front-end
document viewer. The viewer makes it possible to keep users inside the system at
all times, allowing the system to log user interactions within the opened documents
as well. Both the URL scraper and URL renderer utilise a headless browser using
Puppeteer10.

6https://expressjs.com/
7https://socket.io/
8https://www.mongodb.com/
9http://www.lemurproject.org/lemur/

10https://github.com/GoogleChrome/puppeteer
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3.2 Supporting Collaboration

As can be seen in Table 2.2, only three prior systems implement system mediation,
with each of them implementing a different type. In contrast, many interface medi-
ation features are frequently found across systems. Accordingly, SearchX supports
collaboration through interface mediation while facilitating custom implementation of
system mediation through the addition of a regulator layer in the back-end.

We summarise the frequency of each interface mediation feature in Table 3.1.
Based on our analysis of mediation in section 2.5.1, we have decided on the following
implemented features for each mediation function in SearchX. Division of Labour is
handled by a group chat; however, we did not implement a document sharing feature
which was present in two prior systems—we argue that document sharing as described
in prior systems can be achieved through the chat feature as well and thus does not
warrant a separate UI element. Features for sharing of knowledge largely depend on
the experimental setup, therefore SearchX implements all three in a way that tog-
gling individual features is simple. Awareness is handled by the addition of query
history, document metadata, and colour coding. As SearchX is designed for syn-
chronous sessions, we did not implement a group summary which is most beneficial
for asynchronous sessions [84].

Table 3.1: Frequency of interface mediation features in prior CSE systems.

Function Feature Frequency (out of 7 systems)

Division of Labour
Group Chat 6
Document Sharing 2

Sharing of Knowledge
Bookmarking 2
Document Rating 5
Document Annotation 4

Awareness

Query History 7
Document History 3
Document Metadata 6
Group Summary 4
Colour Coding 2

We now discuss each implemented feature. Figure 3.2 shows the UI of our inter-
face with all features enabled.

Group Chat. Even though we already facilitated knowledge sharing through more
specialised mediation features, direct communication is necessary for coordination and
discussions. We opted for the familiar pop-up design where the chat window is always
visible in the interface but can be minimised when not in use (to avoid cluttering the in-
terface). It is implemented using converse.js11 which provides a robust chat window
out of the box. A downside though is the lack of APIs providing functional access to
the internals, making it difficult to extend (e.g. we are not able to automatically assign
usernames).

11https://conversejs.org/
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(a) Search result page

(b) Document viewer (zoomed in on the top right corner)

Figure 3.2: SearchX collaborative search interface. [A] Document metadata, [B]
shared query history, [C] shared bookmarks, [D] chat, [E] document rating, [F] docu-
ment comments.

Bookmarking. Apart from functioning as a means to save documents for later re-
visits, bookmarking also promotes the shortlisting strategy which involves curating a
shared list of potential documents [46]. Given the central role of bookmarking in such
collaborative efforts, we want to make it more accessible; therefore we implement the
bookmark button directly next to each search result. The list of bookmarked documents
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is always visible in the sidebar to promote awareness of collaborators’ actions. Users
benefit in the sense-making process when given the option to manage and rearrange
their saved list [46]; therefore SearchX facilitates this using pinned bookmarks.

Document Rating. Document rating is mainly considered as fine-grained source of
information for relevance feedback. To avoid cluttering of the SERP, we present the
rating buttons not on the SERP but inside the document viewer; the benefit is that users
can only rate once they have seen the document. Document rating is implemented as
a like/dislike button to leverage users’ familiarity with this type of interaction.

Document Annotation. Unlike existing systems, we implemented annotations as a
message thread similar to chat interfaces as can be seen in Figure 3.2.b. This setup
highlights the bidirectional nature of the annotation process, promoting sense-making
through the exchange of opinions. The annotation interface is presented inside the
document viewer, directly next to the document to make adding new annotations a
quick process.

Query History. This feature has been implemented in all seven prior systems as can
be seen in Table 3.1. It provides awareness of collaborators’ search activities, allow-
ing users to avoid duplication of effort and learn from their collaborators’ choice of
keywords [65]. Its implementation is similar across prior systems: as a list of queries
that can be clicked on to open results for that query immediately. SearchX provides a
scrollable list of recent queries in the sidebar.

Document Metadata. This feature is presented below each SERP entry to provide in-
formation about collaborators’ activities on the document. Document metadata allows
users to quickly identify documents that are considered relevant by their team. The
information is presented using simple icons so that it does not take too much attention
away from the actual search results.

Figure 3.3: Colour coding of the shared query history.

Colour Coding. We colour code elements of the interface associated with a particular
collaborator’s actions (such as querying and bookmarking). The colours allow users
within the team to differentiate between the activities and contributions of each collab-
orator. We generate random-but-distinguishable colours to allow scaling to numerous
users.

System Mediation. As stated before, SearchX does not implement a specific form of
system mediation, but facilitates such an implementation if needed. In Section 2.5 we
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outlined that system mediation is usually performed in the form of modifications to the
retrieved list of results (re-ranking). A research collaborator has designed the retrieval
service in the back-end also to contain a regulator layer that enables us to adjust the
SERP sent to each user in the same team based on the actions of the team’s members.
The regulator layer can fetch and aggregate data related to the search results from the
database in order to re-rank them accordingly.

3.2.1 Empowering Research

We now elaborate on how SearchX is designed as a tool for research.

Availability and Accessibility. SearchX is open-sourced for use and development
by other researchers12,13. Installation of the system is made simple and effective—it
requires executing one command to get the system up and running. We provide three
example implementations of different experimental setups (synchronous collaborative
search, asynchronous collaborative search, single-user search). We also put significant
effort into extensively documenting how researchers can modify the system, e.g. by
adding new UI features, or by changing the retrieval system in the back-end.

Interface Guide. Prior works report that users did not explore some features of their
system because they do not know or understand it [65, 35]. We solved this issue
by adding a guided interface walk-through of the interface (built using Intro.js14)
which explains step-by-step what each feature is meant to do. This interface guide is
launched when a user first starts the search session, ensuring that they are aware of the
features we want them to use.

Figure 3.4: Guided interface walk-through

Data Collection. A requirement for a CSE user study is the collection of user activity
logs. In SearchX, we have added logging to all interactive components of the system
so that it records when a user hovers over or directly interacts with a component (e.g.
clicking, querying, opening a document). We also log session related data (e.g. start-
ing/finishing the search session, submitting a questionnaire) and interactions with the
browser (e.g. changing tabs), which helps to understand all actions executed by a user.
All logs related to user interaction are defined and implemented in the front-end, while
the back-end handles storage of logs from the front-end as well as logs related to the

12https://github.com/felipemoraes/searchx-frontend
13https://github.com/felipemoraes/searchx-backend
14https://introjs.com/
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retrieval engine, making it easy to modify or create additional logs according to what
we want to analyse from the user.

User Study Design. Currently, modifying the system requires programming knowl-
edge as we do not provide a graphical interface to create user studies yet. However, we
have created reusable implementations of common components in the experimental
setup: questionnaires and the search session. The questionnaires are implemented us-
ing SurveyJS15, which allows defining questionnaires directly using JSON. We have
created a React component that abstracts over SurveyJS, adding logging features and
flow control. We also did the same for the search session, which abstracts over the
search interface, adding session-related logs, flow control, and a taskbar to describing
the search task. We found this to simplify the creation of new user studies since it takes
away much of the boilerplate code needed in configuring the experimental procedure.
As an example, the set up of a basic search interface only requires a few lines of code
as can be seen in Listing 1.

1 //Session.js
2 export default class Session extends React.PureComponent {
3 render() {return (
4 <TaskedSession collaborative={false}>
5 <div className="box" style={{
6 marginBottom: '20px',
7 textAlign: 'center'
8 }}>
9 <Link className={"btn btn-primary"} to="/submit" role="button">

10 Submit Itinerary
11 </Link>
12 </div>
13
14 <div className="box" style={{flexGrow: '1'}}>
15 <h3 style={{textAlign: 'center'}}>Task Description</h3>
16 <hr/>
17 <p>Please search more information regarding "{constants.topic}"</p>
18 </div>
19 </TaskedSession>
20 )}
21 }

1 //App.js
2 export default class App extends React.Component {
3 render() {return (
4 <Router history={history}>
5 <div>
6 <Route exact path="/" component={Session}/>
7 <Route path="/submit" component={Submit}>
8 </div>
9 </Router>

10 );}
11 }

Listing 1: Code required for a search interface with a basic task bar.

3.3 Development

The development of SearchX was a collaboration between two Master students (in-
cluding me) and one PhD student in our faculty. In implementing SearchX, we adopted

15https://surveyjs.io/

28

https://surveyjs.io/


SearchX 3.3 Development

an agile development strategy—involving multiple iterations of development—since
we wanted to start the development early while our research design was being fleshed
out. The base system we used as a starting point already provided us with a good
search interface; therefore our priority in the development was to refactor the code
in preparation for implementing the collaborative features. Afterwards, we started to
put more structure on the development process. The software requirements—based on
our research design—were translated into actionable items in our development back-
log, which were then iteratively implemented. During the development process, we
followed a few software engineering best practices:

Source Code Management. We released our system as an open source software in
GitHub16—a version control system that is often used to host and develop open source
software. We kept a stable build of our software in the master branch and did all our
development in a new branch. When the development has finished, we merge the new
code into our master branch through a pull request. In resolving a pull request, we
require at least one other developer to review the code to keep the code quality high.

Clean Code. We strive for high code quality to make it easier for other people to
develop. In general, we prioritised keeping the code readable instead of efficiency.
We kept a logical directory structure and minimised interconnected components (by
separating business logic from code dependencies) to keep the code robust to change.

Testing. Testing is useful in preventing breaking changes, which is essential for an
open source software. It was rather straightforward to test the backend through unit
tests, but testing the frontend required more effort as it is less common in practice
compared to backend testing. Additionally, we implemented an automatic test system
to check for breaking changes on every pull request automatically.

We now reflect on the implementation process and elaborate on the challenges we
faced during development as well as the limitations of our final implementation.

3.3.1 Challenges

We now discuss some issues that arose during the development process.

Iterating on the experimental setup. We initially implemented the basic version
of SearchX with a paper deadline in mind, which resulted with a functional but not
very modular version of SearchX. For each of our experiment, multiple files in both
the front-end and back-end required changes. Over time, we started fixing this in the
front-end by separating out all code related to the experimental setup from the search
interface and encapsulating them into reusable React components. While this simpli-
fied the experimental setup, the communication with the back-end remained a complex
issue. We now limit the responsibility of the back-end to only team management and
synchronisation, allowing us to directly implement the limited range of functionality
inside the task components. If we had spent more time on the initial design to improve
on the architecture and the interactions among components, we would have saved sub-
stantial development time.

16https://github.com/
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Deploying a crowdsourced study. As an effort to support online studies, we adapted
SearchX for crowd-sourced studies. During an initial CSE pilot study on Crowd-
flower, we found crowd workers to be unmotivated to properly execute our assigned
collaborative search tasks, as they normally perform micro-tasks. We found two ways
around this issue: (i) a new platform and (ii) actively encouraging proper behaviour.
We switched to the research-focused Prolific17 platform which was shown to provide
higher quality data [70]—something we found to be true as well in our work. We also
spent significant development time on monitoring workers’ attentiveness and actively
keeping them on track. We logged browser interactions (change tabs, context menu)
and notified workers about their tab changes in real-time (more than n tab changes
results in non-payment). We also added quality control questions and disabled copy-
paste operations in the questionnaires. All these steps improved the quality of data we
collected.

Synchronising team sessions. Running synchronous search sessions through a crowd-
sourcing platform is tricky since workers are not available right away; therefore a type
of “waiting room” is needed for the grouping so that workers assigned to a single team
start their search session at the same time. This problem becomes particularly intense
as the team size increases—an experiment with 20 workers requires 20 workers to ac-
cept the task at roughly the same time. Another issue we encountered was that workers
were disconnected from the grouping process when the page was refreshed/closed dur-
ing the waiting period, resulting in the worker not being able to continue the study. We
currently warn workers that attempt to refresh/leave the Web page running SearchX.

Implementing a document viewer. Ensuring that crowd workers remain within SearchX
(and otherwise rescind the payment) is a good way of ensuring compliance, but this
idea breaks down when we want the workers to interact with the search results (and
click on links to view documents in another browser tab). We thus needed to imple-
ment a document viewer that allows users to view the document within SearchX. It
is not possible to render another Web page directly inside SearchX because of CORS
(cross-origin resource sharing) restrictions. We thus had to render the URL in the
back-end and pass the rendered HTML to an iframe in the front-end. This solution
though is imperfect since the resulting page is static with most interactive elements
disabled, and at times the rendering is not perfect.

17https://prolific.ac/
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Chapter 4

Research Design

This chapter elaborates on the methodology to answer our research questions. In line
with recent works on search as learning [95, 106], we conducted a user study through a
crowd-sourcing platform to observe the effects of providing collaboration capabilities
towards search behaviour and learning outcome. We will first elaborate on how we
designed a measurable learning task for the study. We then elaborate on the study
setup, the evaluated conditions, and the evaluation metrics.

4.1 Learning Task

Discovering more information about a specific topic has been shown to be a common
Web search task [8]. We build upon this to design a learning task which is relevant to
people in general—study participants are required to browse the Web to learn a specific
topic. We adopt a setup similar to Syed and Collins-Thompson [95] in which partici-
pants need to complete a pre-test, the search session, and then a post-test. These steps
enable us to measure learning gain by comparing the results of the two tests. We also
adopt the use of vocabulary-based tests—which require participants to demonstrate
their understanding of domain-specific terms related to the learning topic—because it
is straightforward and can be completed within a short time frame, therefore suitable
for a crowd-sourced study where supervision is minimal.

4.1.1 Learning Topics

Online video lectures are now increasingly common, and with the widespread adoption
of MOOCs, it is becoming a popular medium for online learning—a setting in which
we believe search as learning will play a vital role. We adopt the topics used in our
prior research [62], which are taken from high-quality video lectures and are therefore
relevant to online learning. Additionally, it allows us to extract topic-specific vocabu-
lary items directly from the video transcript. A research collaborator [62] selected the
topics and vocabulary items through a process as follows:

1. Ten videos were chosen from three popular sources of educational video lectures
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(TED-Ed1, Khan Academy2, and edX3). For TED-Ed and Khan Academy, the
ten most popular videos were chosen; whereas for edX which lacks a popularity
listing, ten undergraduate level STEM MOOCs were selected. For the chosen
MOOCs, a lecture video with a length of fewer than 15 minutes from the first
two course weeks was chosen (therefore less likely to have a specific learning
prerequisite). This resulted in a diverse list of topics including dystopia, sto-
icism, photosynthesis, and radioactive decay.

2. Vocabulary lists for each topic were extracted manually from each of the thirty
candidate videos based on these criteria: (i) it was mentioned in the video at least
once; (ii) it does not frequently occur outside of the domain-specific context
according to the collaborator’s judgment.

3. Three computer scientists annotated each vocabulary item with a score based on
the Vocabulary Knowledge Scale (VKS) [102, 21] which reflects their familiarity
towards a specific term (explained in section 4.1.2). The annotators were not
given the lecture videos to avoid affecting their judgement.

4. The candidate topics and vocabularies were reduced to a size that was practical
for the study: ten topics with ten vocabularies each. The selection was made by
picking ten vocabulary items with the lowest VKS score for each topic candi-
date. From the list of topics, we selected ten topics with the lowest total VKS
score (the addition of all VKS scores in their respective top ten vocabulary lists).

This process ensures that during the study, participants will find at least one un-
familiar topic, therefore offering more potential for knowledge gain. Additionally, all
participants will start with a similar low prior knowledge on their given topic, which
makes the learning gain between participants comparable. The final topics cover a
wide range of domains as can be seen in Table 4.1.

4.1.2 Knowledge Assessment

In assessing participants’ vocabulary knowledge, we avoid the use of closed multiple
choice questions as, without the proper domain expertise, it is hard to design choices
that accurately reflect participants’ knowledge [59]. We opted to use the Vocabulary
Knowledge Scale (VKS) test which has been shown to be a reliable indicator of vo-
cabulary knowledge [21]. The test evaluates a participant’s ability to recall a specific
term by using an incremental scale consisting of 5 states [68] as follows:

1. I don’t remember having seen this term/phrase before.
2. I have seen this term/phrase before, but I don’t think I know what it means.
3. I have seen this term/phrase before, and I think it means ___.
4. I know this term/phrase. It means ___.
5. (Not used) I can use this term/phrase in a sentence: ___.

1https://ed.ted.com/
2https://www.khanacademy.org/
3https://www.edx.org/
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Table 4.1: Overview of topics per condition. Conditions: single-user search (SE) and
collaborative search (CSE).

Participants Video Average
Topic SE CSE Source length VKS

Radioactive decay 4 10 edX 6m53s 2.72
Qubit 5 2 edX 12m24s 2.81
Water quality aspects 2 0 edX 10m45s 2.88
Religions 0 0 TEDEd 11m09s 2.91
Sedimentary rocks 3 6 edX 5m03s 2.92
Anesthesia 4 2 TEDEd 4m55s 2.94
Glycolysis 5 20 Khan 13m29s 2.97
Urban water cycle 1 2 edX 7m40s 3.01
Depression 0 0 TEDEd 4m28s 3.02
Industrial biotechnology 2 8 edX 5m48s 3.02
Total participants 26 50

States (1) and (2) indicate unfamiliarity with the vocabulary item, whereas states
(3) and (4) require the recall and reproduction of the definition, therefore reflecting an
understanding of the vocabulary item (differentiated by the level of certainty). State
(5) is geared towards second language learners and evaluates the ability to use the term
in a grammatically correct way. Since participants in our study are limited to native
English speakers, we only utilised the first four states for the vocabulary assessment.
Accordingly, the vocabulary assessment requires participants to fill in the appropriate
VKS state for each of the ten vocabulary items in a topic.

The VKS test relies on participants’ own ability to demonstrate an understand-
ing of the term, therefore avoiding the use of cue seeking and exhaustive strategies
to guess answers, a practice which is common with closed multiple choice questions
[59]. However, the results depend on participants’ self-assessment of their understand-
ing, where it is possible to incorrectly report their understanding, especially for states
(3) and (4) where the produced definition may be incorrect or too generic. A manual
assessment by a research collaborator in [62] confirmed that participants’ perceived
learning outcomes (i.e. the VKS state) match closely with their actual learning out-
comes (i.e. the produced definitions). This result is in line with [16]; therefore we can
be confident in the accuracy of the reported VKS scores, and use them in our analysis.

In addition to the vocabulary assessment, we also employ a written assessment
to evaluate higher-level understanding of the topic (i.e. understanding structure or
concept related to the topic), specifically in the form of a summary and an outline of
the topic. We require the summaries to be at least 50 words long to make sure it is long
enough for meaningful analysis.

The questions used for both the vocabulary assessment and the written assessment
can be seen in Appendix A.3 for the pre-test and Appendix A.5 for the post-test.
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4.2 Study Setup

Every participant starts the study by viewing a briefing containing the terms and re-
quirements as well as the study setup. Participants then undertake a pre-test for which
the system randomly selects three of the ten learning topics. The pre-test only contains
the vocabulary assessment and not the written assessment to keep it within a reason-
able duration. The results from the vocabulary assessment are used to determine the
topic for the learning task. Afterwards, participants are asked to undergo a search
session which differs according to the assigned condition. During the search session,
participants are instructed to explore the given topic using the search system we pro-
vided. We used the task description in Figure 4.1, which was adopted from previous
studies [51, 16] with adjustments to emphasise learning. The task focuses on acquir-
ing knowledge on the learning topic, with no mention regarding the post-test in the
description to prevent participants from learning only the vocabulary items instead of
the whole topic.

Imagine you are taking an introductory [general topic, e.g. Health and Medicine]
course this term. For your term paper, you have decided to write about [specific topic
covered in the video e.g., the symptoms and treatments of depression].
The professor requires all students to demonstrate what they learn about a particu-
lar topic by collaboratively conducting searches online and presenting their views
on the topic. To prepare your term paper, you and your partner need to collect
and save all the webpages, publications, and other online sources that are helpful
for you to write a paper. After you and your partner have completed the search
phase, you will be asked to complete 13 exercises; those exercises include ques-
tions about your term paper topic and the writing of an outline for your term paper.
Those exercises are solved individually (without your partner).

Figure 4.1: Task description for all conditions. The underlined green phrases were
only added in the CSE condition.

The search session has a minimum time which is made visible through a timer
(as can be seen in Figure 4.2), and participants can start the post-test as soon as they
reach the minimum time. Prior studies typically assign a search session of 25 minutes
[36, 13, 12, 83] with a minimum of 15 minutes [44] and a maximum of 35 minutes
[87, 88]. We settled on a twenty minutes search to provide enough time for learning
while keeping the study short enough for crowd-workers. The study ends with a post-
test which consists of both the vocabulary assessment as well as the written assessment.
Appendix A provides more information on the exact setup.

We devised two search conditions where participants are required to carry out a
learning-oriented search task. Figure 4.3 provides an overview of the study setup we
employ for this thesis.

Condition 1: Single User Search (SE)

The first condition serves as a baseline, in which participants go through a search
session individually. From the pre-test, a total score for each topic is computed by
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Figure 4.2: The task bar containing the timer and the task description.

summing all the individual vocabulary item VKS scores. Each participant is then
assigned a topic from the pre-test topic with the lowest total VKS score (i.e. their most
difficult topic). In case of a tie, we randomly choose one topic. The search interface
provides generic Web search functionalities and uses the Bing search API to serve
high-quality Web search results, simulating a typical Web search scenario.

Condition 2: Collaborative Search (CSE)

In the second condition, participants complete the learning task in teams of two. The
two collaborators independently perform both tests and only collaborate during the
search session. In determining the topic for the CSE condition, we take the common
most difficult topic by summing up the topic scores for both collaborators and taking
the topic with the lowest total score. To ensure that both collaborators start the search
session at the same time, they enter a ’waiting room’ until the system receives both
pre-test results.

The search interface was adapted to provide collaborative features as described
in Section 3.2. We provided an interface with a set of features commonly found in
prior research [108, 109, 83]—shared bookmarks, shared query history, and chat. In
the post-test, we also require participants to describe how they collaborated during the
search session and rate the usefulness of the different collaborative features (as can be
seen in Figure A.12).

4.3 Crowd-work Deployment

We deployed our pilot studies on the CrowdFlower4 crowd-sourcing platform. Through
a series of initial deployments, we arrived at the study setup described in Section 4.2.
Additionally, we added five compliance steps in our setup to ensure the search session
goes as expected:

4www.figure-eight.com—The name of the platform has recently changed to FigureEight. We still
refer to it as CrowdFlower in this thesis.
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Figure 4.3: Overview of the study setup. Two search conditions are evaluated: single
user and (pairwise) collaborative search.

i We disabled the study if a participant accessed the system through a mobile
device.

ii We enforced a minimum word count of 50 words to the written assessments in
the post-test.

iii We included an easy topic in the pre-test for quality control and excluded work-
ers who reported VKS knowledge level (1) or (2) more than four times. The
chosen topic was sports with well-known vocabulary items such as compete and
baseball. From this, we disqualified five participants from the user study.

iv We disabled copy & paste on the search interface and alerted the participants
every time they do a tab change during the pre-test and post-test. In the study
description, we warn the participants that three such tab changes will lead to
a disqualification and non-payment to dissuade participants from searching the
Web for answers during the tests. Along the course of the study, we disqualified
6 participants due to this restriction.

v Because crowd-workers in CSE have no pre-established rapport, we reinforced
the collaborative nature of the upcoming search session through an additional
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section at the end of the pre-test. The section includes examples of collaborative
Web search in daily life and seven questions on participants’ past collaboration
experience taken from a prior survey in collaborative Web search practices [64],
serving to produce a priming effect. The exact questions can be seen in Figure
A.6).

For the deployment of the actual study, we switched to the Prolific5 crowd-sourcing
platform, which has been shown to produce higher quality data and attention rates
compared to CrowdFlower [70], making it more suitable for tasks which are cogni-
tively demanding. This advantage is because crowd-workers in Prolific are used to
receiving tasks which takes more time to finish, as opposed to crowd-workers in both
CrowdFlower and Amazon Mechanical Turk6 which mostly receive micro-tasks.

4.4 Study Participants

During the deployment, we limited the participation pool to countries which have En-
glish as their first language (UK, USA, Canada, and Australia) given the reliance on
English reading skills in the study. We ran the crowd-sourcing task until we received
26 participants for SE and 25 pairs for CSE for a total of 76 participants. We gave each
participant compensation equal to £5.00 per hour for their participation in the study.
As the CSE condition requires two participants to work synchronously (i.e. be online
and start the task at the same time), we added a waiting period of at most 10 minutes
after completion of the pre-test. If within the waiting period no other participant com-
pleted the pre-test for the same topic set, we release the waiting participant from the
study and give a partial payment of £1.25 as compensation for completing the pre-test
and waiting for a partner.

The final set of 76 participants had a median age of 32 (minimum: 18, maximum:
66), and were 72.37% female. 43% of the participants reported a high-school diploma
as their highest academic degree, 43% an undergraduate degree and the remaining 14%
a graduate degree. From CSE participants, 76% reported having collaborated on the
Web, in which of those, 67% collaborated in pairs, and 33% collaborated in teams of
more than two. We show the distribution of participants across all learning in Table
4.1.

4.5 Evaluation Metrics

We adopt metrics utilised in prior studies for both search behaviour and learning in or-
der to keep the result comparable. We calculated the metrics in both the individual and
team level where appropriate. The team level metrics involve calculating the metric
using data combined from both collaborators. To calculate team level metrics for SE,
we generated all possible pairs of participants per learning topic similar to [83], result-
ing in 37 artificial SE teams. We can then observe the synergistic effect by comparing
pairs that collaborated with pairs that did not have any group contact at all.

5https://prolific.ac/
6https://www.mturk.com/
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4.5.1 Search Behaviour Metrics

We take inspiration from the evaluation framework proposed in [87] which analyse
four aspects of exploratory. We adopted the two aspects related to search behaviour—
information search and information exposure—and also metrics related to collabora-
tion.

Information Exposure

Information exposure refers to the amount of information a user discovers through
searching and browsing, which in Web search primarily corresponds to a user’s inter-
action with the SERP. Therefore, we computed metrics related to document coverage:
the number of distinct viewed documents (DistinctDocst) and the number of book-
marked documents (BookmarkedDocst).

Since we deployed our study for a learning task, we are not only interested in the
quantity of exposure, but also the quality of exposure. We assume that a longer reading
time results in more time to learn from the documents. We therefore also compute
participants’ total reading time (ReadingTimet) and the number of documents that
were useful (Use f ulDocst). We define useful documents as having been read longer
than 30 seconds [37], similar to [83].

Information Search

Information search refers to the way participants seek information, which in the case
of Web search is reflected by how participants issue queries through a search engine
according to their information need.

We computed simple query metrics for each user/team t: the number of distinct
queries (DistinctQueries), the average number of words in each query (QueryLength),
and the number of distinct keywords in all queries (DistinctKeywords). Additionally,
we adopted a metric from [87] which measures the level of difference between each
query in DistinctQueriest (i.e. the diversity of queries). To calculate the difference,
they used the character-wise Levenshtein distance between each pair of query strings
Sa and Sb. They then computed the metric as the average of the resulting distances.

QueryDiversityt = mean{LevenshteinDistance{Sa,Sb}}, (4.1)

Sa 6= Sb∧{Sa,Sb} ∈ DistinctQueriest

Before processing the queries, we manually corrected misspelt query terms and
standardised the spelling of similar terms (e.g. anaesthesia and anesthesia). Addition-
ally, we cleaned up the terms by using stop words removal7 and a stemmer8 to remove
redundancy and give more weight to unique keywords. We show two examples of the
cleaning process in Table 4.2.

7using the stopwords corpus from the nltk Python package
8using PorterStemmer from the nltk Python package
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Table 4.2: Two examples of the query cleaning process.

Steps Example 1 Example 2

Original query what is inhalational anesthisia phases of glycolsis
Manual correction what is inhalational anesthaesia phases of glycolysis
Stop-words removal inhalational anesthaesia phases glycolysis
Stemming inhal anesthaesia phase glycolysi

Collaboration

As collaboration is not the result of a single action, we measure the impact of collab-
orative actions by the observable outputs of collaboration: communication between
collaborators and overlapping resource usage.

We represent textual communication by the chat frequency within a team (ChatFreq),
which we calculate as the total number of chat messages between the two collabora-
tors. Additionally, we calculate the chat ratio (ChatRatio) to indicate the interactivity
of the discourse, i.e. whether the chat session was one-sided or not. For two collabo-
rators ta and tb in team t, we calculate the metrics as follows:

ChatFreq =Chatta +Chattb (4.2)

ChatRatio =

{ min(Chatta ,Chattb )
max(Chatta ,Chattb )

, Chatta 6= 0∧Chattb 6= 0

0, otherwise
(4.3)

Overlapping resource usage reflects how collaborators affect each other’s search
output. We represent it by the number of overlapping queries (QueryOverlap), key-
words (KeywordOverlap) and viewed documents (DocOverlap). However, these are
crude metrics as we do not know precisely whether the overlap is a coincidence or a
product of collaboration. We assume that most of the overlapping resources are a prod-
uct of workspace awareness. Overlapping resource usage is calculated by the union of
the resources as follows:

DocOverlapt = DistinctDocta ∩DistinctDoctb (4.4)

QueryOverlapt = DistinctQueryta ∩DistinctQuerytb (4.5)

KeywordOverlapt = DistinctKeywordta ∩DistinctKeywordtb (4.6)

4.5.2 Learning Metrics

We report learning metrics for both types of assessment in the post-test: the vocabulary
assessment and the written assessment. Additionally, we measure knowledge gain over
the search session through implicit learning metrics.

Vocabulary Assessment

We adopted the same vocabulary learning metrics as [95]—absolute learning gain
(ALG) and realised potential learning (RPL)—to enable direct comparison of our re-
sults with their work. ALG measures the aggregated knowledge gain across all vo-
cabulary items between the pre-test and post-test. Knowledge gain, in this case, refers
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to an increase in the VKS state, which reflects how much their understanding of the
vocabulary items has improved. Hence, for a set of n vocabulary items v1, ..vn with an
assigned knowledge score of vsk, ALG is then computed as follows:

ALG =
1
n

n

∑
i=1

max(0,vskpost
vi
− vskpre

vi
) (4.7)

Since an increase from state (1) to (2) is natural (participants have seen all vocabu-
lary items in the pre-test), we assign a score of 0 to state (1) and (2), and consequently
decrease the score of state (3) to 1 and state (4) to 2. Note that in this way, we as-
sume the amount of learning from state (2) to (3) and from state (3) to (4) are equal.
This scoring scheme means that we interpret a score of 1 as having half of the vocab-
ulary knowledge for a term (vaguely knowing the meaning), and a score of 2 as being
thoroughly knowledgeable of the term.

RPL normalises ALG by the user’s prior knowledge, which is calculated by di-
viding ALG with their maximum possible learning gain (MLG). MLG is calculated
similarly to 4.7 but instead of the post-test score, we use the maximum possible score,
i.e. for our case a score of 2 for an improvement from knowing the word (1) to under-
standing the meaning (3). Tables 4.3 and 4.4 show example calculations for both the
test score and the learning metrics.

MLG =
1
n

n

∑
i=1

MaxScore− vskpre
vi

) (4.8)

RPL =

{
ALG
MLG , MLG > 0
0, otherwise

(4.9)

In computing the team level metrics for vocabulary assessment, we averaged the
pre-test scores of both collaborators and took the maximum post-test score between
the two collaborators. This approach is to take into account the possibility of team
members focusing on different parts of the topic. For a team composed of participants
B and C in table 4.4, the average pre-test score is 6, and the maximum post-test score
is 12; therefore the team ALG is 6, the team MLG is 14, and the team RPL is 0.43.

Table 4.3: Two calculation examples for test score in the vocabulary assessment. Q1
until Q5 displays the reported VKS state and its corresponding score.

Participant Q1 Q2 Q3 Q4 Q5 Test Score

A 2 (0) 1 (0) 3 (1) 2 (0) 3 (1) 2
B 3 (1) 2 (0) 2 (0) 4 (2) 4 (2) 5

Written Assessment

Measuring learning gain in the written assessment is much harder compared to the
vocabulary assessment because of its non-quantitative nature. We adopt the sense-
making measurements proposed by Wilson and Wilson [105] for analysing summaries
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Table 4.4: Three calculation examples for ALG and RPL.

Participant Pre-test
Score

Post-test
Score MLG ALG RPL

A 4 8 16 4 0.25
B 4 12 16 8 0.5
C 8 12 12 4 0.33

produced from exploratory search sessions. They noted that the metrics were not useful
in differentiating between high and low prior knowledge, however since in our study
all participants were assigned with their most difficult topic (i.e. having low prior
knowledge on the topic), the metrics are suitable for our case.

In processing the written assessment, since we observed that some participants
mistakenly wrote most of their informational content in the outlines, we manually
inserted statements from their outline into the end of their summary. The resulting
average length of topic summaries were 105 words, which according to [105] are con-
sidered short summaries. Therefore, we adopt metrics suggested for short summaries
which includes simple fact and statement counting (F-Fact, F-State), topic coverage
(T -Count), and the quality of facts (D-Qual).

Table 4.5: Rating criteria for quality of facts (D-Qual) [105].

Rating Description

0 Facts are irrelevant to the subject; facts hold no useful
information or advice.

1 Facts are generalised to the overall subject matter; facts
hold little useful information or advice.

2 Facts fulfil the required information need and are useful.
3 A level of technical detail is given via at least one key

term associated with the technology of the subject;
statistics are given.

F-State is calculated by counting individual statements, which for summaries typ-
ically translates to directly counting the number of sentences. F-Fact requires the
identification of facts (defined as individual information pieces [105]) within the state-
ments. D-Qual relies on human judgement to rate the quality of the summary as a
whole. To keep D-Qual more objective, a set of rating criteria was proposed in [105]
as can be seen in Table 4.5.

T -Count is more complicated as it involves establishing a set of subtopics that were
covered by participants for each learning topic and counting the number of subtopics
covered by each participant. Since the resulting set of subtopics differ in sizes for each
topic, we standardised the resulting subtopic count by the total number of subtopics to
keep the metric comparable across topics.

Table 4.6 shows two summaries taken from our study and their corresponding met-
rics. In example 1, the summary is well structured, and each sentence contains a fact;
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Table 4.6: Two example summaries with their resulting metrics.

Summary F-
Fact

F-
State

D-
Qual

T-
Count

1 This paper will explain the process of Glycolysis in de-
tail. Glycolysis is the breakdown of sugars, and is a
part of Cellular Respiration. There are 2 major phases:
the preparatory phase, and the the payoff phase. The
first 5 steps are the preparatory phase, since they con-
sume energy to convert glucose into two three-carbon
sugar phosphates (G3P). The second half of Glycolysis
is known as the payoff phase, and is characterised by a
net gain of the energy-rich molecule ATP and NADH.
Since glucose leads to two triose sugars in the prepara-
tory phase, each reaction in the payoff phase occurs
twice per glucose molecule

5 5 3 3

2 I have learned that there are two different forms of ra-
diation: Ionising and Non-ionising, and there are vari-
ous forms: alpha, beta, gamma, Xray, neutron. I have
learned that everything emits radiation through vibra-
tions. Radioactivity is all around us in both harmful
and non-harmful forms. I have learned that gamma is
the most destructive and powerful form of radiation, oc-
curring in black holes. Radiation occurs both naturally
and can be man-made. It can be utilised for energy and
medical breakthroughs but must be treated with respect
and care. It has been harnessed in some good ways,
and led to many scientific breakthroughs, but caution is
needed as several disasters have shown.

6 8 2 3

therefore F−State and F−Fact are equal. Because the explanation is very technical
with the use of many topic-specific keywords, we gave it a D−Qual score of 3. They
covered three topic areas: the definition of Glycolysis, steps of Glycolysis, and the
product of Glycolysis. For example 2, the first and last sentence are not facts; there-
fore F−Fact is two less than F−State. The coverage of the topic is quite broad, but
was unclear and not very technical, therefore a D−Qual rating of 2 is given. There are
also three topics covered: Definition of radioactivity, types of radiation, and properties
of radiation. We found the scores to be partially subjective, but the guidelines provided
in [105] was clear enough; hence we believe the variance would not be significant.

Implicit Learning Gain

The use of implicit learning gain measures allows us to estimate knowledge gain over
the course of the search session. We adopt the approach from [13] which estimates a
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user’s learning gain from their search behaviour, specifically on the required knowl-
edge in accessing specific queries and documents. They assume that a user with higher
knowledge on a topic is more likely to recognise hard-to-find documents (i.e. docu-
ments that were accessed by fewer participants) and issue domain-specific keywords.
Therefore, a user’s knowledge level at a certain point in the search session is quanti-
fied as the average complexity (in terms of likelihood of discovery) of their accessed
relevant documents and issued queries.

Because in our study, we do not have data on document relevance, we estimate the
relevance of documents based on how useful the document is for learning. Following
the previous definition of useful documents, we calculate the document complexity
using only documents that were read for longer than 30 seconds by any one user. For
a user population of N, we calculate the document complexity (DocComplexity) of
document di as follows:

DocComplexitydi = log
N
ndi

(4.10)

Since there were a lot fewer queries per participant in our study compared to [13],
we decided to use keyword complexity (KeyComplexity) instead of the query com-
plexity. For a keyword ki, the metric is calculated as follows:

KeyComplexityki = log
N
nki

(4.11)

ndi indicates the number of participants who accessed document di, and nki indi-
cates the number of participants who issued keyword ki.
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Chapter 5

Results

We start this chapter by elaborating on the feedback we received regarding the usability
of SearchX as a collaborative search system (RQ1). We then investigated differences
in search behaviour caused by collaboration during the learning task (RQ2), and its
effect on learning outcomes (RQ3). Because our sample size is not large and we do not
have enough information to assume a specific distribution confidently, we utilise the
two-tailed Mann-Whitney U test (α = 0.05) to identify significant differences between
the two populations.

5.1 Participants’ Collaboration Experience

In order to create a suitable system for our user study, we have adopted how prior
systems accommodate collaboration during a search session (in Section 2.5.1). We
now assess the ability of the resulting system (as described in Chapter 3) at facilitating
collaborative search based on participants’ feedback.

As the role of both the shared bookmarks and query history in facilitating collab-
oration are mainly in providing workspace awareness, we cannot precisely measure
the actual use of both features from the interaction logs. Therefore, we rely on partici-
pants’ self-reports regarding the importance of each feature in helping them collaborate
with their partner. In Table 5.1, we identified the feature referenced in each CSE par-
ticipants’ self-reports regarding how they collaborated (each self-report may reference
more than one feature).

Table 5.1: Self-reported use of collaborative features among CSE participants.

Feature # of Participants % of Participants

Chat 18 36%
Bookmarks 33 66%
Query History 15 30%

None 6 12%

Six participants reported that they did not collaborate at all—all of them due to the
lack of rapport: either them not wanting to collaborate or their partner was not coop-
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erating. The other 88% of participants reported the use of one or more collaborative
features. Shared bookmarking was the most widely used collaborative feature with
66% of participants reporting its use in collaborating with their partner, followed by
chat (36%) and the shared query history (30%).

Figure 5.1: Collaborative feature ratings (5-point Likert scale) by CSE participants.

We display a more in-depth look at user’s satisfaction regarding the collabora-
tive features in Figure 5.1. We required CSE participants to express their satisfac-
tion towards each of the three features (chat, bookmarks, and query history) using a
5-point Likert scale (from "strongly disagree" to "strongly agree"). The x-axis rep-
resents a stacked percentage (%) of participants for each different score. More than
60% of participants considered both the shared bookmarks and query history to be
useful in collaborating with their partner. The result for the bookmarks is in line with
the self-reports. However, the query history was not a widely used feature based on
the self-reports. One explanation is that the query history functions as an awareness
mechanism, as opposed to bookmarking which require participants’ direct action. As
an awareness mechanism, participants are likely not to feel directly utilising the query
history, resulting with few participants reporting its usage.

On the other hand, the chat feature was more widely used according to the self-
reports but received mixed ratings with 26% of participants agreeing that it is useful
and 34% disagreeing. A closer look at the self-reports reveals that quite a few partic-
ipants found chat to be unnecessary as the other two features were more than enough
or their conversations were not fruitful. Some of the self-reports are listed below:

• "I found checking the chat window, put me off my stride for searching for info."

• "We didn’t really use the chat feature as my partner wasn’t communicating. I
would always prefer to do a collaborative search in person so we could discuss
the subject properly."

• "The shared query history and bookmarks worked great. Those were helpful.
The chat also worked great, but we didn’t really use it. I don’t know what we
were supposed to talk about in the chat. We both searched, and got information
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individually."

• "(We collaborated) Using the shared history and bookmarks. The chat was not
needed as there were no questions that the searches didn’t answer and no reason
to converse to find the needed information."

The low perception of group chat as a useful feature for the assigned task is in
line with [108] which concludes that tasks which do not require immediate decision
making depend more on workspace awareness (bookmarks and query history) com-
pared to direct communication (chat). Another possible reason for the low satisfaction
is because the collaborators did not know each other in advance and were not given
time to build rapport before the search session, resulting with less motivation to com-
municate directly with their partner. This lack of rapport between collaborators is one
area which we had less control over in order to make the crowd-sourced study feasible,
unlike prior studies which recruited participants with the same background (i.e. same
university) [83, 12] or even participants who already knew each other [44, 87].

To further analyse the discourse, we looked into the type of peer interactions that
occurred through the group chat. We manually categorised each teams’ chat discus-
sions into four categories based on our observations: indications of verbal immediacy,
coordinating on the task, suggesting resource related to the task, and actual discussions
of the topic. Verbal immediacy refers to linguistic activities that convey positive mes-
sages of closeness (e.g. frequent use of emojis and humour or the sharing of personal
information), and has been shown to be a good indicator of social presence [94]. Table
5.2 shows one example discussion in our study for each type of peer interaction.

Table 5.2: Example discussion for each peer interaction category.

Category Example

Verbal immediacy
A : any background in biology?
B : I did it at high school but that was many years ago
A : same here! :D

Coordination
A : I find that the websites for kids explain plainer than scientific ones.
B : having more trouble with why are they important to the environment
B : I agree, but presumably we are to write a college level paper?

Resource suggestion
A : need to find out the types and how it happens.
B : its an unstable atomic nucleus
A : just read that on the bookmark I made

Topic discussion
A : how many major stages have you found?
A : some places say 3, some 4
B : to be honest it’s all gobbledy gook but I only find reference to 5 steps

The results in Table 5.3 show that although collaborators in our study did not know
each other, 76% of the participants were still able to have a meaningful conversation,
with 60% displaying verbal immediacy behaviours. These results indicate that most
participants were willing to build a rapport for the task at hand.

47



5.1 Participants’ Collaboration Experience Results

Table 5.3: Occurrence of peer interactions through chat within CSE teams. The fre-
quencies are shown in number (#) of teams and percentage (%) over all teams. Each
team can have more than one category of peer interactions.

Category # of Teams % of Teams

No conversation 6 24%

Verbal immediacy 15 60%
Coordination 11 44%
Resource suggestion 8 32%
Topic discussion 7 28%

Two research collaborators from [62] have categorised the reported difficulties that
participants experience in using SearchX. They used an open card-sort approach and
independently sorted the user self-reports into groups of similar reported problems.
The two collaborators then discussed the differences and combined the groups, result-
ing in the seven problem categories. Note that since each self-report can only be in
one category, the numbers reflect each user’s most dominant problem.

We see in Table 5.4 that CSE participants reported fewer problems, with nearly
half of them not experiencing any problems. SE participants reported more problems
related to the task (i.e. task setup and unclear focus), whereas CSE participants did not
experience any problems related to the task at all—most likely because participants in
CSE were able to leverage the existence of a partner to get a better grasp of the task
at hand, whether through workspace awareness or direct communication (we found
previously that 44% of teams coordinated in completing the task). As the task did
not hinder CSE participants, they focused on their searching experience and therefore
reported more difficulties in searching.

Table 5.4: Frequency of self-reported difficulties shown in % of total participants. [62]

Category SE CSE

No problems reported 38% 48%

Task setup 19% -
Unclear focus 12% -
Searching 12% 32%
Sensemaking 8% 12%
Credibility of sources 7% 8%
Attitude 4% -

We can conclude that SearchX was able to function well as a collaborative search
system, as indicated by its success in accommodating collaboration during search.
The use of collaborative features was found to result in better overall experience and
helped participants in understanding the task. Additionally, most teams were able to
have a meaningful conversation, indicating that having good initial rapport is not a
strict requirement for collaboration (although it helps).

48



Results 5.2 Search Behaviour

5.2 Search Behaviour

In RQ2, we look into the differences in search behaviour between SE and CSE. We
wanted to investigate whether the effect of collaboration on search behaviour for a
learning task is similar to those of prior studies as elaborated in 2.5. We compared
the conditions at both the individual and team level as suggested in [87]. For SE, we
simulated the teams to make it comparable with CSE.

5.2.1 Collaborative vs. Single User Search

We started by comparing the effects of collaboration on participants’ information ex-
posure as shown in Table 5.5. There is a significant difference in the use of bookmarks,
but we believe this is a result of our system design—in SearchX, the same document
cannot be bookmarked twice by participants in the same team. Thus, the existence of
a partner in CSE decreases the need to bookmark many documents, since the respon-
sibility of bookmarking relevant documents are split between the two collaborators.
There is also a significant difference in the number of overlapping documents with
participants in CSE having twice as much as SE. This difference is most likely be-
cause CSE participants have an awareness of their partner’s bookmarks, resulting in
them being encouraged to check out the document.

Table 5.5: Statistics on information exposure across search conditions (mean). Bold
indicates statistical significance (p≤ 0.05).

User Team

SE CSE p-value SE CSE p-value

Total Reading Time 11m19s 10m11s .34 - - -
Distinct Documents 10.35 10.54 .50 17.78 18.28 .59
Useful Documents 4.96 5.00 .93 9.00 8.04 .15
Bookmarked Documents 12.46 7.38 .0001 22.22 14.76 .0003
Document Overlap - - - 1.22 2.80 .0001

Overall, participants who collaborated did not spend a significantly different amount
of time opening and reading documents from the SERP. However, workspace aware-
ness did affect how participants selected potential documents, with them opting to
open documents bookmarked by their partner.

We then looked into the effects of collaboration towards participant’s information
searching behaviour as can be seen in Table 5.6. We observe no significant differences
between SE and CSE concerning querying behaviour—participants who collaborated
during a learning-oriented search session did not demonstrate a difference in the way
they issue queries compared to participants who searched independently.

To get a better understanding of the participants’ search behaviour over time, we
plot the occurrences of individual search actions over different stages of the search
session in Figure 5.2. We divided each participant’s session into five equal sections of
around 4 minutes and 20 seconds. We used the first query occurrence as the beginning
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Table 5.6: Statistics of information search across search conditions (mean).

User Team

SE CSE p-value SE CSE p-value

Distinct Queries 6.38 4.92 .45 10.89 7.88 .08
Distinct Keywords 8.12 6.82 .34 11.76 9.88 .19
Query Length (Words) 2.87 2.46 .37 2.61 2.57 .81
Query Diversity 13.35 14.03 .86 13.71 14.77 .82
Query Overlap - - - 1.49 1.96 .22
Keyword Overlap - - - 3.65 3.76 .67

of the search session and the last interaction with the search page as the end. For CSE,
we denote the start of the session by the first query issued by either collaborator.

(a) Queries (b) Document Views (c) Bookmarks

Figure 5.2: Comparison of search actions (mean value) for each of the five search
stages. The stages are created by splitting a participant’s search session into five equal
sections. As the standard deviations are large (because of the small sample size), we
do not display the error bars.

From the three actions, we found significant differences in the number of book-
marks and queries. The number of bookmarks per search stage shows a consistent
difference with CSE participants submitting fewer bookmarks than SE participants,
similar to our previous analysis. However, the number of bookmarks is only signif-
icantly different at search stage 1 (p = .00003) and 3 (p = .009) with a spike in the
number of bookmarks in SE, suggesting that SE participants explored more in the
beginning and middle of the session.

This behaviour is further supported by a similar trend in the number of queries,
with a small spike at search stage 1 and 3, but it is only significant for search stage
1 (p = .02) and not for stage 3 (p = .89). On a closer look, we found that most of
the queries in search stage 1 were intended to explore the basics of the topic with
most of the queries directly containing the topic name. Queries in search stage 3 and
above on the other hand typically involve more advanced topics such as pyruvates (in
Glycolysis) and gamma radiation (in Radioactivity). We give two examples of queries
per search stage in Table 5.7.

We believe the lower number of queries at stage 1 for CSE is because a partner’s
query history and bookmarks act as an additional source of information and validation
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Table 5.7: Two search sessions with their respective sequence of queries, issued by
participants during a 20 minutes learning-oriented search session in our study. The
queries are divided per search stage.

Learning Topic Stage Search Queries

Radioactivity 1 what is radioactivity→ types of radioactivity
2 how does radioactivity occur→ radioactivity resources

online→ uses for radiation
3 university resources radioactivity → radioactivity ex-

plained→ electromagnetic radiation
4 radioactivity harmful→ ionising and non ionising radi-

ation→ radioactivity studies physics journals
5 radioactivity exposure→ what creates gamma waves→

xray radiation type → dangers of radioactivity → uses
of radioactivity

Industrial
Biotechnology

1 industrial biotechnology → bioplastics → bioplatics
biotechnology

2 bioplatics production enzymes → polylactic acid bio-
plastic

3 industrial biotechnology→ biofuels→ biocatalysts
4 industrial enzymes→ biological large scale process→

biological large scale processes
5 industrial biotechnology→ enzyme engineering→ en-

zymes in biotechnology → industrial biotechnology
worth → biotechnology industry → biotechnology in-
dustry market→ biotechnology industry size

for participants, therefore decreasing the need for exploration as they found relevant
sources of information faster. Participants in SE, on the other hand, are required to un-
derstand and validate the information they receive themselves; therefore, they do more
"trial and error" in finding documents. This use of workspace awareness as validation
was reflected in a few self-reports of CSE participants regarding their collaboration
experience as follows:

• I referred to partners bookmarks as a reminder of what needed to be done in the
project. I also checked the search terms they entered, in case something useful
came up that I did not think of.

• I looked at the search terms that my partner was using to get an idea of what
they were searching to see if it would help my search, but that is all.

• I looked through their search history and bookmarks to see if there was infor-
mation I had missed or to see if I was searching in the wrong direction for the
information I needed.

Overall, we only found significant differences in the number of overlapping docu-
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ments and the number of initial queries, both of which is a result of workspace aware-
ness. These results suggest that CSE participants mostly worked individually with no
complex search strategies as the observed differences were a result of awareness. Al-
though we previously found that 44% of CSE teams did coordinate, they were mostly
coordinating on what the task meant, and not how to do the task.

5.2.2 Effect of Task Type on Search Behaviour

Prior studies have reported that collaborating during search resulted in the use of more
diverse queries and keywords, as well as fewer overlapping documents [44, 83, 87]. In
contrast, our observations suggest that collaborating results in fewer queries and more
overlapping documents. We believe a difference in the search task causes this.

Our study was similar to the prior studies in that the participants needed to gather
information to improve their understanding of a topic. We thus suspect that the cause
was a difference in participants’ familiarity with the topic. Prior studies typically as-
sign topics related to a social issue such as gulf oil spills [83], climate change [87] or
curbing population growth [44], which involve vocabularies that are more commonly
known. In our case, we assigned a topic requiring uncommon knowledge; therefore
participants found the task to be more difficult and ended up spending more time trying
to understand the basics rather than exploring the topic domain.

To confirm the effect of topic difficulty, we conducted our study on five additional
teams (CSE) in which we assigned the common easiest topic from the pretest instead
of the most difficult. The average difference between the pretest score of the most
difficult topic and the easiest topic was 8.75—meaning that on average, participants
recognised around five more vocabulary items on the less difficult topic. We now
compare the search behaviour of participants who received less difficult topic (CLD)
with participants who received a more difficult topic (CMD).

Table 5.8: Comparison between CSE with an easy (5 pairs) and hard (25 pairs) topic
(mean). Bold indicates statistical significance (p≤ 0.05).

User Team

Easy Hard p-value Easy Hard p-value

Distinct Queries 7.40 4.92 .03 14.20 7.88 .03
Distinct Keywords 10.30 6.82 .02 16.20 9.88 .04
Distinct Documents 11.20 10.54 .94 20.80 18.28 .50
Bookmarked Documents 15.50 7.38 .001 31.00 14.76 .01
Query Overlap - - - 0.60 1.96 .03
Keyword Overlap - - - 4.00 3.76 .63
Document Overlap - - - 1.60 2.80 .19

We can see in Table 5.8 that both the number of queries and keywords were sig-
nificantly higher for CLD, indicating that for a less difficult search topic, participants
were able to discover relevant keywords quickly and thus do more exploration on the
topic domain. However, participants in CLD have one less overlapping query compared
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to participants in CMD, suggesting that they were less dependant on information from
their partner in exploring the topic domain.

There was no significant difference in the number of viewed documents, but the
number of bookmarked documents in CLD was twice that of CMD. We also see that
for CLD, the number of bookmarked documents was higher than the number of viewed
documents (distinct documents). These results suggest that for a less difficult topic,
participants were able to identify potentially useful documents easily and therefore
they were quick to bookmark documents based on the caption and title alone.

Although we used a small sample size, the results indicate that the difficulty of
the search topic has an effect on participants’ exploration of the topic domain, but did
not show an effect on the number of viewed documents. Additionally, we found that
the average reading time for CLD (34 seconds) was less than half of the time for CMD

(76 seconds), suggesting that since the topics were more understandable, participants
spent less time on reading documents, and therefore had more time to explore the
topic domain. Given that even the less difficult topics in our study are still considered
a difficult topic (remember that we chose topics based on the number of unfamiliar
vocabularies), more significant differences in search behaviour is expected for topics
related to social issues (as in the prior studies) in which the vocabularies are more
commonly known.

Concerning our study, participants’ unfamiliarity with the given topic caused them
to prioritise understanding the basics of the domain. We believe that given the lim-
ited task time, this encourages them to find an interesting subtopic to learn and delve
deeper into, instead of covering many subtopics. In CSE, the task then becomes non-
divisible as both collaborators needed to gain similar knowledge; therefore participants
are likely to converge to the same area of focus, similar to the fact-finding task in [88].

5.2.3 Effect of Rapport on Search Behaviour

Rapport refers to a harmonious relationship between two or more people, resulting in
better communication and a better understanding of each other1. In Section 5.1, we
have observed that there were mixed responses regarding participants’ satisfaction on
the group chat feature, with a low satisfaction rate being dominant. We now investigate
whether bad rapport (as indicated by low chat frequency) affects the way participants
search.

We used the mean chat frequency to group CSE participants into teams with low
chat frequency and teams with high chat frequency. Table 5.9 shows search behaviour
metrics for both groups. However, no significant differences between the two groups
were found, with the means being similar. As we did not observe any significant effects
on search behaviour caused by the rapport between collaborators, we believe that the
effect of collaboration towards search is mainly from workspace awareness—this is
consistent with our previous findings.

1https://en.oxforddictionaries.com/definition/rapport (Accessed on July 2018)
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Table 5.9: Search behaviour comparison (mean) between teams with low and high chat
frequency (CF). CSE teams are divided into teams with low CF and teams with high
CF based on the mean chat frequency.

Low CF High CF p-value

Distinct Queries 4.88 4.96 .70
Distinct Keywords 7.25 6.42 .94
Distinct Documents 10.96 10.15 .72
Bookmarked Documents 7.17 7.58 .29
Query Overlap 1.83 2.08 .90
Keyword Overlap 3.83 3.69 .66
Document Overlap 2.33 3.23 .28

However, since all collaborators in our study did not personally know their partner
beforehand, we cannot make any conclusions on the benefit of good rapport. There
might be a positive effect on search behaviour caused by excellent rapport such as
between collaborators who are friends with each other.

5.3 Learning Outcome

Our primary motivation in this research is to find out how collaboration affects learning
outcome. In doing so, we replicated a knowledge assessment from similar studies
along with the metrics they used, to quantify learning as elaborated in Chapter 4. In
RQ3, we compare the effectiveness of CSE and SE concerning the learning outcome.

5.3.1 Knowledge Assessment

In our experimental setup, we implemented two types of knowledge tests: vocabulary
assessment and written assessment (topic summary and paper outline).

Vocabulary Assessment

We calculated the learning gain for the vocabulary assessment by comparing results
from the pre-test with the post-test. In Table 5.10, we show the average learning gain
for all participants in each condition for the vocabulary assessment.

The mean ALG is 0.373 for SE and 0.308 for CSE, which means that on average,
participants who worked independently learned one more vocabulary than participants
who collaborated. The results for RPL—it is the same as ALG but is standardised by
participants’ prior knowledge— reflects a similar trend as ALG, with SE achieving a
slightly higher gain. However, both measures did not show a significant difference
between SE and CSE.

Additionally, we looked at the learning gain on a team level to see whether par-
ticipants in CSE divided vocabulary expertise with their partner. We measured the
team score by taking the average starting knowledge level and the maximum achieved
knowledge level—this is to take into account specialisations within the team in which
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Table 5.10: Vocabulary learning gain for both Absolute Learning Gain (ALG) and
Realised Potential Learning (RPL). In addition to the metrics at user and team level,
we display a metric in which we standardised the learning gains per topic before taking
the average (scaled).

User Team Scaled

ALG RPL ALG RPL ALG RPL

SE 0.373 0.193 0.651 0.334 0.401 0.193
CSE 0.308 0.163 0.544 0.289 0.321 0.163
p-value .36 .35 .26 .31 .47 .35

each collaborator learned different aspects of the topic. The differences, however, were
also not significant. To make sure that there is no bias caused by the different learning
topics, we scaled both measures using min-max scaling for each topic to standardise
the score for each topic, but the differences were also not significant.

Although SE resulted in a higher average learning outcome than CSE, the high
p-value means that we lack enough evidence to conclude that one method was better
than the other regarding the learning outcome.

Written Assessment

For the written assessment, we did not conduct a pre-test for practical reasons. How-
ever, since we assigned each participant to the topics in which they achieved the worst
result in the vocabulary pre-test, it is reasonable to assume that their starting knowl-
edge on the topic was very low; therefore we can directly use the written assessment
score to measure learning gain. We quantify the summary using sense-making mea-
sures adopted from a prior study as elaborated in Section 4.5.2.

We found that the scoring criteria for F-Fact, F-State, and D-Qual as defined
in [105] was very clear and straightforward; therefore it is possible to rely on crowd-
workers’ judgement to rate the quality of participants’ essays. Prior studies have shown
that crowd-workers produce judgements comparable to expert annotations [48]—even
for natural language tasks [89], which is similar to our case. We follow the suggested
number of worker judgements [89] and assign five crowd-workers to rate each of the
written assessments according to the given criteria. T -Count however requires knowl-
edge of the topic domain, making it unsuitable for crowd-workers. As we also lack the
appropriate expertise, we created the list of subtopics by manually comparing the con-
tent of all summaries for a given topic, and listing the subtopics that were covered by at
least one summary. We then computed T -Count by counting the number of subtopics
present in each of the summaries.

We chose the CrowdFlower platform which is especially suited for human annota-
tion tasks. We utilised level 3 crowd-workers which consist of workers with a positive
track record. We requested human judgements for 76 essays, each of which consists of
three questions for F-Fact, F-State, and D-Qual. Additionally, we set up eight essays
as test questions in order to filter out unsuitable judgements. We gave compensation
equal to £0.04 for every judged essay (including the essays used as test questions). We
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only accept judgements from crowd-workers with at least 70% of the test questions
correct.

For D-Qual which measures the quality of facts in a written essay, we received
judgements with an average agreement level of 67%, i.e. at least three of the five
judgements were the same. Additionally, we only found two essays with divisive
judgements, i.e. there was no dominant score and the two most voted scores were
vastly different (e.g. two judgements for score 1, and two judgements for score 3).
As for F-Fact and F-State which are numerical, the counts had an average standard
deviation of 1.2 and 0.5 respectively, meaning that the judgements were not vastly
different from each other. Since the majority of the judgements were conclusive and
that all metrics were ordinal, we believe that the score assigned by the crowd-workers
would not differ much from the actual score. Table 5.11 shows the averaged metrics
for each condition.

Table 5.11: Sense-making measures calculated from post-test essays.

SE CSE p-value

F-Fact 4.172 5.207 .07
F-State 5.451 6.139 .42
D-Qual 1.678 1.886 .16
T-Count 0.539 0.617 .28

Participants in both conditions wrote an average of five to six statements (F-State)
with around four of the statements containing information related to the given topic (F-
Fact). On average, SE participants covered half of the subtopics for their given topic,
with CSE participants covering one more subtopic than SE participants. Both SE and
CSE achieved an average D-Qual score of just below 2, which means that participants
from both conditions wrote useful information related to the assigned learning topic.
Overall, participants in CSE achieved a slightly higher average score for each metrics;
however, the difference was not statistically significant. Additionally, we tried to lin-
early combine the different metrics into one single score, but the difference was also
not significant.

5.3.2 Implicit Learning Metrics

We have plotted both the accumulated keyword complexity and document complexity
in each of the five stages of the search session (in a similar way to Figure 5.2).

In figure 5.3, we see that the keyword complexity starts low and increases over
time, that is, participants initially use common keywords at the start of the session
(e.g. directly querying the learning topic) and over time used less common keywords
in their search. At the user level, keyword complexity in both conditions did not show
a significant difference, although different trends were present. Participants in CSE
started with more common keywords, but over time achieved a similar keyword com-
plexity to participants in SE. At the team level, the trends in both conditions are similar,
but with SE consistently on top. However, using a Mann-Whitney U test, we found
that the difference was not significant.

56



Results 5.3 Learning Outcome

(a) Keyword Complexity (User) (b) Keyword Complexity (Team)

Figure 5.3: Keyword complexity over each search stages.

(a) Document Complexity (User) (b) Document Complexity (Team)

Figure 5.4: Document complexity over each search stages.

The overall trend for document complexity is similar to query complexity in which
participants started with accessing more common documents, and over time moved on
to less common documents as can be seen in Figure 5.4. However, we can see a more
evident divide between SE and CSE at both user level and team level. Using the Mann
Whitney U test, we found that the difference is significant at p ≤ 0.05 for both user
level and team level, concluding that collaboration resulted with participants access-
ing more common documents than participants who worked individually. In another
way, this can be seen as participants in CSE reading documents that are considered
resourceful by most other participants.

The results for both keyword complexity and document complexity was the op-
posite of results reported in [13] where collaboration resulted in a consistently higher
query and document complexity. We believe that this difference is again because of
the different search task assigned to the participants.

Chi et al. [13] used data from two different tasks: creating a report on social me-
dia (an information gathering task) and planning a trip to Helsinki (decision making
task). Both tasks assigned a general topic to participants and asked them to gather
more information. Because the topics were familiar to participants, they did not need
much effort to process information on a single document and therefore can afford to
go for more breadth in searching. In contrast, we assign learning topics which are un-
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familiar to participants and involves uncommon terms. Therefore, participants in our
study prioritise depth more by finding documents that are comprehensive and spend-
ing more time understanding the content. The focus of collaboration in our search task
is therefore in suggesting useful learning materials to each other, resulting in a lower
document complexity.

To evaluate its suitability as a learning indicator, we tested the correlation of both
document and keyword complexity with RPL at the user level. Both measures had
low correlation with RPL (0.02 for keyword complexity and 0.12 for document com-
plexity), indicating that the metrics do not accurately reflect participants’ vocabulary
knowledge.

5.3.3 Effect of Collaboration on Learning

As we did not observe a significant difference in vocabulary learning gain between
SE and CSE, we now look into whether specific collaboration actions have a negative
effect on knowledge gain. It has been shown in [24] that in collaborating, there is an
additional cognitive load which might reduce the expected benefit of collaboration.
An example in our case is that while discussions can help in increasing understanding
regarding a topic, it also takes time and detracts participants from actual searching.

We investigate the effect of collaboration by comparing the RPL between partici-
pants with more collaboration and participants with less collaboration, as measured by
the value of each collaboration metric. For a collaboration metric, we take its mean
within CSE teams and use it to group the population into teams with high collab-
oration activities and teams with low collaboration activities. Table 5.12 shows the
average RPL of both low and high collaboration groups for each of the metrics.

Table 5.12: Mean learning gain (RPL) of low and high collaboration groups. The
mean of each collaboration metric is used to categorise each group into either low or
high collaboration. Bold indicates statistical significance (p≤ 0.05).

RPL
p-value

Low High

Chat Frequency
User 0.119 0.204 .042
Team 0.215 0.359 .047

Chat Ratio
User 0.122 0.191 .179
Team 0.214 0.340 .075

Query Overlap
User 0.139 0.184 .423
Team 0.258 0.319 .513

Keyword Overlap
User 0.132 0.209 .095
Team 0.243 0.360 .126

Document Overlap
User 0.142 0.179 .161
Team 0.269 0.306 .395

There was a significant difference in RPL between participants with a lower chat
frequency compared to participants with a higher chat frequency. The result was con-
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sistent at both the user and team level, concluding that more frequent communication
between collaborators results with higher achieved learning. We can conclude that
while more frequent communication between participants might take time away from
searching, it has a positive impact towards learning performance. One possible reason
is that frequent communication results in better rapport, which leads to both collab-
orators being more motivated to learn and therefore taking the task more seriously.
However, the chat ratio was not statistically significant, indicating that while an unbal-
anced chat ratio might affect the quality of discourse, more frequent discourse is more
important as there won’t be any meaningful discourse when there are too few chats.

In Figure 5.5, we look into the connection between chat frequency and chat ratio
regarding the achieved learning. In general, there is no direct correlation between both
chat frequency and chat ratio towards learning. Participants without much discourse
can still achieve an average score; however, participants with the highest learning gain
displayed both a high chat frequency and a balanced chat ratio. We can say that on
average, more discourse results in a slightly higher learning outcome; however, a high-
quality discourse has the potential to result in significantly higher learning outcomes.

(a) Chat Frequency (User) (b) Chat Frequency (Team)

(c) Chat Ratio (User) (d) Chat Ratio (Team)

Figure 5.5: Connection between chat actions and realised potential learning. Each
point is a participant in CSE.

To get a better understanding of the effect of communication towards learning, we
now look into how different types of chat interactions affect the achieved learning gain.
In doing so, we used our previous data from Section 5.1 to group the teams based on
the existence of specific types of chat interactions. In Table 5.13 we can see that the
only significant difference was on teams displaying verbal immediacy—members of
teams that were able to build a rapport (as indicated by a display of closeness) achieved
twice the learning gain of participants from teams that had a bad rapport. This result
confirms our previous hypothesis that the cause of high learning gains for teams with
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high chat frequency is the excellent rapport that they built. We believe that the role of
good rapport in learning (at least in our case) is to motivate the collaborators to learn
more seriously.

Table 5.13: Mean learning gain (RPL) of groups that displayed certain type of chat
interactions (True) compared to groups that did not (False). Bold indicates statistical
significance (p≤ 0.05).

RPL
p-value

True False

Verbal Immediacy
User 0.200 0.107 .028
Team 0.350 0.199 .026

Coordination
User 0.175 0.154 .128
Team 0.282 0.296 1.00

Resource Suggestion
User 0.199 0.146 .287
Team 0.322 0.275 .619

Topic Discussion
User 0.159 0.164 .795
Team 0.305 0.284 .926
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Chapter 6

Discussions and Conclusions

The primary goal of this research was to investigate the effects of collaboration on a
learning-oriented search task. We are interested in investigating the effects of collab-
oration in terms of search behaviour and learning performance. We have conducted a
comparative study in which we assigned two different search conditions to study par-
ticipants: single user search (SE) and collaborative search (CSE). In this section, we
reflect on the results and discuss our findings. Furthermore, we elaborate on the limi-
tations of our study, and we present future research directions based on our findings.

6.1 Discussions

Effect of Collaboration on Search Behaviour

We found that participants in CSE bookmarked fewer documents compared to SE at
both the user and team level. However, we argue that this is mostly the result of a
limitation enforced by SearchX as opposed to an effect of collaboration. We provided
a shared bookmarks list in which no two collaborators can bookmark the same doc-
ument, resulting in fewer options for bookmarking in the same SERP. Additionally,
as collaborators received a combined list of their bookmarks and their partner’s book-
marks, participants might be demotivated from bookmarking additional documents
once the bookmarks list gets long. Therefore, we cannot attribute this decrease in
bookmarked documents as an effect of collaboration.

Another significant difference was in the number of overlapping documents with
groups in CSE having on average four more documents in common between their
members compared to any two SE participants. We attribute this difference to the
awareness of collaborators’ bookmarked documents motivating participants to check
out what their partner has marked as useful.

We did not detect any other significant differences in the way participants search
between CSE and SE. However, if we look into the number of search actions over
time, we found that SE participants issued one more query and a lot more bookmarks
at the start of the search session compared to CSE participants. The number of viewed
documents though were not significantly different. These results suggest that CSE par-
ticipants required less exploration at the beginning of the session in order to get a basic
understanding of the topic compared to SE participants. We argue that this behaviour is
because CSE participants received help in understanding the topic through workspace
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awareness features (i.e. shared query history and bookmarks), as the features provide
feedback on the validity of their search efforts. This feedback can help CSE partici-
pants to more quickly identify documents and queries which are potentially useful for
learning compared to SE participants.

To summarise, we observed the positive effect of workspace awareness towards
participants’ search behaviour. We believe that the additional information provided by
the shared bookmarks and query history helped participants in selecting useful docu-
ments and validating their search efforts to keep them on track. The self-reports also
reflect this conclusion with CSE participants reporting no problems related to the task
setup and fewer problems in general. However, the fact that only workspace aware-
ness affected search behaviour and that there were no effects of rapport towards search
behaviour suggests that CSE participants mostly worked independently, as the metrics
do not reflect a division of labour.

Effect of Collaboration on Learning

For the vocabulary assessment, the mean values suggest that CSE participants achieved
slightly worse learning gain compared to SE participants. The opposite was observed
in the written assessment, where CSE participants achieved slightly better learning
gain compared to SE participants regarding their understanding of the topic. These
results suggest that collaborating during search helped participants to understand the
topic better as a whole, but at the expense of a slightly worse understanding of spe-
cific vocabularies. The differences though were not statistically significant; therefore
we are unable to conclude these effects as a result of collaboration. However, since
the differences were consistent at both user and team level and consistent across the
various metrics, conducting the study at a larger sample size can potentially confirm
our observations.

Since there were indications that collaboration resulted in worse vocabulary learn-
ing gain, we looked further into the effect of specific collaboration actions on learning
gain as we suspect there might be a negative effect caused by the additional cogni-
tive cost of collaboration. The results however indicate the opposite in that a higher
chat frequency between collaborators leads to higher overall learning gain. Although
frequent communication between collaborators take away time from searching and
learning, it is actually beneficial to learning. We looked further for into how having
a higher chat frequency affects search behaviour, but did not find any significant dif-
ference. This shows that the benefit of frequent communication is not in promoting
specific search behaviour, but rather in affecting how participants perceive the task.
Frequent communication is a sign of good rapport, which might motivate participants
to learn more seriously.

From a closer look at the effect of specific chat interactions on learning, we found
that teams displaying verbal immediacy behaviours—and thus better social presence
[94]—achieved a higher learning gain compared to those who did not. Although we
cannot determine the exact cause of high communication frequency between collabo-
rators, we can say that a good rapport between collaborators in general has a positive
effect on learning. This observation is consistent with [71] which states that social
presence is an essential factor for a successful online learning experience.
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Effect of Search Task

Some of our findings were inconsistent with those reported in prior studies. Con-
cerning search behaviour, we observed that CSE participants issued fewer queries at
the start of the session and had more document overlap; however prior studies found
that CSE resulted in more and diverse queries as well as fewer document redundancy
[44, 83, 87]. Additionally, we found that participants in CSE accessed more commonly
found documents, whereas prior research concluded that participants in CSE accessed
less commonly found documents and queries [13]. These discrepancies in the effect of
collaboration are likely to be a result of the different experimental setup between our
study and prior studies.

One possibility is that prior research conducted their study in a lab environment
where collaborators have a similar background and can personally build rapport, whereas
our study relies on crowd-workers who have diverse backgrounds and do not meet each
other physically at all. Our analysis of the chat interactions, however, suggest that the
majority of CSE teams were able to achieve meaningful discourse and social presence,
indicating that bad rapport is not an issue in our study. Additionally, we did not observe
a difference in search behaviour between groups with good and bad rapport.

Another possibility we investigated was the difference in the search task. Both our
study and prior studies [44, 83, 87, 13] required participants to discover information
and learn more about a topic. Since there are few differences in the instructions, we
suspect that the leading cause of the inconsistencies is on the difficulty of the search
topic. Prior studies generally assign a social topic which does not require much do-
main specific knowledge, whereas, in our study, we assign participants with the topic
in which they the least familiarity. We suspect that this difference in the required
knowledge to understand documents related to the assigned topic is the reason behind
the differences.

From an analysis involving five additional CSE teams, we found that participants
with the less difficult topic issued more queries, used more keywords, bookmarked
more documents, had less overlapping queries, and spent less time reading the found
documents. These results suggest that a less difficult search topic offers more opportu-
nities for participants to explore the topic domain compared to participants with a more
difficult-to-understand topic, as indicated by a higher number of queries and keywords,
but with a similar number of viewed documents.

Although we cannot confirm the effects of topic difficulty towards collaboration,
we found indications that topic difficulty has a significant effect on participants’ ex-
ploratory search behaviour. An implication of this is that research on exploratory
search cannot be compared directly to each other when the difficulty of the search
task is different. More research is needed to further understand the effects of search
task difficulty towards exploratory search behaviour.

6.2 Limitations

We acknowledge some limitations in our study that affect the reliability of the results
we presented.

Design of the knowledge assessment. In our study setup, we had CSE participants

63



6.3 Future Work Discussions and Conclusions

work together with their partner during the search session, but not during the post-
test. We put this restriction to make the assessment directly comparable between SE
and CSE. However, this setup can potentially reduce the benefits of collaboration, as
[56] argued that collaboration is meaningless without the power to implement final
decisions. For the information gathering task in prior studies, this condition is easier
to satisfy as the researchers computed search performance from both collaborators’
bookmarked/rated documents. Given that in our study we did not find statistically sig-
nificant differences in learning gain, we believe that designing a suitable method for
collaborators to demonstrate their learning as a group would better reflect the syner-
gistic effect of collaboration.

Crowd-sourcing the study. For practicality, we chose to deploy our study through
a crowd-sourcing platform, which has more limitations compared to a controlled lab
study. One limitation is that it is harder to condition study participants for collabora-
tion as participants do not meet physically at all—which potentially have implications
on the quality of social presence within collaborative groups, reducing the output of
collaboration [31]. In our study, we have minimised this limitation by priming partic-
ipants for collaboration right before the start of the search session, which has resulted
in the majority of participants producing meaningful discourse. However, we did not
measure the effectiveness of the method, and thus the lack of social presence might
still affect the reliability of our results.

Another limitation is on the task time. The less controlled nature of crowd-sourced
studies compared to lab-based studies means that it is unsuitable for long task times
as we cannot guarantee participants will still be focused. Because of this, we assigned
a task time which can be considered as short compared to similar studies. However,
Shah and González-Ibáñez [82] has shown that collaborations lasting longer and done
over multiple sessions may produce significantly different results and user experiences.
Moreover, our study assigned a difficult learning topic which, as we have shown, takes
more time for participants to understand, therefore assigning a longer task time may
produce different observations.

The amount of study participants. For the majority of our tested conditions, we be-
lieve that the number of participants is sufficient as it is comparable to similar studies.
For the additional condition of CSE with an easy topic, we were only able to conduct
the study for 10 participants (5 pairs) because of resource limitations. However, our
’easy’ topic is still difficult as we purposely chose topics which have uncommon vo-
cabularies; therefore we believe that we can expect more significant differences from
assigning well-known topics similar to prior studies.

6.3 Future Work

There is still much room for improvements in our study to explore in future research.

• The effect of topic difficulty on exploratory search. Our results suggest that a
less difficult topic allowed participants to demonstrate more exploratory search
behaviours. As a result, we found that our findings were inconsistent with the re-
ported benefits of collaboration in prior studies [44, 83, 87]. A potential research
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direction would be investigating further how different search task difficulties im-
pact exploratory search behaviour.

• Explore ways of building good rapport in remote collaborative studies. A
good social presence between peers is essential in building a successful online
learning experience [71]. Our results suggest that for a crowd-sourced collab-
orative study requiring above average cognitive efforts (i.e. online learning),
a good rapport between collaborators helps in keeping participants motivated
throughout the study, resulting in better task performance. Another line of future
research should explore ways of building good rapport in collaborative studies
where collaborators do not know each other and are remotely located. Insight
on methods to build up online rapport will be valuable for future online collab-
orative studies.

• Observe learning over longer sessions. Recently, a study has shown the pos-
sibility of conducting longitudinal studies through crowd-sourcing in order to
observe long-term learning [96]. Additionally, we have shown that for a difficult
search topic, participants demonstrated less exploratory search behaviours. Ob-
serving learning over longer sessions or even multiple sessions can potentially
give very different insights. It can be argued that a search session involving
a longer task time or multiple sessions are more typical than our study setup;
therefore research on this would give a better understanding of real learning cir-
cumstances.

6.4 Conclusion

With the high rate of internet penetration in most countries nowadays, Web search has
become a convenient option for seeking information related to learning. As people
started to depend on searching the Web to fulfil their learning needs, the field of search
as learning has emerged with the agenda of investigating how to adapt search engines
to support human learning better. One area in which we aimed to explore concerning
this is how collaboration affects the outcome of a learning oriented-search session—
as collaboration, in general, has been shown to be beneficial. To this end, we have
engineered a collaborative search system and deployed it on a crowd-sourced study.

In Chapter 3, we elaborated on the design decisions we made in engineering our
collaborative search system—SearchX. We designed SearchX with the goal of accom-
modating collaboration during a search session, specifically in a way that would make
deployment of user studies on a crowd-sourcing platform feasible. From our anal-
ysis of participants’ feedback, we conclude that SearchX was able to accommodate
collaboration during a search session by providing mediation features for workspace
awareness and direct communication. Although there was mixed feedback on the use-
fulness of the chat feature, an analysis of chat interactions revealed that the majority
of participants were still able to achieve meaningful discourse.

Our analysis of user interaction logs reveals that collaborating during a learning-
oriented search session did not result in much differences in search behaviour com-
pared to single-user search. A more in-depth analysis of participants’ search actions
revealed that workspace awareness helped collaborative participants in selecting use-
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ful documents and in understanding the task at the beginning of the search session.
The results though were not consistent with prior studies, and from an additional pilot
study, we were able to conclude that the difficulty of the search topic had a signifi-
cant effect on exploratory search behaviours. We observed that participants with a less
difficult learning topic needed less time to understand the content of documents and
therefore were able to explore the topic domain more.

For the learning outcome, we see indications of collaboration resulting with a bet-
ter understanding of the topic domain but is detrimental to vocabulary learning. How-
ever, our results were not conclusive as the observed differences were not statistically
significant. From an analysis of the effects of specific collaborative actions, we found
that frequent communication between collaborators resulted in higher learning gain.
We identified the cause of this higher learning gain to be mainly because of a good
rapport between collaborators.

To summarise, we found indications that collaboration has a positive effect on
gaining understanding of the topic, and that social presence is relevant in learning
through search. Although we did not observe the same benefits of collaboration on
search behaviour as reported in prior research, we did observe a similar trend to prior
research on collaborative learning: good collaboration promotes higher-order learning.
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Appendix A

Deployed Study

A.1 Study Briefing

Requirements:

1. Check here if the version of your browser meets our requirements: Google
Chrome version 47 (or higher) and Mozilla Firefox version 44 (or higher).

Payment:

1. Full Payment If you finished the study through the completion link. This is
only possible if you were assigned a partner and together completed the learning
phase and final test.

2. Partial Payment If you completed the Diagnostic test and waited, but did not
receive a partner. You will only receive the partial payment if you clicked on
"Stop without completing" (instead of "I’ve finished" or "Submit study"). This
payment will be delivered through a bonus payment which doesn’t require you
to finish the study.

Study description in Figure A.2

IMPORTANT!
We will reject your participation if:

• your answers are shorter than the required word count
• your answers are off-topic
• during the Diagnostic test and the Final test you change to a different tab more

than three times (you will receive a warning ahead of time). Note that during the
search phase, tab changes are expected as the search results open in new tabs.

• you become inactive (no searching/browsing/scrolling/reading web pages/video
watching) for more than 5 minutes during the learning phase.

Figure A.1: Study terms and requirements in the study briefing for all conditions. Both
The prolific web page for our study and the welcome page in SearchX contains this
briefing. The green phrases were only added in the CSE condition.
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A.1 Study Briefing Deployed Study

In this study, you are tasked with learning about a given topic in collaboration with a
fellow Prolific worker. This study is composed of three parts:

1. Diagnostic Test (by yourself).

This is a multiple-choice question test to find out what you already know. Please
answer honestly. Your payment is not affected by the number of correct or
incorrect answers.

Since this is a collaborative task, after the Diagnostic test you will need to wait
for a partner. How much time that takes depends on how many other Prolific
workers are active right now. We ask you to wait for 20 minutes. We will notify
you when you have waited long enough. Then, please follow the instructions for
a partial payment.

2. Collaborative Learning Phase.

We want you, together with your assigned partner (another Prolific worker), to
use our custom web search system (we call it "SearchX") to learn about a given
topic. You are given 20 minutes to search for documents about that topic. You
need to collect and save all the Web pages, publications, and other online sources
that are helpful for you to learn about the topic.

Please use only SearchX to learn about the given topic. Do not use any other
web search engine or search for an unrelated topic (e.g. your topic is computer
science, we consider searches for tomorrow’s weather, the latest news, movie
reviews, etc. as severely off-topic). If you conduct such off-topic searches, we
will cancel your participation.

In order to learn and search together, we provide you with: a chat window so that
you can communicate with your partner (when asked for a chat name, choose
any name you like), a shared query history so that you can see what your partner
is currently searching for and a shared bookmarking list so that you can easily
share worthwhile documents.

3. Final Test (by yourself).

We will give you 13 exercises to complete to see how much you have learned
through the learning phase; those exercises include questions about the given
topic and the writing of an outline for your paper about the given topic. Please
answer honestly. Your payment is not affected by the number of correct or
incorrect answers. Note that your answers must exceed a minimum word count
and be on your assigned topic.

You will need approximately 40 55 minutes to complete the whole study.

Figure A.2: Study description in the study briefing for all conditions. The green
phrases were only added in the CSE condition. The underlined phrases were not
present in the CSE condition.
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Deployed Study A.2 Registration

A.2 Registration

Figure A.3: Registration form.
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A.3 Pre-test Deployed Study

A.3 Pre-test

Figure A.4: Vocabulary assessment for the first topic out of four pre-test topics. Only
the first three questions (out of ten) are shown.

Figure A.5: Waiting page after the pre-test for the CSE condition. The participants are
notified when their partner has started the pretest.
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Deployed Study A.3 Pre-test

Figure A.6: Additional questionnaire related to collaboration for the CSE condition.
The questions are utilised to prime participants into a mood for collaboration.
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A.4 Search Session Deployed Study

A.4 Search Session

Figure A.7: Interface guide at the beginning of the search session.

Figure A.8: The deployed search interface for the CSE condition. The SE condition
has a similar interface but without colour coding, group chat and the query history.
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Deployed Study A.5 Post-test

A.5 Post-test

Figure A.9: Vocabulary assessment for the post-test. Only the first three questions (out
of ten) are shown.

Figure A.10: Study completion message. Participants can click on the link to confirm
their completion and receive their payment.
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A.5 Post-test Deployed Study

Figure A.11: Written assessment and study feedback for the post-test.
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Deployed Study A.5 Post-test

Figure A.12: Feedback on the collaboration experience for the CSE condition.
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Appendix B

Essay Annotation

In order to assign a score for the written assessment, we rely on crowd-workers to
annotate each essay according to our criteria.

B.1 Quality of Facts (D-Qual)

Figure B.1: Question structure for scoring the quality of facts.
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B.1 Quality of Facts (D-Qual) Essay Annotation

Overview
Previously, we have asked crowd-workers to study a topic (that they were unfamiliar
with) for 20 minutes on the Web, and then express what they learned in the form of a
Topic Summary and an Essay Outline. In this job, we will have you judge the quality
of their reported results.

Steps
1. Read the Summary
2. Examine the Essay Outline
3. Give a score from 0 to 3 according to the Grading Criteria

Grading Criteria

0 (Zero) - Irrelevant
• The results are mostly irrelevant to the topic.
• Facts are irrelevant to the subject; facts hold no useful information or advice.

1 (One) - Lacking
• The learner knows the topic but did not demonstrate an understanding of the

topic.
• Facts are generalised to the overall subject matter; facts hold little useful infor-

mation or advice.
2 (Two) - Sufficient

• The learner demonstrates a basic understanding of the topic.
• Facts fulfil the required information need (introducing the subject) and are use-

ful.
3 (Three) - Elaborate

• The learner demonstrates a deep understanding of the topic.
• A level of technical detail is given via multiple key terms associated with the

technology of the subject.

Tips

• The learners were only given 20 minutes to learn a topic they were unfamiliar
with. Don’t expect them to produce a comprehensive summary.

• The learners are allowed to focus on only specific aspects of the topic as long as
it is elaborate.

• For the outline, look for informative contents explaining the topic (e.g. structure,
hierarchy, explanations). Standard chapter sections (e.g. introduction, conclu-
sion) should be ignored.

Figure B.2: Instructions for scoring the quality of facts.
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Essay Annotation B.2 Fact and Statement Counting (F-Fact and F-State)

B.2 Fact and Statement Counting (F-Fact and F-State)

To make counting easier for crowd-workers, we combined the content of the outline
with the summary. We removed outline chapters, and copied over complete sentences
to the end of the summary. Additionally, we told workers to find sentences instead of
statements for clarity, as in most cases, the number of statements refer directly to the
number of sentences [105].

Figure B.3: Question structure for counting the number of facts and statements.
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B.2 Fact and Statement Counting (F-Fact and F-State) Essay Annotation

Overview
Previously, we have asked crowd-workers to study a topic (that they were unfamiliar
with) for 20 minutes on the Web, and then express what they learned in the form of a
Topic Summary. In this job, we will have you help us grade the results by counting the
number of sentences and facts within each summary.

Steps
1. Read the Summary
2. Determine the Number of Sentences in the summary.
3. Determine the Number of Facts in the summary.

Example
Topic: Depression

I have learned of how events in peoples lives can cause a person to be depressed and
how a person’s body reacts on a cellular level, Certain neurotransmitters such as sero-
tonin, dopamine, and norepinephrine may change levels in a person’s brain, resulting
in depression. It can however be treated by counseling, solving the event which caused
the depression, or medication (antidepressants). I also learned what is meant by post-
partum depression.

• Number of Sentences: 4
Explanation: The first two sentences were accidentally separated using a coma
instead of a full stop (.). In this case, you should count the two sentences as
separate since they are not cohesive (i.e. they don’t discuss the same topic).

• Number of Facts: 3
Explanation: Only the first three sentences contained factual information: a per-
son’s body reacts to depression on a cellular level; certain neurotransmitters may
change levels to cause depression; depression can be treated by [treatment]. The
last sentence is only a claim of knowing and does not contain much information,
therefore it should not be counted as a fact.

Tips

• The learners were only given 20 minutes to learn a topic they were unfamiliar
with. Don’t expect them to produce a comprehensive summary.

• Claims of knowledge are not counted as facts (i.e. I have learned the meaning
of [something]) unless they elaborate more on it.

• If you notice some minor inaccuracies in the facts (e.g. mixing up the meaning
of cellular respiration and glycolysis), you should still count it as a fact.

Figure B.4: Instructions for counting the number of facts and statements.
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