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Summary 

The European Union aims to reduce greenhouse gas (GHG) emissions with at least 55% by 2030 and 
become climate-neutral in 2050. Industrial companies play a key role in achieving these targets as they 
are responsible for about 30% of European GHG emissions. However, despite years of optimization, the 
energy-intensive industry lags behind other sectors in its decarbonization efforts. Approximately 60% 
of the industry’s GHG emissions result from burning fossil fuels to heating requirements. Reducing 
heat-related emissions is therefore a promising route to decarbonize the industrial sector. Heat pumps 
that recycle waste heat back into the process offer a promising solution for decarbonizing industrial 
heat, as they increase energy efficiency and enable the switch to low-carbon energy carriers. However, 
the adoption of heat pumps in the industrial sector has been limited, particularly for applications above 
100 °C, due to the complexity of identifying the process connections and economically viable heat 
pump solutions.

In this research, design methods are developed to support the deployment of heat pump solutions in 
a transitioning industrial sector. These methods assess the impact of both technical changes to the 
production process and the heat pump configuration, as well as changes in energy prices and technology 
cost on the techno-economic viability of an industrial heat pump. Consequently, the main research 
question is:

How to identify optimal techno-economic heat pump solutions for industrial processes in the context 
of the energy transition?

To answer this question, the following sub-questions have been formulated and answered:

Sub-question 1: How does the deployment sequence of a heat pump and other industrial CO2 mitigation 
measures influence their combined CO2 reduction potential?

Current decarbonization pathways often assume that interactions between mitigation measures are 
covered by conservative estimates and ballpark figures. However, bottom-up verification assessments 
indicate that this approach may be inadequate for heat integration measures. 

In this work, the impact of the deployment sequence of CO2-mitigation measures was explored by 
studying the heat integration in plausible future plant layouts of a biodiesel production process. These 
layouts were developed based on a literature review of relevant CO2-mitigation measures with a 
Technology Readiness Level (TRL) of at least 8. Consistent energy and mass balances were constructed 
for each layout and used in a pinch analysis to estimate the performance of a heat pump. All possible 
sequence variations of the deployment were considered to assess their effects on the combined CO2 
reduction potential. 

In the case study, the deployment sequence achieving the highest CO2 reduction only reaches 58% of 
the expected combined reductions. Conversely, the same components in a different order result in an 
infeasible solution. Thus, the deployment sequence significantly impacts the combined CO2 reduction 
potential of technologies when considering heat integration measures. The sequence can prevent 
other technologies from being effective, reduce the effectiveness of existing processes, or create new 
opportunities for future technologies. 
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  Research question 2: How to identify CO2-mitigation measures that improve the performance of an 
already installed heat pump?

Heat pumps can reduce heating requirements by recycling low-temperature surplus (waste) heat 
back into the process. This is effective when a heat pump operates across the pinch point, i.e. the 
intersection between the region with a net heat demand and a net heat surplus. However, changes to 
the process due to the deployment of other CO2 mitigation measures might affect the location of the 
pinch point and therefore the performance of the heat pump. 

The impact of process changes on the location of the pinch point and the performance of the heat pump 
was studied using Process Change Analysis. In this approach, heat pump connections were extracted 
from the rest of the (background) process to study how those streams relate. By combining Process 
Change Analysis with exergy analysis to form the Split-Exergy Grand Composite Curve, the impact of 
deploying CO2-mitigation measures on the heat pump’s work targets could be directly assessed. 

The Split-Exergy Grand Composite Curve was applied to case studies of a biodiesel production plant and 
a vinyl chloride monomer purification process. The results show that the heat pump’s performance in 
a biodiesel production plant is limited by its connections being above the pinch point of the background 
process. Replacing the wet water washing column with a membrane separation unit improves the 
plant-level coefficient of performance (COP) of the heat pump from 4.0 to 4.1, whilst reducing net heat 
requirements from 0.9 MW to 0.3 MW. Demonstrating the effectiveness of the Split-Exergy Grand 
Composite Curve in identifying CO2 reduction measures and improving the performance of an already 
installed heat pump.

Research question 3: How to identify the optimal techno-economic heat pump configuration in case 
of high temperature lifts? 

Literatures mentions over 70 different heat pump configurations that aim to minimize the 
irreversibilities that cause the subcritical single-stage (SS) cycle to become uneconomical at higher 
temperature lifts. In this study, both energy and exergy-based methods are used to identify the most 
cost effective option for a steam-generating heat pump. The benchmark of approaches shows that the 
results of the exergy analysis steered towards economically viable design improvements, whereas 
these did not logically follow from the energy analysis.

The potential for improvement depends on the required sink temperature and the temperature lift. 
Mappings of decline rates in exergy efficiency on a component-level were made to explain these 
differences and compare heat pumps on a cycle-level. Advanced exergy analysis showed that the 
component-level exergy destruction became increasingly endogenous with higher temperatures and 
temperature lifts.

At moderately high heat sink temperatures (i.e., 100-130 °C) highly efficient cycles like the two-stage 
compression and a flash vessel cycle are preferred over less efficient closed cycles, despite their high 
investment cost. However, when a heat source meets the minimal pressure requirement for an open 
cycle i.e., a mechanical vapor recompressor (MVR), the reduction in capital expenses outweighs the 
efficiency gains. When the heat source cannot directly be used to produce steam, but heat is required 
at high sink temperatures (i.e., > 130 °C), an MVR on top of an single stage subcritical cycle producing 
steam at 80 °C shows a marginally better economic performance than the closed cycle with two-stage 
compression and a flash vessel, under the assumed equipment cost and energy prices. However, the 
optimal configuration is sensitive to these cost assumptions and the temperature at which another 
heat pump configuration is preferred easily changes. Yet, exergy-based cost minimization together 
with the exergy destruction curves provide an effective tool to assess trade-offs between reductions in 
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operational cost from energy efficiency measures and the cost of additional investments. 

Research question 4: How do energy prices and investment costs affect the deployment of heat 
pumps and other power-to-heat and storage technologies in the electrification of utility systems?

Heat pumps can be combined with other power-to-heat and storage technologies to maximize 
economic benefits from fluctuating renewable energy sources. A mixed integer linear programming 
model with direct electricity-to-heat conversion, indirect electricity-to-heat conversion via hydrogen, 
and electrification by upgrading waste heat and thermal and electrical storage technologies is used to 
minimize the total annual cost of a utility system for a process with highly volatile demand. 

The results of the model show that electrification of existing utility systems is economically viable 
under the considered energy and equipment prices, though highly sensitive to their values. The results 
show that high and stable electricity prices favor the installation of heat pumps, while high price 
variance and lower electricity prices make electric boilers and thermal energy storage more attractive. 

Overall, energy prices and other cost estimates play a crucial role in the sizing and operation of heat 
pumps and other power-to-heat and storage technologies. However, the modeling approach presented 
allows the qualification of economic tipping points. 

Concluding, the following three steps are needed for the identification of the optimal techno-economic 
heat pump solution in an industrial process in the context of the energy transition:

Step 1: Assess the Relation to Other Process Changes  Examine how the deployment sequence of heat 
pumps and other CO2-reduction technologies either enhance or hinder their combined effectiveness. 
Use Process Change Analysis and the Split-Exergy Grand Composite Curve to visualize the relationship 
between the pinch of the background process and the heat pump connections, as well as the heat 
pump’s minimal work requirements.

Step 2: Optimize Heat Pump Configuration Use exergy-based cost minimization to identify necessary 
improvements based on the cost of exergy destruction by specific components. Trends in component 
and cycle-level exergy destruction can be used to identify interesting configurations for a specified 
source and sink temperature and advanced exergy analysis can be used to further detail the origin of 
losses. 

Step 3: Consider fluctuating energy prices and technology cost Determine the optimal sizing and 
operation of heat pumps and other power-to-heat technologies under the influence of fluctuating 
energy prices and assess the robustness of the identified utility system to changes in the technology 
cost. 

Future research should focus on developing a fourth step that aids in identifying the optimal level of 
process integration for a heat pump when taking into account fluctuating energy prices, grid transport 
capacity, grid emission factors, and part-load efficiencies in order to explore the role of low-cost heat 
pumps as a peak technology. 
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Immediate action is required to mitigate the impacts of climate change [1]. The enhanced greenhouse 
effect, driven by anthropogenic greenhouse gas (GHG) emissions, had increased the global average 
atmospheric temperature in 2023 by 1.48 oC since the 1850-1900 preindustrial level [2]. This increase 
has already caused significant damage to health, livelihoods, food security, water supply, human 
security, and economic growth [1]. To limit further harm, GHG emissions have to be reduced significantly 
[1]. In response, the European Union adopted a set of policies to cut European GHG emissions by at 
least 55% by 2030 and aims to become the first climate-neutral continent in 2050 [3]. Industry plays 
a crucial role in achieving these targets, as it accounted for about 30% of European GHG emissions 
in 2022, with CO2 making up for 75% of emissions [4, 5]. Therefore, industrial companies must invest 
in CO2-mitigating technologies to comply with regulations while maintaining their economic viability. 

This introduction outlines the need for CO2 emission reduction in the industrial sector and explains our 
focus on industrial heat pumps to achieve this goal. Section 1.1 discusses current CO2 emissions from 
industry, the role of heating requirements, the potential of heat pumps to reduce these emissions, 
and the necessary steps to achieve these reductions. Section 1.2 presents the research objectives and 
questions of this thesis. Section 1.3 details the research approach and section 1.4 provides an outline 
of the dissertation.

1 Background and motivation
Industrial GHG emissions are largely caused by energy-intensive processes such as crude oil refining, 
steam cracking, ammonia production, and the manufacturing of materials like cement, bricks, glass, 
and paper [6]. Despite years of optimization, the energy-intensive industry lags behind other sectors 
in decarbonization efforts [7]. This is in part due to its large variety of processes [8, 9]. However, 
close to 80% of the industry’s GHG emissions restult from burning fossil fuels to meet power (~25%) 
and heating (~75%) requirements, as presented in Fig. 1 [6, 10]. Reducing heat-related emissions is 
therefore a crucial route to decarbonizing the industrial sector [11].

Heat is required by industrial systems to increase their thermal and internal energy to enable process 
operations. An increase in internal energy changes the system’s dynamics on the molecular and sub-
molecular levels [12]. These changes alter the physical properties of a substance due to, for example, 
a phase change or a reaction with other substances [13]. The disordered microscopic nature of thermal 
energy is randomly distributed throughout a substance, which sets it apart from macroscopic forms 
of energy, like kinetic or potential energy, where on a macroscopic level the entire system behaves 
compared to one reference frame. The disorderedness of thermal energy, i.e. entropy, means that not 
all energy is available on a macroscopic level and that a measure of quality has to be asserted to it to 
reflect its usability. This property is known as temperature [12]. 

Chemical reactions require a certain temperature to commence and demand or release an amount of 
heat during the reaction. A chemical process usually consists of several chemical reactions carried out 
in a reactor followed by separation steps to bring a product to specification. During these processes, 
heat is not only added but excess heat is also removed. This excess heat is commonly referred to 
as waste heat and can be used to drive other processes if its temperature is high enough. Utilizing 
waste heat streams is called heat integration and together with advancements in process equipment 
can increase the energy efficiency of a process, i.e. the amount of product produced from a certain 
quantity of energy [14]. Increasing energy efficiency is the main strategy to reduce heat-related CO2 
emissions together with switching to low-carbon energy carriers [9, 15-17]. 
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  Switching to low-carbon energy carriers is increasingly feasible due to the significant growth in 
renewable energy technologies and the emergence of power-to-heat technologies [17, 18]. Power-
to-heat technologies convert electrical power into heat in various ways: directly, through electric 
boilers; indirectly, by first producing an intermediate energy carrier like hydrogen; or by enhancing the 
temperature of waste heat using electricity [19, 20]. In the latter case, mechanical heat pumps mix low-
temperature, high-entropy, heat with, entropy-free, (renewable) electricity to elevate the temperature 
of waste heat, as depicted in Fig. 2 [21]. This method increases the energy efficiency of a process whilst 
enabling a switch to a low-carbon energy carrier, and is therefore a preferred solution. 

In recent years, research activities on heat pumps have increased and new technologies have 
been brought to the market to foster the adoption of heat pumps by industry [22-24]. However, 
implementing this technology in practice is challenging, primarily due to the difficulty of finding an 
economically viable heat pump solution [23]. This challenge arises not only from the complexities of 
identifying appropriate process connections but also from configuring the heat pump itself to achieve 
both technical feasibility and economic viability [23, 25-31]. 

   
 

   
 

1.	Introduction	
Immediate	 action	 is	 required	 to	 mitigate	 the	 impacts	 of	 climate	 change	 [1].	 The	 enhanced	
greenhouse	effect,	driven	by	anthropogenic	greenhouse	gas	(GHG)	emissions,	had	increased	the	
global	average	atmospheric	 temperature	 in	2023	by	1.48	oC	since	the	1850-1900	preindustrial	
level	[2].	This	increase	has	already	caused	signi:icant	damage	to	health,	livelihoods,	food	security,	
water	supply,	human	security,	and	economic	growth	 [1].	To	 limit	 further	harm,	GHG	emissions	
have	to	be	reduced	signi:icantly	[1].	In	response,	the	European	Union	adopted	a	set	of	policies	to	
cut	European	GHG	emissions	by	at	least	55%	by	2030	and	aims	to	become	the	:irst	climate-neutral	
continent	in	2050	[3].	Industry	plays	a	crucial	role	in	achieving	these	targets,	as	it	accounted	for	
about	30%	of	European	GHG	emissions	in	2022,	with	CO2	making	up	for	75%	of	emissions	[4,	5].	
Therefore,	 industrial	 companies	 must	 invest	 in	 CO2-mitigating	 technologies	 to	 comply	 with	
regulations	while	maintaining	their	economic	viability.		

This	 introduction	 outlines	 the	 need	 for	 CO2	 emission	 reduction	 in	 the	 industrial	 sector	 and	
explains	our	focus	on	industrial	heat	pumps	to	achieve	this	goal.	Section	1.1	discusses	current	CO2	
emissions	from	industry,	the	role	of	heating	requirements,	the	potential	of	heat	pumps	to	reduce	
these	emissions,	 and	 the	necessary	steps	 to	achieve	 these	 reductions.	 Section	1.2	presents	 the	
research	objectives	and	questions	of	 this	 thesis.	 Section	1.3	details	 the	 research	approach	and	
section	1.4	provides	an	outline	of	the	dissertation.	

1	Background	and	motivation	
Industrial	 GHG	 emissions	 are	 largely	 caused	 by	 energy-intensive	 processes	 such	 as	 crude	 oil	
re:ining,	steam	cracking,	ammonia	production,	and	the	manufacturing	of	materials	like	cement,	
bricks,	 glass,	 and	 paper	 [6].	 Despite	 years	 of	 optimization,	 the	 energy-intensive	 industry	 lags	
behind	 other	 sectors	 in	 decarbonization	 efforts	 [7].	 This	 is	 in	 part	 due	 to	 its	 large	 variety	 of	
processes	[8,	9].	However,	close	to	80%	of	the	industry's	GHG	emissions	result	from	burning	fossil	
fuels	to	meet	power	(~25%)	and	heating	(~75%)	requirements,	as	presented	in	Fig.	1	[6,	10].	
Reducing	heat-related	emissions	is	therefore	a	crucial	route	to	decarbonizing	the	industrial	sector	
[11].	

Heat	 is	 required	by	 industrial	 systems	 to	 increase	 their	 thermal	and	 internal	energy	 to	enable	
process	 operations.	 An	 increase	 in	 internal	 energy	 changes	 the	 system’s	 dynamics	 on	 the	
molecular	 and	 sub-molecular	 levels	 [12].	 These	 changes	 alter	 the	 physical	 properties	 of	 a	
substance	due	to,	for	example,		

	

FFiigguurree		11	Share	and	breakdown	of	industrial	heat	demand–	Source:	IEA,	2017	Renewable	Energy	
for	industry	[4]	

Figure 1 Share and breakdown of industrial heat demand– Source: IEA, 2017 Renewable Energy for 
industry [4]
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Figure 2 Heat flows from a theoretical heat pump 
a. �a heat pump process where work (W) is used to lift heat (QL) from a low temperature heat source to 

aa high temperature heat sink by forming high temperature heat (QH). 
b. a Sankey diagram of a heat pump. 

In a process, economically viable heat pump connections can be identified by using pinch analysis 
[14]. Pinch analysis was originally developed to optimize the heat integration of complex processes 
by aggregating all heating and cooling requirements in their respective composite curve, as in Fig 3.a 
[14]. The method helps to identify the heat integration bottleneck, i.e. the pinch point, that separates 
the process into a region with a net heat requirement and a region with a net heat demand, as shown 
in Fig. 3.b [14]. Townsend and Linnhoff [32, 33] showed that a heat pump can only reduce the heating 
requirements when it connects these two regions (Fig. 3.c). However, the location of the pinch point can 
change with the introduction of CO2 mitigation measures and potentially reduce the effectiveness of 
the heat pump, as depicted in Fig. 3.d [34]. This complicates the identification of economically feasible 
heat pump solutions as it is unclear which technologies can effectively be placed alongside a heat 
pump and how their deployment sequence affects their combined CO2 reduction. Hence, design tools 
are needed at a pre-feasibility stage to assess the impact a combined deployment. 

a	phase	change	or	a	reaction	with	other	substances	[13].	The	disordered	microscopic	nature	of	
thermal	 energy	 is	 randomly	 distributed	 throughout	 a	 substance,	 which	 sets	 it	 apart	 from	
macroscopic	forms	of	energy,	like	kinetic	or	potential	energy,	where	on	a	macroscopic	level	the	
entire	system	behaves	compared	to	one	reference	frame.	The	disorderedness	of	thermal	energy,	
i.e.	entropy,	means	that	not	all	energy	is	available	on	a	macroscopic	level	and	that	a	measure	of
quality	has	to	be	asserted	to	it	to	re:lect	its	usability.	This	property	is	known	as	temperature	[12].

Chemical	reactions	require	a	certain	temperature	to	commence	and	demand	or	release	an	amount	
of	 heat	 during	 the	 reaction.	 A	 chemical	 process	 usually	 consists	 of	 several	 chemical	 reactions	
carried	out	in	a	reactor	followed	by	separation	steps	to	bring	a	product	to	speci:ication.	During	
these	 processes,	 heat	 is	 not	 only	 added	 but	 excess	 heat	 is	 also	 removed.	 This	 excess	 heat	 is	
commonly	referred	to	as	waste	heat	and	can	be	used	to	drive	other	processes	if	its	temperature	is	
high	 enough.	 Utilizing	 waste	 heat	 streams	 is	 called	 heat	 integration	 and	 together	 with	
advancements	 in	 process	 equipment	 can	 increase	 the	 energy	 ef:iciency	 of	 a	 process,	 i.e.	 the	
amount	of	product	produced	from	a	certain	quantity	of	energy	[14].	Increasing	energy	ef:iciency	
is	the	main	strategy	to	reduce	heat-related	CO2	emissions	together	with	switching	to	low-carbon	
energy	carriers	[9,	15-17].		

Switching	to	low-carbon	energy	carriers	is	increasingly	feasible	due	to	the	signi:icant	growth	in	
renewable	energy	technologies	and	the	emergence	of	power-to-heat	technologies	[17,	18].	Power-
to-heat	technologies	convert	electrical	power	into	heat	in	various	ways:	directly,	through	electric	
boilers;	 indirectly,	 by	 :irst	 producing	 an	 intermediate	 energy	 carrier	 like	 hydrogen;	 or	 by	
enhancing	the	temperature	of	waste	heat	using	electricity	[19,	20].	In	the	latter	case,	mechanical	
heat	pumps	mix	low-temperature,	high-entropy,	heat	with,	entropy-free,	(renewable)	electricity	
to	elevate	 the	temperature	of	waste	heat,	as	depicted	 in	Fig.	2	[21].	This	method	 increases	 the	
energy	 ef:iciency	 of	 a	 process	whilst	 enabling	 a	 switch	 to	 a	 low-carbon	 energy	 carrier,	 and	 is	
therefore	a	preferred	solution.		

In	recent	years,	research	activities	on	heat	pumps	have	increased	and	new	technologies	have	been	
brought	 to	 the	 market	 to	 foster	 the	 adoption	 of	 heat	 pumps	 by	 industry	 [22-24].	 However,	
implementing	this	technology	in	practice	is	challenging,	primarily	due	to	the	dif:iculty	of	:inding	
an	 economically	 viable	 heat	 pump	 solution	 [23].	 This	 challenge	 arises	 not	 only	 from	 the	
complexities	of	 identifying	appropriate	process	connections	but	also	 from	con:iguring	the	heat	
pump	itself	to	achieve	both	technical	feasibility	and	economic	viability	[23,	25-31].		

(a)	 (b)	

FFiigguurree		22		Heat	:lows	from	a	theoretical	heat	pump	–	a.	a	heat	pump	process	where	work	(W)	is	
used	 to	 lift	 heat	 (QL)	 from	a	 low	 temperature	heat	 source	 to	 a	 high	 temperature	heat	 sink	by	
forming	high	temperature	heat	(QH).	b.	a	Sankey	diagram	of	a	heat	pump.		

a	phase	change	or	a	reaction	with	other	substances	[13].	The	disordered	microscopic	nature	of	
thermal	 energy	 is	 randomly	 distributed	 throughout	 a	 substance,	 which	 sets	 it	 apart	 from	
macroscopic	forms	of	energy,	like	kinetic	or	potential	energy,	where	on	a	macroscopic	level	the	
entire	system	behaves	compared	to	one	reference	frame.	The	disorderedness	of	thermal	energy,	
i.e.	entropy,	means	that	not	all	energy	is	available	on	a	macroscopic	level	and	that	a	measure	of
quality	has	to	be	asserted	to	it	to	re:lect	its	usability.	This	property	is	known	as	temperature	[12].

Chemical	reactions	require	a	certain	temperature	to	commence	and	demand	or	release	an	amount	
of	 heat	 during	 the	 reaction.	 A	 chemical	 process	 usually	 consists	 of	 several	 chemical	 reactions	
carried	out	in	a	reactor	followed	by	separation	steps	to	bring	a	product	to	speci:ication.	During	
these	 processes,	 heat	 is	 not	 only	 added	 but	 excess	 heat	 is	 also	 removed.	 This	 excess	 heat	 is	
commonly	referred	to	as	waste	heat	and	can	be	used	to	drive	other	processes	if	its	temperature	is	
high	 enough.	 Utilizing	 waste	 heat	 streams	 is	 called	 heat	 integration	 and	 together	 with	
advancements	 in	 process	 equipment	 can	 increase	 the	 energy	 ef:iciency	 of	 a	 process,	 i.e.	 the	
amount	of	product	produced	from	a	certain	quantity	of	energy	[14].	Increasing	energy	ef:iciency	
is	the	main	strategy	to	reduce	heat-related	CO2	emissions	together	with	switching	to	low-carbon	
energy	carriers	[9,	15-17].		

Switching	to	low-carbon	energy	carriers	is	increasingly	feasible	due	to	the	signi:icant	growth	in	
renewable	energy	technologies	and	the	emergence	of	power-to-heat	technologies	[17,	18].	Power-
to-heat	technologies	convert	electrical	power	into	heat	in	various	ways:	directly,	through	electric	
boilers;	 indirectly,	 by	 :irst	 producing	 an	 intermediate	 energy	 carrier	 like	 hydrogen;	 or	 by	
enhancing	the	temperature	of	waste	heat	using	electricity	[19,	20].	In	the	latter	case,	mechanical	
heat	pumps	mix	low-temperature,	high-entropy,	heat	with,	entropy-free,	(renewable)	electricity	
to	elevate	 the	temperature	of	waste	heat,	as	depicted	 in	Fig.	2	[21].	This	method	 increases	 the	
energy	 ef:iciency	 of	 a	 process	whilst	 enabling	 a	 switch	 to	 a	 low-carbon	 energy	 carrier,	 and	 is	
therefore	a	preferred	solution.		

In	recent	years,	research	activities	on	heat	pumps	have	increased	and	new	technologies	have	been	
brought	 to	 the	 market	 to	 foster	 the	 adoption	 of	 heat	 pumps	 by	 industry	 [22-24].	 However,	
implementing	this	technology	in	practice	is	challenging,	primarily	due	to	the	dif:iculty	of	:inding	
an	 economically	 viable	 heat	 pump	 solution	 [23].	 This	 challenge	 arises	 not	 only	 from	 the	
complexities	of	 identifying	appropriate	process	connections	but	also	 from	con:iguring	the	heat	
pump	itself	to	achieve	both	technical	feasibility	and	economic	viability	[23,	25-31].		

(a)	 (b)	

FFiigguurree		22		Heat	:lows	from	a	theoretical	heat	pump	–	a.	a	heat	pump	process	where	work	(W)	is	
used	 to	 lift	 heat	 (QL)	 from	a	 low	 temperature	heat	 source	 to	 a	 high	 temperature	heat	 sink	by	
forming	high	temperature	heat	(QH).	b.	a	Sankey	diagram	of	a	heat	pump.		
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Figure 3 Pinch analysis as a basis for heat integration; 
a. �Hot (red) and cold (blue) composite curve of a process; 
b. �Grand composite curve with net heat requirements at each temperature; 
c. �Appropriate placement of a heat pump connecting the heat surplus below the pinch to the heat 

demand above it, and 
d. A shifted pinch point due to process changes. 

In addition to the selection of the heat pump connections to the process, the heat pump’s configuration 
(i.e. its components in a specific order, as presented in Fig.4.a), is also an important factor in its 
economic viability. Recent literature reviews by Arpagaus et al. [23], Jiang et al. [35], and Adamson et al. 
[22] identify more than 70 different heat pump layouts. These layouts result from adding components 
to a basic heat pump layout (Fig. 4.b) and or changing the work domain of the cycle with respect to the 
critical point of the working media (i.e., subcritical, transcritical, or supercritical). A study by Farshi et 
al. [36] has shown that the loss in thermodynamic efficiency with increasing temperature lift differs 
between different types of heat pump cycles. This effect is also highlighted by a benchmark study by 
Bless et al. [37], who compared different steam-generating heat pumps with a similar Coefficient of 
Performance (COP), i.e. the ratio between the heat delivered by and the work added to the heat pump, 

   
 

   
 

In	a	process,	economically	viable	heat	pump	connections	can	be	identi:ied	by	using	pinch	analysis		
[14].	 Pinch	 analysis	 was	 originally	 developed	 to	 optimize	 the	 heat	 integration	 of	 complex	
processes	by	aggregating	all	heating	and	cooling	requirements	in	their	respective	composite	curve,	
as	in	Fig	3.a	[14].	The	method	helps	to	identify	the	heat	integration	bottleneck,	i.e.	the	pinch	point,	
that	separates	the	process	into	a	region	with	a	net	heat	requirement	and	a	region	with	a	net	heat	
demand,	as	shown	in	Fig.	3.b	[14].	Townsend	and	Linnhoff	[32,	33]	showed	that	a	heat	pump	can	
only	reduce	the	heating	requirements	when	it	connects	these	two	regions	(Fig.	3.c).	However,	the	
location	 of	 the	 pinch	 point	 can	 change	with	 the	 introduction	 of	 CO2	mitigation	measures	 and	
potentially	reduce	the	effectiveness	of	the	heat	pump,	as	depicted	in	Fig.	3.d	[34].	This	complicates	
the	identi:ication	of	economically	feasible	heat	pump	solutions	as	it	is	unclear	which	technologies	
can	effectively	be	placed	alongside	a	heat	pump	and	how	their	deployment	sequence	affects	their	
combined	CO2	reduction.	Hence,	design	tools	are	needed	at	a	pre-feasibility	stage	to	assess	the	
impact	a	combined	deployment.		
	
	

	

		

(a)	 (b)	
	

	
(c)	 (d)	

FFiigguurree		33	Pinch	analysis	as	a	basis	for	heat	integration;	a.	Hot	(red)	and	cold	(blue)	composite	
curve	of	a	process;	b.	Grand	composite	curve	with	net	heat	requirements	at	each	temperature;	
c.	appropriate	placement	of	a	heat	pump	connecting	the	heat	surplus	below	the	pinch	to	the	
heat	demand	above	it,	and	d.	a	shifted	pinch	point	due	to	process	changes.	
	

In	 addition	 to	 the	 selection	 of	 the	 heat	 pump	 connections	 to	 the	 process,	 the	 heat	 pump’s	
con:iguration	(i.e.	its	components	in	a	speci:ic	order,	as	presented	in	Fig.4.a),	is	also	an	important	
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according to the literature. They observed that the COP differed by a factor of two when applied to 
the same case. To help select the economically preferred heat pump configuration for a specified 
application, additional insights are needed into why these pressure changes cause these losses and 
how they develop with the temperature of the heat sink and the temperature lift.

Switching to low-carbon energy carriers further complicates the identification of heat pump solutions, 
due to the inherent fluctuations of renewable energy sources such as wind and solar. High shares 
of variable renewable energy in energy systems reduce the electricity spot price when the supply 
of these sources is most abundant and increase it when the supply is scarce [19]. As the penetration 
of renewable energy sources increases, electricity price fluctuations may become more and more 
pronounced when there is a mismatch between availability and demand [38]. Capitalizing on this 
volatility by purchasing electricity at lower or even negative prices and storing it for later use can 
significantly improve the business case for a heat pump solution [38, 39]. However, other (direct and 
indirect) power-to-heat technologies with their own conversion efficiency, storage capabilities, and 
equipment cost also play a role. Insights are needed into the potential roles a heat pump, or other 
technology, can play in an integrated energy system powered by fluctuating renewable energy [23]. 

factor	in	its	economic	viability.	Recent	literature	reviews	by	Arpagaus	et	al.		[23],	Jiang	et	al.	[35],	
and	Adamson	et	al.	[22]	identify	more	than	70	different	heat	pump	layouts.	These	layouts	result	
from	adding	components	to	a	basic	heat	pump	layout	(Fig.	4.b)	and	or	changing	the	work	domain	
of	the	cycle	with	respect	to	the	critical	point	of	the	working	media	(i.e.,	subcritical,	transcritical,	or	
supercritical).		A	study	by	Farshi	et	al.	[36]	has	shown	that	the	loss	in	thermodynamic	ef:iciency	
with	increasing	temperature	lift	differs	between	different	types	of	heat	pump	cycles.	This	effect	is	
also	 highlighted	 by	 a	 benchmark	 study	 by	 Bless	 et	 al.	 [37],	 who	 compared	 different	 steam-
generating	heat	pumps	with	a	similar	Coef:icient	of	Performance	(COP),	i.e.	the	ratio	between	the	
heat	delivered	by	and	the	work	added	to	the	heat	pump,	according	to	the	literature.	They	observed	
that	 the	 COP	 differed	 by	 a	 factor	 of	 two	 when	 applied	 to	 the	 same	 case.	 To	 help	 select	 the	
economically	preferred	heat	pump	con:iguration	 for	a	speci:ied	application,	additional	 insights	
are	needed	into	why	these	pressure	changes	cause	these	losses	and	how	they	develop	with	the	
temperature	of	the	heat	sink	and	the	temperature	lift.	

Switching	 to	 low-carbon	 energy	 carriers	 further	 complicates	 the	 identi:ication	 of	 heat	 pump	
solutions,	due	to	the	inherent	:luctuations	of	renewable	energy	sources	such	as	wind	and	solar.	
High	shares	of	variable	renewable	energy	in	energy	systems	reduce	the	electricity	spot	price	when	
the	supply	of	these	sources	is	most	abundant	and	increase	it	when	the	supply	is	scarce	[19].	As	the	
penetration	 of	 renewable	 energy	 sources	 increases,	 electricity	 price	 :luctuations	may	 become	
more	and	more	pronounced	when	 there	 is	 a	mismatch	between	availability	 and	demand	 [38].	
Capitalizing	on	this	volatility	by	purchasing	electricity	at	lower	or	even	negative	prices	and	storing	
it	 for	 later	 use	 can	 signi:icantly	 improve	 the	 business	 case	 for	 a	 heat	 pump	 solution	 [38,	 39].	
However,	 other	 (direct	 and	 indirect)	 power-to-heat	 technologies	 with	 their	 own	 conversion	
ef:iciency,	storage	capabilities,	and	equipment	cost	also	play	a	role.	Insights	are	needed	into	the	
potential	roles	a	heat	pump,	or	other	technology,	can	play	in	an	integrated	energy	system	powered	
by	:luctuating	renewable	energy	[23].		

(a)	 (b)	
FFiigguurree		44	Heat	pump	con:igurations;	a.	the	basic	heat	pump	con:iguration	for	a	mechanical	vapour	
compression	heat	pump,	b.	an	advanced	heat	pump	cycle	with	an	added	heat	exchanger	to	the	
basic	heat	pump	con:iguration	

Figure 4 Heat pump configurations;  
a. the basic heat pump configuration for a mechanical vapour compression heat pump,  
b. an advanced heat pump cycle with an added heat exchanger to the basic heat pump configuration
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  2 Objective and research questions
The aim of this research is to develop design methods for the early stages in the design process that 
support the deployment of heat pump solutions in a transitioning industrial sector. This includes the 
impact of both technical changes to the production process and the heat pump configuration as well 
as changes in energy prices and equipment cost on the techno-economic viability of an industrial heat 
pump. Consequently, the main research question is:

How to identify optimal techno-economic heat pump solutions for industrial processes in the context of 
the energy transition?

To answer this question, the following research sub-questions have been formulated:

1.	 How does the deployment sequence of a heat pump and other industrial CO2 mitigation 
measures influence their combined CO2 reduction potential?

2.	 How to identify CO2 mitigation measures that improve the performance of an already installed 
heat pump?

3.	 How to identify the optimal techno-economic heat pump configuration in case of high 
temperature lifts? 

4.	 How do energy prices and technology costs affect the deployment of heat pumps and other 
power-to-heat and storage technologies in the electrification of utility systems?

In summary, this research introduces novel early assessment methods for integrating heat pumps in 
industrial processes, finding their techno-economic optimal configuration and combination with other 
power-to-heat and storage technologies. These methods can support industrial companies in their 
decisions regarding the electrification of their utility systems and their CO2 reduction efforts, thereby 
contributing significantly to the EU’s climate neutrality targets.

3 Research approach and outline
The research questions are clustered into three sections. In section 1, questions 1 and 2 are answered 
by focusses on the integration of a heat pump in a production process alongside the deployment of 
other technologies. Section 2 answers question 3 by delving into optimizing heat pump configurations. 
Section 3 discusses the electrification of industrial utility systems under fluctuating energy prices and 
technology cost and answers research question 4. These sections are followed by a closing section 
with an overview of research outcomes, limitations, overall conclusions and recommendations.

Section 1: Integrating heat pumps

Research questions 1 and 2, both related to the integration of the heat pump, are studied using two case 
studies: a biodiesel and a vinyl chloride monomer production process (Chapter 2). A literature review is 
carried out to identify which energy efficiency measures can be integrated alongside the heat pump and 
how these changes can be studied from a heat integration perspective. Relevant technologies are listed 
and ranked based on their performance. The top-ranking technologies at different process sections, 
or ‘onion’ levels (reaction, separation, heat integration, and power), are selected for deployment. Their 
listed performance were used to establish an energy and mass balances, which are used in a pinch 
analysis. The results of the pinch analysis are then used to estimate the performance of the heat 
pump after the deployment of the energy efficiency measures. By comparing different deployment 
sequences, research question 1 is answered. 
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The output of the literature study on energy efficiency measures is also used for studying the impact 
of process changes on an already installed heat pump (Chapter 3). For this study, Process Change 
Analysis is used to investigate how the placement of the heat pump relates to the pinch of the rest 
of the process. This method is combined with exergy analysis to account for the work-value of heat 
which makes the impact of process changes on the work target of the heat pump explicit. The resulting 
Split-Exergy Grand Composite Curve supports in assessing the impact of process changes on the work 
target of the heat pump and helps to identify process changes that do not negatively impact the 
performance of the already installed heat pump. 

Section 2: Optimizing heat pump configurations

Research question 3 is answered by studying a steam-generating heat pump (SGHP) because of its 
high relevance to industry. A SGHP commonly requires a large temperature lift that renders the 
standard, subcritical simple cycle, uneconomical due to large irreversibilities. To solve this problem, 
energy efficiency measures are added to the cycle to increase its economic performance. 

These energy efficiency measures are added to the section of the heat pump cycle that causes the 
highest operational cost. Chapter 4 compares the use of energy- and exergy-based methods for the 
identification of the section. Energy analysis is used as a reference because of its dominant role in 
literature [23, 27, 37]. Exergy-Based Cost Minimization is used to monetize the component-level exergy 
destruction according to the cost of additional work requirements by the compressor. 

Chapter 5 explores the development and origin of thermodynamic losses in order to get insight 
into how to improve a cycle’s performance. A set of frequently suggested steam-generating heat 
pump configurations in literature is investigated. Their exergo-economic cycle- and component-
level performance are explored for a range of source and sink temperatures to understand how the 
performances change with increasing temperature lifts, sink and source temperatures. Advanced 
exergy analysis is used to study the origin of the thermodynamic losses. This method is based on the 
concept of hybrid cycles where all but one component in a configuration works reversibly to identify 
whether the losses are due to the performance of this component or due to the configuration of the 
cycle. 

Section 3: Electrification of utility systems under fluctuating energy prices

The impact of fluctuating energy prices on the sizing and operation of heat pumps and other power-
to-heat and storage technologies is answered by studying the electrification of the utility system of 
a paper mill with a variable heat demand in North-West Europe (Chapter 6). In the evaluation, direct 
and indirect electrification technologies, i.e. an electric boiler and hydrogen as an intermediate energy 
carrier, resp., as well as a heat pump are added to the existing fossil infrastructure with a connection 
to the electricity grid. The optimal sizing of the components of this utility system is determined 
by minimizing the total annual cost on a half-hourly basis, whilst keeping the installed capacities 
constant. This is done for different energy and technology price scenarios to investigate how it affects 
the technology sizing and operation. In the study, different energy price scenarios are explored where 
the mean electricity price, fluctuation in energy prices and the electricity-to-gas price ratio are varied. 
Moreover, the impact of the technology cost is also studied for these energy price scenarios by working 
with relatively high and low technology cost of the heat pump in respect to the other technologies.
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SECTION 1
INTEGRATING A HEAT PUMP IN A 
PRODUCTION PROCESS 
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CHAPTER 2	�
EXPLORING IMPACTS OF DEPLOYMENT 
SEQUENCES OF INDUSTRIAL MITIGATION 
MEASURES ON THEIR COMBINED CO2 
REDUCTION POTENTIAL 

This chapter was originally published as B. W. de Raad, M. van Lieshout, L. Stougie, C. A. Ramirez, “Exploring impacts of deployment 
sequences of industrial mitigation measures on their combined CO2 reduction potential”, Energy, Volume 262, Part B, 2023, 125406, 
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Abstract

Rapid deployment of a portfolio of heat-related CO2 mitigation measures in the industrial 
sector is needed to mitigate human-induced climate change. This paper explores the 
effect of sequencing these measures on their combined CO2 reduction potential. In a 
case study, CO2 mitigation measures are deployed throughout a biodiesel production 
process. The deployment of a membrane reactor, divided wall column, heat pump, and an 
e-boiler in several sequences showed that the combined CO2 reduction potential is indeed 
dependent on the deployment sequence. Moreso, the results of the case study show 
that the deployment of a heat pump after the deployment of a divided wall column was 
technically impossible, but that the combined deployment of a membrane reactor and a 
divided wall column provided new heat pump possibilities which resulted in the largest 
combined CO2 reduction. Though a different heat pump design was required than when 
starting decarbonization with a heat pump in the reference case. The results of the case 
study indicate that using conservative estimates gives a good enough representation of the 
combined reduction potential unless a heat integration measure is considered. Therefore, 
sequencing approaches (e.g., MACC) are not fit for the assessment of heat integration 
technologies. 

1 Introduction
The industrial sector has to halve its CO2 emissions by 2030 to mitigate human-induced climate change 
[1, 2]. Decarbonizing heat sources and implementing energy efficiency measures have the potential to 
reduce the sector’s overall CO2 emissions by 80% [2]. Several studies have explored the reduction 
potential of individual measures. For instance, Yáňez et al. [3] calculated the expected CO2 reduction 
potential of 20 energy efficiency measures in the Colombian oil industry. Similarly, Hasanbeigi et al. 
[4] identified 23 energy efficiency improvements for the Chinese cement industry. In these studies, the 
combined CO2 reduction potential is the sum of the potential of the individual measures. The impact 
of plausible interactions between these measures is assumed to be covered by taking conservative 
estimates and working with ballpark estimates [3, 5]. However, these coarse methods may be 
insufficient, as interactions between measures could have a severe impact [6].

A portfolio of mitigation measures is commonly not deployed simultaneously due to, among others, 
limited resources [7]. The sequencing of these measures is often based on a Marginal abatement cost 
curve (MACC), which is a well-known approach for evaluating and identifying cost-effective options [8-11]. 
However, this approach has some limitations. For instance, it does not consider the effects of temporal 
dynamics and interactions between measures [12]. As a result, incremental CO2 reductions by a new 
measure might be (partially) negated. Berghout et al. [13] worked around these limitations by adding a 
bottom-up analysis and studied interactions between short and medium-term mitigation measures. The 
authors report no significant interactions between energy efficiency measures and other CO2 reduction 
measures. Wiertzema et al. [14], however, found strong CO2 emission reduction trade-offs when explicitly 
studying the performance of heat integration measures based on the changes in the heat integration 
potential.
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One heat integration measure that is increasingly gaining interest in the industrial sector is a heat 
pump [15, 16]. This emerging high-potential waste heat technology is often among the most cost-
competitive CO2 reduction technologies and is therefore likely to be among the first to be deployed 
[17]. However, the performance of a heat pump is defined by the processes it is connected to [18]. These 
conditions may change with the deployment of other CO2 reduction measures. Therefore, a stand-
alone assessment of heat pumps is likely to give an unjust representation of its contribution to the 
combined CO2 reduction potential. 

This article examines how the deployment sequence of mitigation measures affects their combined 
CO2 reduction potential. The emphasis is on the interaction between heat integration measures, energy 
efficiency measures, and measures that decarbonize heat sources. A better understanding of the 
impact of the deployment sequence is needed to make more realistic estimates of the combined CO2 
reduction potential in the industrial sector, identify effective deployment sequences of CO2 mitigation 
measures, and avoid lock-ins that prevent further decarbonization. 

2 Method
The impact of process changes on the performance of heat integration measures, such as heat pumps, 
was assessed by exploring future plant layouts. The approach consists of three steps: 1. exploration of 
future plant layouts, 2. assessment of heat pump opportunities, and 3. deployment sequence analysis.

2.1 Exploration of future plant layouts

Interactions between different types of mitigation measures were explored by dividing the plant into 
a reaction section, a separation section, a waste heat recovery section, and a power section (Figure 1 
Onion diagram by Douglas [22] adapted to divide production plants into connected sections) [19]. CO2 
mitigation measures with a Technology Readiness Level of at least 8, in light of the approaching 2030 
reduction target, were identified for each section based on a literature review. 

Figure 1 Onion diagram by Douglas [22] adapted to divide production plants into connected sections 
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The resulting list of CO2 mitigation technologies was qualitatively ranked per process section. The ranking 
was based on the expected energy savings. A minus symbol (-) indicates an expected increase in heating 
requirements, a zero (0) was assigned when no significant changes are expected, while a plus symbol 
(+) reflects a decrease in heating requirements. The number of symbols represents the relative impact 
of the expected changes. The technologies with the highest individual positive impact per section were 
selected for the assessment. The resulting layouts enabled the assessment of the sole deployment of 
each technology, the combination of process improvements, the combination of each technology with a 
heat pump, and a combination of process improvements with a heat pump.

2.2 Assessment of heat pump opportunities

The heat pump is placed across the pinch point to effectively reduce net heating requirements [20, 
21]. The pinch point was identified with the help of pinch analysis [22, 23]. In this assessment, the 
heat pump was coupled to the hot (in surplus of heat), and cold (in demand of heat) streams closest 
to the pinch, with a thermal duty of at least 10% of the total heating requirements. These streams 
were identified by using the PinchAnalysis software [24]. Here, the thermal requirements of the main 
streams (top 90%) of the process were used as input. The specific heat of the media in these streams 
was assumed to be constant, as the operational data showed no deviation larger than 10%. Heat 
integration was limited with a minimal temperature difference of 10 oC [23]. The minimal temperature 
driving force for the heat pump was neglected. Grand composite curves (GCC) were used to size the 
heat pump, as in Figure 2 Integration of a single source heat pump in a grand composite curve [20, 22, 
25]. Here, heat from a cold reservoir (QL) is pumped to the temperature level of the high-temperature 
sink, where at this high-temperature heat (QH) is transferred to the hot sink. Here, QH is the sum of QL 
and the work (W) added by the heat pump.

The performance of the heat pump was expressed in the Coefficient of Performance (COP), which 
is calculated with COP = Qh/W. For an ideal (Carnot) heat pump, this simplifies to TH/(TH – TL), where 
TH is the temperature of the heat sink and (TH – TL) the required temperature lift by the heat pump. 
An efficiency factor (µ) is required to calculate the non-ideal COP. A factor of 0.55 is used in this 
assessment, which is common for a mechanical heat pump [26, 27] 

Figure 2 Integration of a single source heat pump in a grand composite curve 
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2.3 Deployment sequence analysis

All sequence variations of process changes that affect the heat integration potential are explored 
based on the results of the two previous steps and the conversion of heat and electricity consumption 
to CO2 emissions. Process changes that did not affect the heat integration potential were exempted 
from this analysis for clarity of results. Emissions from heat consumption were based on a well-to-
wheel emission factor of natural gas of 56,4 kg/GJ and a gas-fired boiler efficiency of 95% [28, 29]. 
The emissions related to electricity generation were calculated based on the expected well-to-wheel 
CO2 emissions of the Dutch electricity grid, which averages at 0,569 kg/kWh between 2020 and 2029 
[30]. Yearly operating hours were taken at 8760. 

3 �Plausible future layouts of a biodiesel production plant
The effect of the deployment sequence on the combined CO2 reduction potential of heat integration 
and other CO2 reduction measures is studied in a case study of a biodiesel production plant. This 
plant was selected as it represents a typical production plant in the industrial sector with moderate 
operational temperatures, CO2 emissions strongly linked to heating requirements, and a relatively 
simple plant layout.

3.1 Process description

The most common route to produce low-carbon biodiesel is by converting oil triglycerides into fatty acid 
methyl esters (FAME) [31]. This conversion is commonly enabled by transesterification with methanol 
(molar ratio 5.5:1) and a homogeneous base catalyst (~1wt% NaOH) [32]. For this process, a plant design 
is available from Air Liquide, as presented in Figure 3 Plant layout of the reference case (L0) based on 
the Air Liquide design [32]. The top-left area is defined as the reactor section and the bottom right area 
is the separation section. [32, 33]. This plant layout was used as the reference case. The process starts 
with removing gums, phosphatides, and soaps from the crude oil in a reactor at 45 oC. Hereafter, the 
degummed oil is deacidified in a distillation column operating at about 240 oC. The neutralized oil is added 
to two cascaded continuously stirred reactors with two sedimentation tanks operating at temperatures 
between 50 oC and 60 oC (separators 1 and 2 in Figure 3 Plant layout of the reference case (L0) based on 
the Air Liquide design [32]. The top-left area is defined as the reactor section and the bottom right area 
is the separation section.). Here, FAME and glycerol, are separated. After a second sedimentation tank, 
by-products are neutralized and the FAME (<5 wt% water) is washed off. After washing, the FAME is dried 
to the required product quality. The excess methanol together with the washing water and contaminants 
are added to the glycerol-methanol mixture from the bottom of the sedimentation tanks. Methanol 
is recovered from this combined tank in a distillation column with a reboiler temperature of 110 oC. 
From the top stream, nearly pure methanol is extracted at a temperature of about 60 oC. This stream is 
combined with fresh methanol and catalyst before re-entering the reactor. The bottom stream, mainly 
glycerol and water, is dried in a series of drying columns until reaching the required product quality. 
The evaporated water is reused in the washing tower [31, 32, 34]. The composite curve of the process is 
presented in Fig. 4.
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Figure 3 Plant layout of the reference case (L0) based on the Air Liquide design [32]. The top-left area 
is defined as the reactor section and the bottom right area is the separation section. 
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Figure 4 Composite curve of the biodiesel process

 
3.2. Future plant layouts

Possible CO2 mitigation technologies for the biodiesel production plant are summarized in table A.1 
(appendix). The following technologies were selected based on the reduction in expected heating 
requirement (fourth column of Table A.1):

1.	 a membrane reactor with methanol-recycling as an alternative technology for the reactor 
section, 

2.	 a divided wall column for the glycerol stream for the separation section, 
3.	 an e-boiler for the power section. 

The basis for the overall assessment was an energy and mass balance of the main streams of the 
biodiesel production plant (layout 1). The presence of unreacted products and other contaminants, like 
free fatty oils, were omitted. The resulting model was calibrated using confidential industrial process 
data. This layout is called layout 2 after deployment of the heat pump.
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3.2.1. Plant layout 3 and 4: modifications in the power section
The natural gas-fired boiler was replaced by an e-boiler in layout 3. The process flow diagram of this 
layout is the same as the reference case (Figure 3 Plant layout of the reference case (L0) based on  
the Air Liquide design [32]. The top-left area is defined as the reactor section and the bottom right  
area is the separation section) since no heat from the flue gas section is directly transferred to the 
production process. Hence, the energy and mass balances of the first layout remained unchanged 
from the reference case, just as the heat integration potential. The addition of a heat pump makes for 
layout 4.

3.2.2. Plant layout 5 and 6: modifications in the separation section
The methanol-recovery column and the glycerol-drying column of the reference case were replaced 
by a divided wall column in layout 5, which separates the column feed into three nearly pure streams, 
namely: methanol at the top, water in the middle, and crude glycerol at the bottom (Fig. 5). This 
column was based on a design by Kiss et al., [35-37] and operates at a pressure of 0.5 bar, with a reflux 
ratio of 0.83 and a feed stream temperature of 60 oC. The concentrations of the feed were taken from 
the process data. The thermal duty of the condenser was estimated based on the reflux rate (RR), the 
heat of evaporation (Δhevap), and the methanol distillate rate (o| m,d) using equation 1. 
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biodiesel	 production	 plant	 (layout	 1).	 The	 presence	 of	 unreacted	 products	 and	 other	
contaminants,	 like	 free	 fatty	 oils,	 were	 omitted.	 The	 resulting	 model	 was	 calibrated	 using	
con:idential	 industrial	process	data.	This	 layout	 is	called	 layout	2	after	deployment	of	 the	heat	
pump.	
	
3.2.1.	Plant	layout	3	and	4:	modifications	in	the	power	section	
The	natural	gas-:ired	boiler	was	replaced	by	an	e-boiler	in	layout	3.	The	process	:low	diagram	of	
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directly	transferred	to	the	production	process.	Hence,	the	energy	and	mass	balances	of	the	:irst	
layout	remained	unchanged	from	the	reference	case,	 just	as	the	heat	 integration	potential.	The	
addition	of	a	heat	pump	makes	for	layout	4.	
	
3.2.2.	Plant	layout	5	and	6:	modifications	in	the	separation	section	
The	 methanol-recovery	 column	 and	 the	 glycerol-drying	 column	 of	 the	 reference	 case	 were	
replaced	by	a	divided	wall	column	in	layout	5,	which	separates	the	column	feed	into	three	nearly	
pure	streams,	namely:	methanol	at	the	top,	water	in	the	middle,	and	crude	glycerol	at	the	bottom	
(Figure	5).	This	column	was	based	on	a	design	by	Kiss	et	al.,	[35-37]	and	operates	at	a	pressure	of	
0.5	bar,	with	a	re:lux	ratio	of	0.83	and	a	feed	stream	temperature	of	60	oC.	The	concentrations	of	
the	feed	were	taken	from	the	process	data.	The	thermal	duty	of	the	condenser	was	estimated	based	
on	the	re:lux	rate	(RR),	the	heat	of	evaporation	(Δℎ$%&'),	and	the	methanol	distillate	rate	(𝜙𝜙(,*)	
using	equation	1.		
	
𝑄𝑄+,-* = (1 + 𝑅𝑅𝑅𝑅) ⋅ Δℎ$%&' ⋅ 𝜙𝜙(,*		 (1)	

The	requirements	for	evaporating	the	water	fraction	(equation	1	with	a	re:lux	rate	of	zero)	and	
heating	the	glycerol	and	water	fraction	were	considered	for	the	duty	of	the	reboiler.	The	latter	was	
calculated	with	equation	2,	where	the	required	duty	to	heat	the	species	(𝑄̇𝑄)	is	the	product	of	the	
mass	 :low	 (𝑚̇𝑚),	 the	 speci:ic	 heat	 of	 the	 species	 (𝑐𝑐')	 and	 the	 temperature	difference	 (Δ𝑇𝑇).	The	
average	operating	temperature	was	based	on	the	model	by	Kiss	and	Ignar	at	105	oC	[36].	After	the	
condenser,	methanol	is	at	the	appropriate	temperature	to	be	sent	back	into	the	reactor.	The	water	
stream	was	condensed	and	cooled	back	to	50	oC	before	entering	the	washing	column.	The	glycerol	
was	cooled	down	to	a	temperature	of	30	oC.	The	available	heat	in	these	coolers	and	condensers	
was	calculated	using	equations	1	&	2.	Note	 that	as	 the	glycerol	and	water	 leave	 the	column	 in	
separate	steams,	the	glycerol	drying	step	needed	in	layout	1	could	be	omitted.	The	addition	of	a	
heat	pump	makes	for	layout	6.	
	
𝑄̇𝑄 = 𝑚̇𝑚 ⋅ 𝑐𝑐' ⋅ Δ𝑇𝑇		 (2)	
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separate	steams,	the	glycerol	drying	step	needed	in	layout	1	could	be	omitted.	The	addition	of	a	
heat	pump	makes	for	layout	6.	
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3. an	e-boiler	for	the	power	section.		
	
The	basis	for	the	overall	assessment	was	an	energy	and	mass	balance	of	the	main	streams	of	the	
biodiesel	 production	 plant	 (layout	 1).	 The	 presence	 of	 unreacted	 products	 and	 other	
contaminants,	 like	 free	 fatty	 oils,	 were	 omitted.	 The	 resulting	 model	 was	 calibrated	 using	
con:idential	 industrial	process	data.	This	 layout	 is	called	 layout	2	after	deployment	of	 the	heat	
pump.	
	
3.2.1.	Plant	layout	3	and	4:	modifications	in	the	power	section	
The	natural	gas-:ired	boiler	was	replaced	by	an	e-boiler	in	layout	3.	The	process	:low	diagram	of	
this	layout	is	the	same	as	the	reference	case	(Figure	3.)	since	no	heat	from	the	:lue	gas	section	is	
directly	transferred	to	the	production	process.	Hence,	the	energy	and	mass	balances	of	the	:irst	
layout	remained	unchanged	from	the	reference	case,	 just	as	the	heat	 integration	potential.	The	
addition	of	a	heat	pump	makes	for	layout	4.	
	
3.2.2.	Plant	layout	5	and	6:	modifications	in	the	separation	section	
The	 methanol-recovery	 column	 and	 the	 glycerol-drying	 column	 of	 the	 reference	 case	 were	
replaced	by	a	divided	wall	column	in	layout	5,	which	separates	the	column	feed	into	three	nearly	
pure	streams,	namely:	methanol	at	the	top,	water	in	the	middle,	and	crude	glycerol	at	the	bottom	
(Figure	5).	This	column	was	based	on	a	design	by	Kiss	et	al.,	[35-37]	and	operates	at	a	pressure	of	
0.5	bar,	with	a	re:lux	ratio	of	0.83	and	a	feed	stream	temperature	of	60	oC.	The	concentrations	of	
the	feed	were	taken	from	the	process	data.	The	thermal	duty	of	the	condenser	was	estimated	based	
on	the	re:lux	rate	(RR),	the	heat	of	evaporation	(Δℎ$%&'),	and	the	methanol	distillate	rate	(𝜙𝜙(,*)	
using	equation	1.		
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The	requirements	for	evaporating	the	water	fraction	(equation	1	with	a	re:lux	rate	of	zero)	and	
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mass	 :low	 (𝑚̇𝑚),	 the	 speci:ic	 heat	 of	 the	 species	 (𝑐𝑐')	 and	 the	 temperature	difference	 (Δ𝑇𝑇).	The	
average	operating	temperature	was	based	on	the	model	by	Kiss	and	Ignar	at	105	oC	[36].	After	the	
condenser,	methanol	is	at	the	appropriate	temperature	to	be	sent	back	into	the	reactor.	The	water	
stream	was	condensed	and	cooled	back	to	50	oC	before	entering	the	washing	column.	The	glycerol	
was	cooled	down	to	a	temperature	of	30	oC.	The	available	heat	in	these	coolers	and	condensers	
was	calculated	using	equations	1	&	2.	Note	 that	as	 the	glycerol	and	water	 leave	 the	column	 in	
separate	steams,	the	glycerol	drying	step	needed	in	layout	1	could	be	omitted.	The	addition	of	a	
heat	pump	makes	for	layout	6.	
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Figure 5 Plant layout of the plant with a divided wall column (L2) 

3.2.3. Plant layout 7 and 8: modifications to the reactor section
A membrane reactor with methanol-recirculation is used for the transesterification process in layout 
7, Fig. 6. The reactor design is based on the work by Cao et al. [37] and operates at 65 oC. The reactors, 
post reactor coolers, and their separation tanks were omitted. The resulting process flow diagram is 
presented in Fig. 6. The increase in conversion efficiency of about 2% is expected to have a negligible 
effect on the energy and mass balances [38, 39]. After the reactor, the product is cooled down to 
15 oC and separated in a sedimentation tank. The available heat in the cooler was calculated with 
eq. 2, assuming a specific heat capacity of the mixture of 2.13 kJ/kg K. The upper, FAME-rich stream, 
consists only of FAME and methanol (molar ratio of 10:1), which is comparable with the current flow 
composition [37]. The FAME-rich phase is brought to market specifications by washing and drying. 
The design of the wash column was left unchanged, as the concentration of methanol in the stream 
is comparable with the reference case. The methanol and water used in this process are fed in the 
methanol-recovery column. Only 75 wt% of the total methanol-rich (>70 wt% methanol) phase was 
recycled into the reactor to limit the accumulation of glycerol [37]. Before entering the reactor, this 
stream was brought back to the reaction temperature. This heating requirement was calculated using 
eq. 2. The remaining 25% of the methanol-rich stream is mixed with the waste products of the FAME 
purification process and led to the methanol-recovery column. The recycling of methanol results in 
a lower flux of methanol compared to the reference case. Therefore, the reboiler and condenser of 
this layout were redesigned based on eq. 1 but using the same reflux rate as in the reference case, 
i.e., 1.2. The reboiler duty was estimated as the sum of the condenser duty and the required heat for 
preheating (eq. 2). The addition of a heat pump makes for layout 8.
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Figure 6 Plant layout of the plant with a membrane reactor (L3)

3.2.4 Plant layout 9 and 10: modifications to the separation and reactor section 
In this layout, a membrane reactor was introduced together with a divided wall column. The resulting 
process flow diagram is depicted in Figure 7 Plant layout of the plant with a divided wall column and 
a membrane reactor (L4)7. Here, the process units were modelled in the same way as in the plant 
layouts 5 and 7. The addition of a heat pump makes for layout 10.

Figure 7 Plant layout of the plant with a divided wall column and a membrane reactor (L4) 
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4 Results
Interactions between the process changes are elucidated by first covering the impacts individual 
and combined measures had on the heat integration potential of the biodiesel production site. These 
results were thereafter used to build deployment sequences that help understand the impact of the 
deployment sequence on the combined CO2 reduction potential. 

4.1 Heat requirements of the plausible plant layouts

The grand composite curves (GCCs) of all the layouts are depicted in Figure A-H. These graphs show 
the changes in thermal requirements resulting from deploying the CO2 mitigation measures. From 
Figure a, it can be derived that 2.4 MW of heat was required to operate the current plant layout (L1). The 
highest temperatures were required by the deacidification process of the crude oil before it entered 
the reactor at about 250 oC. Nevertheless, most heat (1.9 MW) was required around 110 oC to evaporate 
the methanol in the reboiler of the methanol-recovery column. The pinch was formed at about 100 oC 
by the FAME drying process. This pinch extends to a near pinch at about 60 oC, where the condensation 
heat of the methanol (1.4 MW) from the same recovery column became available. The reboiler and 
condenser of this column were taken as the sink and source for a heat pump. Their location in the T-H 
diagram is indicated by the dotted line. The effect of connecting these streams with this heat pump is 
depicted in Figure b. Connecting these streams required 0.4 MW. The GCC of Layout 2 (L2) shows that 
another heat pump could save an additional 0.25 MW. The GCC also holds for layouts 3 and 4, where 
the e-boiler replaced a natural gas-fired boiler.

The deployment of the divided wall column reduced heating requirements to 1.8 MW in layout 5 
(Figure c). This reduction aligns with the expected savings reported by Kiss et al. of 20-30 % [40]. Most 
heat (1.6 MW) was required at a temperature of about 260 oC in the reboiler of the column set by the 
evaporation temperature of glycerol at 0.5 bara. The GGC shows a near pinch at 240 oC, where heat 
was required for the deacidification process. This near pinch extends via a pocket until the actual pinch 
temperature of about 100 oC is formed by the FAME drying process. The water condenser, 0.2 MW at 
about 75 oC, and the methanol condenser 1.3 MW at about 50 oC of the divided wall column were the 
most noticeable cooling loads below the pinch. The total cooling requirements, in this layout, were 
larger than those in the reference layout as exit streams were modelled to be cooled to environmental 
conditions. Due to the relative size and the location near the pinch, both the reboiler and the condenser 
of the divided wall column were potential sinks and sources for the heat pump. Nonetheless, as 
the temperature of the reboiler exceeded the operational range of current heat pump technologies 
(condenser temperatures of over 250 oC and a temperature lift of about 200 oC [41-43]), this case had 
no feasible heat pump solution. Neither were there other significant heat sinks to which a heat pump 
could be connected. Hence, layout 6 was declared infeasible (Figure d).

The deployment of the membrane reactor reduced the heating requirement to 1.9 MW in layout 7 
(Figure e). This reduction is due to the reduced mass flow through the methanol-recovery column, 
whose reboiler duty was reduced to 1.5 MW. The effect is however limited, as most of the methanol 
stream originated from the wash column and the FAME dryer. These streams were contaminated 
with water, so they could not be recycled and had to be directly fed to the recovery column. The pinch 
temperature was again formed by the FAME dryers at about 100 oC and most cooling requirements 
were from the column’s condenser (1.1 MW). The heat pump of layout 8 required 0.4 MW and used the 
heat to feed the reboiler (Figure f).
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The introduction of both the membrane reactor and the divided wall column in layout 9 reduced heating 
requirements to 1.7 MW (Fig. 9g). Most of the heat was required in the reboiler of the divided wall 
column to 260 oC. This duty was reduced to 1.3 MW by recycling the methanol-rich stream. The largest 
cooling requirements stemmed from the divided wall columns methanol and water condensers, at 
1.1 MW and 0.2 MW, respectively. The heat integration pocket that was formed in Layout 5 is negated 
by the introduction of the membrane reactor. As a result, a small heat pump could be installed to 
future reduce heating requirements to 1.5 MW in layout 10 (Fig. 8h). About 0.1 MW is needed to operate 
the heat pump. The pinch temperature is again around 100 oC, showing pinch-stability for all layouts, 
though the adjacent heat sinks and sources change in temperature. 

4.2 Deployment sequence and CO2 reduction potentials 

The energy consumption and the yearly CO2 emissions of the ten layouts are presented in 1. It shows 
that the deepest cuts in total emissions, from 4.6 to 2.5 kt/a, are achieved when the deployment 
starts the membrane reactor, followed by the divided wall column and thereafter the heat pump. The 
deployment of an e-boiler should be avoided with the assumed carbon intensity as it increases heating 
emissions by a factor of 2.7. The deployment sequence should also preferably start with a membrane 
reactor when only emissions from natural gas combustion are accounted for. The sequence should 
continue with the deployment of a heat pump and end with an e-boiler to fully avoid emissions from 
natural gas combustion. Inverting the deployment sequence would likely result in the same reduction 
with a slightly over-dimensioned heat pump. A sole e-boiler would be able to achieve the same results 
at the cost of high CO2 emissions from electricity generation. 

The membrane reactor (MR), the divided wall column (DWC), and the heat pump (HP) are used to build 
the six deployment sequences presented in Fig. 9, as they are the ones that affect the heat integration 
potential of the production plant. Fig. 9a. shows how emissions from natural gas are cut by 3.5 kt/a 
compared to the reference case when a heat pump is deployed. However, a large part of this reduction 
is at the expense of emissions from electricity generation. Moreover, the graph shows that a large part 
of the reduction accomplished by the heat pump is undone, when a divided wall column is introduced, 
as this combination is infeasible. The sequential deployment of a membrane reactor reduces the CO2 
emissions to a final 3.1 kt/a. Following the deployment of a heat pump directly with a membrane 
reactor results in a combined reduction of 3.7 kt/a in emissions from natural gas, whilst emissions 
from electricity generation are reduced by 0.5 kt/a to 1.7 kt/a (Fig. 9b). The sequential deployment 
of a divided wall column will again result in an infeasible solution after which the heat pump has 
to be discarded. An interaction that is also apparent in the second and last step of the deployment 
sequence of Fig. 9c and Fig. 9f, respectively. The deployment sequences of Fig. 9d-e. do not show 
negating of previously achieved reductions and achieve the deepest cuts in total emissions by reducing 
total energy related CO2 emissions by 2.1 kt/a, which is 58% of the expected combined CO2 emissions 
reductions based on the stand-alone performance of the membrane reactor (1 kt/a), the divided wall 
column (1.3 kt/a) and the heat pump (1.3 kt/a). 
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Table 1  Comparison of layouts on their energy (heat and electricity) and related CO2 emissions. Here, 
the technology that is introduced in the layout is presented in the first column. The first content-related 
row presents the CO2 emissions of the reference plant. Scope 1 savings can be calculated by comparing 
emissions in the fourth column. Scope 2 savings can be derived from the sixth column.

Technology Heating 
requirements 
([MW]

Electricity 
requirements 
[MW]

CO2 emissions 
from 
natural gas 
combustion 
[kt/a]

CO2  emissions 
from 
electricity 
generation 
[kt/a]

Total energy 
related CO2  
emissions 
[kt/a]

none (L1) 2.4 0 4.6 0 4.6

heat pump (L2) 0.6 0.4 1.1 2.2 3.3

e-boiler (L3) 2.4 2.4 0 12.2 12.2

e-boiler + heat 
pump (L4)

0.6 0.4 0 5.1 5.1

divided wall column 
(L5)

1.8 0 3.3 0 3.3

divided wall column 
+ heat pump (L6)

Infeasible solution

membrane reactor 
(L7)

1.9 0 3.6 0 3.6

membrane reactor 
+ heat pump (L8)

0.5 0.4 0.9 1.7 2.6

membrane reactor 
+ divided wall 
column (L9)

1.7 0 3.1 0 3.1

membrane reactor 
+ divided wall 
column + heat 
pump (L10)

1.5 0.0 2.4 0.1 2.5
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Figure 8 Grand composite curves of the ten plausible plant layouts after the deployment of the men-
tioned process changes, a heat pump (HP), a divided wall column (DWC) and a membrane reactor (MR), 
in the order of mentions in the title of the graphs. 
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5 Discussion 
The CO2 reduction potentials of the ten layouts show that the deployment sequence significantly 
affects the contribution of the heat pump. The results also show that for other measures the 
deployment sequence is of lesser importance. 

The heat pump’s CO2 reduction is least impacted (-15%) by the deployment of the membrane reactor, 
as the reactor only indirectly affects the heat pump connections. The deployment sequence of 
these measures does not affect this outcome, which indicates that the deployment sequence is of 
lesser importance when the process change is not to the heat pump connections. The deployment 
sequence has a more significant impact when the process connections of the heat pump are altered 
by the divided wall column. The increase in the required temperature lift by the heat pump makes 
this heat pump solution infeasible. The impact of the deployment sequence on the combined CO2 
reduction potential was less significant for the combination of the membrane reactor and the divided 
wall column, though just 65% of their performance is realized. The introduction of an e-boiler did 
not impact the operational conditions of the other process changes, but as it increased the carbon 
intensity of heat (i.e., kt of CO2/MWh), it increased their reduction potential. 

The different levels of interactions have implications for the useability of sequencing tools, like a 
MACC. The interactions between processes at the core and separation section of the process are of 
the order where conservative estimates and ballpark estimates can provide a basis for steps to be 
taken. The same holds for decarbonizing heat sources in this case as it does not affect the operation 
of other processes. However, the detrimental effects previously deployed mitigation measures can 
have on heat integration measures are outside of order in which conservative estimates and ballpark 
estimations would suffice. Henceforth, a MACC can only directly be applied under very stringent 
conditions and exceptions. Herein the most notable advice is to exclude heat integration measures 
entirely from the assessment and base their performance on heat integration potential after the 
considered process changes. Herein, it could be considered to only perform this extraction when 
changes to the heat pump connections are considered. 

The assumption that the expected carbon intensity of the Dutch electricity grid will average at 0,569 
kg/kWh between 2020 and 2029 has a significant impact on the performance of an e-boiler and a 
heat pump and favours non-electrification measures. The performance of the heat pump and the 
e-boiler drastically increases with the expected halving of the well-to-wheel CO2 emissions in 2030. 
The total energy related CO2 emissions from a sole heat pump would then reduce to 2.2 kt/a, 0.3 kt/a 
less than the current best option at 2.2 kt/a. The combination of the heat pump with the membrane 
reactor would be the best option in this future scenario with net yearly emissions of 1.8 kt.

The selection and modelling of technologies is a key factor in this assessment, as a different 
selection of measures are likely to have an impact on the presented results, just as better system 
integration (e.g., further lowering the operating pressure in the divided wall column to lower its 
operational temperatures), allowing multiple heat pump sinks and sources and technological 
progress (e.g., the availability of heat pumps with a higher condenser temperature) could also 
lead to different results. Future heat pump technologies can be combined with the divided wall 
column. Though, the COP of this heat pump is likely close to one, and therefore the performance of 
a more cost-effective e-boiler. It is however important to highlight that the focus of this study was 
not on finding the optimal solution for the case study, but rather on exploring whether sequencing 
would impact the results. In this context, the selected technologies proved to be a good selection 
as they covered the entire range from marginal to disruptive effects and changed the heat pump 
connections both directly and indirectly. 
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6 Conclusion 
This study aimed to show how the deployment sequence of CO2 mitigation measures affects their 
combined CO2 reduction potential. Four key conclusions can be drawn: 

First, the results of the case study show that the combined CO2 reduction potential of the heat 
integration measures was highly sensitive to the deployment of heat related process changes. 

Second, our results show that the deployment of CO2 mitigation measures could result in a technology 
lock-in that hinders further decarbonization. In our case study, this was exemplified by the mutual 
exclusivity of a heat integration measure (i.e., a heat pump), and one of the process improvements 
(i.e., the divided wall column) plus the lack of another heat sink of sufficient size after its deployment 
which resulting on only one of the two measures being used, unless a third measure was introduced 
that created a new heat pump potential. 

Third, the deployment of a process changes in the reaction or separation section of the production 
plant (i.e., a membrane reactor and a divided wall column) resulted in limited changes to one’s other 
CO2 reduction potential of the other measures. In that case, a conservative estimation of the reduction 
potential is likely to give a good enough representation of the additional savings.

Fourth, the sensitivity of heat pumps, and likely other heat integration measures, to process changes 
indicates a clear shortcoming in common sequencing approaches, such as a MACC, that are used to 
choose a deployment sequence based on stand-alone (economic) performance. In the case study, only 
58% of the expected combined CO2 reductions based on stand-alone performance was realized in the 
best deployment sequence. This error mainly lies with heat pumps and their connections, which should 
therefore be excluded from such an integrated assessment to achieve more accurate estimates.
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CHAPTER 3
�IMPROVING PLANT-LEVEL HEAT PUMP 
PERFORMANCE THROUGH PROCESS 
MODIFICATIONS

Chapter This was originally published as B. W. de Raad, M. van Lieshout, L. Stougie, C. A. Ramirez, “Improving plant-level heat 
pump performance through process modifications”, Applied Energy, Volume 358, 2024, 122667, DOI: https://doi.org/10.1016/j.
apenergy.2024.122667.
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Abstract

Heat pumps are a promising option to decarbonize the industrial sector. However, their 
performance at a plant-level can be affected by other process changes. In this work, 
process changes that improve the heat pump’s performance have been identified using 
Process Change Analysis (PCA), where the background pinch point is used as a reference 
point for appropriate placement. The effects of the process changes on the heat pump’s 
work requirements are studied by introducing exergy to PCA to form the split exergy 
grand composite curve. This graph shows the work potential of the streams connected 
to the heat pump and therefore its work targets. The framework is demonstrated in 
two case studies. In a biodiesel production plant it allowed to identify technologies that 
enhance heat pump performance while reducing overall heating requirements. Here, a 
heat pump transfers 1.9 MW with a COP of 4.2 but incurs a 40 kW penalty for transferring 
heat above the background process’s pinch temperature. Replacing the wet water washer 
with a membrane separation unit avoided this penalty, while drastically reducing energy 
requirements from 0.9 MW to 0.3 MW. in a vinyl chloride monomer-purification process, 
PCA showed how the extraction of heat by the heat pump impacted the formation of the 
background pinch, from which an implementation strategy was derived that increased the 
heat pump’s plant-level performance by 6.5% with respect to standard implementation.

1 Introduction
Numerous technologies have been developed to increase performance and reduce CO2 emissions in 
the industrial sector. While many options are still in the early stages of development, high-temperature 
heat pumps are ready to be implemented at an industrial scale [1]. Their estimated energy reduction 
potential in the European chemical, paper, food, and refinery industries is estimated at about 1100 PJ/a 
[2]. Heat pumps are therefore likely to play a significant role in future energy systems. However, their 
adoption has been held up by the complexity of identifying economically feasible heat pump options 
and selecting the “right” heat pump technology [3]. The identification process of the heat pump is made 
more complex by its sensitivity to the deployment of new technologies needed to meet CO2 reduction 
targets [4].

A heat pump reduces net heating and cooling requirements by transferring heat from a region with 
a surplus of heat to a region with a net heat demand [5, 6]. These regions can be identified with the 
help of pinch analysis [7]. More specifically, pinch analysis identifies the location in the process, I.e., the 
pinch point, where further heat transfer from hot to cold streams is limited by a minimal temperature 
driving force [8]. The region above this point requires a net amount of heat, whereas the region below 
has a surplus of heat. Transferring heat from below to above the pinch point requires work. Work that 
needs to be added by the heat pump. The net shaft work required by a heat pump is proportional to 
the difference in work potential, i.e. the exergy difference between the streams connected to the heat 
pump [9]. This work potential is a function of the amount of heat transferred and its temperature. 
Hence, heat pump connections should be taken as close to the pinch point as possible to minimize 
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the temperature difference between the streams and, thereby, work requirements [10]. The heat 
pump’s (Coefficient Of) performance (COP), i.e., the ratio between the amount of heat delivered and the 
required work, is therefore largely determined by the temperature difference between the selected 
process connections on either side of the pinch point [10]. Process changes near or to the processes 
that form the pinch point, or even the implementation of the heat pump itself may change the pinch 
temperature and the shape of the pinch [11]. These changes can affect the heat pump’s COP on a plant-
level, as part of the transferred heat may not be across the pinch point anymore. Hence, considering 
how such changes impact the heat pump’s performance is essential in the design process

The strive for increasing efficiencies has, in most processes, led to a wide variety of plausible newly 
developed technologies. When looking at a typical chemical process plant, like a biodiesel production 
plant, many technologies, or process changes, have been suggested. In the case of a biodiesel 
production plant, most of these changtes have been proposed for either the reaction or the separation 
section, where changes to catalysts are commonly explored. A review by Bohlouli and Mahdavian 
[12] listed ten categories, like enzyme base catalyst and heterogeneous alkali metal oxides. Moreso, 
an overview by Kiss et al. [13], listed seven subcategories of process intensification measures in the 
reaction section, like membrane reactors and reactive distillation. Both types of process changes are 
likely to affect the operation of technologies in the waste heat recovery and power sections, like heat 
pumps [4]. The time required to assess the sheer number of possibilities and possible interactions 
often overstretches the time available to process engineers. 

The impact of process changes on the plant’s heat integration, the basis for the deployment of a 
heat pump, is commonly studied with the help of Process Change Analysis (PCA) [7]. Vredeveld 
and Linnhoff [8] developed this framework as a combination the split grand composite curve (Split-
GCC), and the plus-minus principle, which can be used to explore how a unit relates to the rest of the 
plant. PCA shows the effect a unit has on the formation of the pinch point by splitting (extracting) 
processes from the rest of the plant in a grand composite curve. The processes that are not extracted 
are collectively called the background process. The relation of the extracted processes to the pinch 
point of the background process, the background pinch point, becomes apparent by separating the 
extracted and background process. It thereby makes explicit whether a technology is appropriately 
placed and how it contributes to heat integration characteristics, like self-integrating heat pockets. 
The appropriate placement for a heat pump would, for example, require it to transfer heat from below 
the background pinch to above it. Dhole and Linnhoff [14] used this framework to explore how current 
pump-arounds in an existing distillation column could be used to increase heat integration with the 
background process. Glavic et al., [15, 16] showed how PCA could be combined with the appropriate 
placement rules for energy conversion technologies on the appropriate integration of endothermic 
and exothermic reactors with PCA, where an exothermal reactor was modelled as a chemical heat 
pump and an endothermal reactor as a chemical heat engine. Wiertzema et al. [17] showed how PCA 
could be used to explore the impact of deploying a new processing unit with a fundamentally different 
heat profile. In their study, PCA uncovered that the loss of waste heat by electrifying processes in 
an oxo-synthesis plant increased overall energy requirements off-setting the envisioned CO2 savings. 
These examples have all used PCA to assess the impact of already selected technologies, whereas the 
selection of technologies itself is one of the main challenges in decarbonizing the industry. However, 
PCA can be a valuable tool in this technology selection process as it is able to highlight required 
changes that improve overall heat integration in respect to, for example, a heat pump. 
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In this study, the concept of exergy will be added to the framework of PCA to assess the effects of 
(sequentially) adding decarbonization technologies on the performance of the heat pump in the pre-
feasibility phase of design. The overall aim of this article is to show how PCA can help identifying 
process changes that reduce overall heating requirements whilst increasing the performance of a heat 
pump and how the placement of the heat pump itself may impact the heat pump’s performance. This 
knowledge will help to identify promising technology combinations that can increase the combined 
CO2 reduction of the mitigation measures and discard unfruitful options in the early stages of the 
technology selection process.

2 Method
The overall method consists of three phases: (1) extraction of heat pump connections, (2) selection of 
process changes, and (3) assessment of the impact of process changes on the heat pump’s COP.

2.1 Extraction of heat pump connections

The basis of the analysis was a consistent process model based on operational process data and 
chemical equilibria and covering over 90% of a real production plants’ energy consumption. Impurities 
were not considered in the model. The specific heat of the considered streams was linearized to allow 
for a max error of 10% and the temperatures represent the yearly averages. The resulting energy 
and mass balance were used as input for a pinch analysis, and the results were visualized in a grand 
composite curve. For the pinch analysis, a minimal temperature difference of 10 °C was adopted. Heat 
pump connections were defined as the streams closest to the pinch point with a size of at least 10% 
of the total heating requirements. If multiple streams met this criterion, the ones with the largest heat 
capacity flowrates were selected. For both, the heat source and the sink, a single process connection is 
considered to limit the integration cost of the heat pump. This limits the thermal duty of the heat pump’s 
heat sink (Qsink). The required amount of energy needed from the heat source (Qsource) was based on Eq. (1): 
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pump’s	COP.	
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The	basis	of	the	analysis	was	a	consistent	process	model	based	on	operational	process	data	and	
chemical	 equilibria	 and	 covering	 over	 90%	 of	 a	 real	 production	 plants'	 energy	 consumption.	
Impurities	were	not	considered	 in	 the	model.	The	speci:ic	heat	of	 the	considered	streams	was	
linearized	to	allow	for	a	max	error	of	10%	and	the	temperatures	represent	the	yearly	averages.	
The	resulting	energy	and	mass	balance	were	used	as	input	for	a	pinch	analysis,	and	the	results	
were	 visualized	 in	 a	 grand	 composite	 curve.	 For	 the	 pinch	 analysis,	 a	 minimal	 temperature	
difference	of	10	°C	was	adopted.	Heat	pump	connections	were	de:ined	as	the	streams	closest	to	the	
pinch	point	with	a	size	of	at	least	10%	of	the	total	heating	requirements.	If	multiple	streams	met	
this	criterion,	the	ones	with	the	largest	heat	capacity	:lowrates	were	selected.	For	both,	the	heat	
source	and	the	sink,	a	single	process	connection	is	considered	to	limit	the	integration	cost	of	the	
heat	pump.	This	limits	the	thermal	duty	of	the	heat	pump’s	heat	sink	(Qsink).	The	required	amount	
of	energy	needed	from	the	heat	source	(Qsource)	was	based	on	Eq.	(1):	
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where, Wcomp was defined as the work added by the heat pump’s compressor, which was approximated 
based on the exergy values of the heat source (Xsource) and sink (Xsink) and an exergetic efficiency (ηex), 
as indicated in Eq. (2): 
where,	 Wcomp	 was	 de:ined	 as	 the	 work	 added	 by	 the	 heat	 pump’s	 compressor,	 which	 was	
approximated	 based	 on	 the	 exergy	 values	 of	 the	 heat	 source	 (Xsource)	 and	 sink	 (Xsink)	 and	 an	
exergetic	ef:iciency	(η59),	as	indicated	in	Eq.	(2):		
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where	the	exergy	values	were	de:ined	as	in	Eq.	(3):	

X> = 𝜂𝜂+𝑄𝑄7, 		 (3)	

Where,	 i	 was	 either	 the	 source	 or	 the	 sink	 and	 𝜂𝜂+	 was	 the	 Carnot	 factor	 (1-T0/T)	 with	 the	
environmental	 temperature	 (T0)	 set	 at	 15	 °C	 [18].	 An	 exergetic	 ef:iciency	 (η59)	 of	 0.59	 was	
assumed	to	compensate	for	irreversibilities	[19,	20].		

Three	 heat	 extraction	 options	 were	 considered	 when	 there	 was	 a	 signi:icant	 excess	 of	 heat	
available	(>10%	heat	source).	The	:irst	option	involved	utilizing	the	heat	from	the	top-end	of	the	
stream	to	minimize	the	temperature	lift	and	compressor	work.	The	remaining	thermal	duty	of	the	
stream	was	 added	 to	 the	 background	 processes,	 as	 depicted	 in	 Fig.	 1.a-b.	 The	 second	 option	
utilized	 the	 bottom-end	 of	 the	 stream	 to	 establish	 a	 pinch	 point	 and	 ensure	 appropriate	
integration,	while	the	top-end	was	considered	a	background	process.	The	third	option	involved	a	
split	integration,	extracting	heat	from	the	entire	temperature	range	of	the	source	but	only	from	a	
smaller	(split)	stream,	while	the	rest	of	the	stream	was	added	to	the	background	process.		

The	 process-heat	 pump	 connections	 were	 used	 in	 a	 pinch	 analysis,	 just	 as	 the	 remaining	
background	processes.	Both	were	visualized	in	a	Split-GCC	and	split	exergy	grand	composite	curve	
(Split-EGCC).	 The	 latter	 curve	 was	 formed	 with	 the	 introduction	 of	 the	 Carnot	 factor	 on	 the	
ordinate	of	the	Split-GCC.	

2.2	Selection	of	process	changes	
The	 process	 changes,	 i.e.,	 deployment	 of	 decarbonization	 technologies	 in	 the	 reactor	 and	
separation	sections,	were	selected	for	their	ability	to	reduce	overall	heating	requirements	while	
improving	the	heat	pump’s	performance	by	minimizing	penalties	from	inappropriate	placement	
regarding	the	background	process	pinch	point,	i.e.,	not	solely	transferring	heat	across	the	pinch	
point	of	the	background	process.	Only	process	changes	to	the	background	process	were	explored	
in	this	paper,	as	the	heat	pump	and	its	connections	were	assumed	to	be	implemented	:irst.	The	
selection	 of	 process	 changes	 started	 at	 the	 pinch	 point,	 where	 heat	 integration	 iss	 most	
constrained.	Guided	by	the	Split-GCC,	process	units	that	in:luence	the	pinch	point	were	listed	in	a	
table.	Possible	alternative	processes	or	synthesis	routes	were	explored	based	on	results	found	in	
literature.	Technologies	should	have	had	a	minimal	technology	readiness	level	(TRL)	of	6	to	be	
able	to	realize	them	during	the	technical	lifetime	of	the	heat	pump.	

The	pinch	temperature	of	the	background	process	was	altered	by	replacing	processes	that	directly	
or	indirectly	form	the	pinch.	The	temperature	should	be	increased	when	a	heat	pump	(partially)	
extracted	heat	from	above	the	pinch	point	of	the	background	process.	The	opposite	should	occur	
when	the	heat	pump	(partially)	delivered	heat	below	the	pinch	point	of	the	background	process.	
An	increase	in	the	pinch	temperature	was	realized	by	deploying	process	changes	that	increased	
the	net	heat	available	above	the	pinch	point.	This	was	either	realized	by	increasing	heat	apparent	
in	waste	 heat	 streams	 or	 by	 decreasing	 heat	 demand.	 Decreasing	 the	 pinch	 temperature	was	
realized	in	the	opposite	manner.		
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extracted	heat	from	above	the	pinch	point	of	the	background	process.	The	opposite	should	occur	
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An	increase	in	the	pinch	temperature	was	realized	by	deploying	process	changes	that	increased	
the	net	heat	available	above	the	pinch	point.	This	was	either	realized	by	increasing	heat	apparent	
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realized	in	the	opposite	manner.		

) of 0.59 was assumed to compensate 
for irreversibilities [19, 20]. 
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Three heat extraction options were considered when there was a significant excess of heat available 
(>10% heat source). The first option involved utilizing the heat from the top-end of the stream to 
minimize the temperature lift and compressor work. The remaining thermal duty of the stream was 
added to the background processes, as depicted in Fig. 1.a-b. The second option utilized the bottom-
end of the stream to establish a pinch point and ensure appropriate integration, while the top-end was 
considered a background process. The third option involved a split integration, extracting heat from 
the entire temperature range of the source but only from a smaller (split) stream, while the rest of the 
stream was added to the background process. 

The process-heat pump connections were used in a pinch analysis, just as the remaining background 
processes. Both were visualized in a Split-GCC and split exergy grand composite curve (Split-EGCC). The 
latter curve was formed with the introduction of the Carnot factor on the ordinate of the Split-GCC.

2.2 Selection of process changes

The process changes, i.e., deployment of decarbonization technologies in the reactor and separation 
sections, were selected for their ability to reduce overall heating requirements while improving the heat 
pump’s performance by minimizing penalties from inappropriate placement regarding the background 
process pinch point, i.e., not solely transferring heat across the pinch point of the background process. 
Only process changes to the background process were explored in this paper, as the heat pump and its 
connections were assumed to be implemented first. The selection of process changes started at the 
pinch point, where heat integration iss most constrained. Guided by the Split-GCC, process units that 
influence the pinch point were listed in a table. Possible alternative processes or synthesis routes were 
explored based on results found in literature. Technologies should have had a minimal technology 
readiness level (TRL) of 6 to be able to realize them during the technical lifetime of the heat pump.

The pinch temperature of the background process was altered by replacing processes that directly or 
indirectly form the pinch. The temperature should be increased when a heat pump (partially) extracted 
heat from above the pinch point of the background process. The opposite should occur when the heat 
pump (partially) delivered heat below the pinch point of the background process. An increase in the 
pinch temperature was realized by deploying process changes that increased the net heat available 
above the pinch point. This was either realized by increasing heat apparent in waste heat streams or 
by decreasing heat demand. Decreasing the pinch temperature was realized in the opposite manner. 
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(a)

(b)

Figure 1 Split grand composite curve. a) a split grand composite curve of a process where heat pump 
connections are extracted from the background process. The heat source of the heat pump is split into 
two sections; Qa and Qb, representing the top and bottom end of the stream. b) is a split grand composite 
curve of the same process where a heat pump is extracted, but where the bottom-end of the heat 
available in the heat source is transferred back into the background process, forming Qc in the process.

2.3 Assessment of the impact of process changes on the heat pump’s COP

Process changes do not necessarily reduce the COP of the heat pump itself but may likely affect its 
performance on a plant-level, due to penalties from inappropriate placement. The COP on a plant-level, also 
called the effective COP ( of the heat pump, was defined based on the amount of heat transferred across 
the pinch of the background process (Qnet) and the work required to operate the heat pump, as in Eq. (4): 
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3 Process descriptions of the case studies 
Most heat-related emissions stem from operating separation processes [1, 21, 22]. For this assessment, 
a biodiesel production plant in the North-West Europe was selected as an example of a process where 
heat integration is limited by a distillation column, characterized by an isothermal heat source and sink. 
This case study is used to show how exergy-extended PCA can be used to identify beneficiary process 
changes next to a heat pump. Additionally, a case study on the purification process of vinyl chloride 
monomer (VCM) in Scandinavia is included to provide insights into design choices when dealing with 
non-isothermal heat sources and sinks. This case illustrates how the deployment of the heat pump itself 
can affect the formation of the pinch point and its plant-level COP.

3.1 Case 1: Biodiesel production unit in North-West Europe

The transesterification process of vegetable oils for biodiesel production has been extensively 
documented in literature, see e.g., Van Gerpen [23] and Luna [24]. Fig. 2 illustrates the heating and 
cooling requirements of the various process stages assuming that the oil is fed at a rate of 25 t/h. 
Initially, the feed is heated from the environment conditions to 70 °C for the degumming process. 
Subsequently, the oil is further heated to 240 °C for deacidification. After neutralization, the oil feed is 
cooled and mixed with methanol in a reactor (Reactor 1) operating at approximately 65 °C to produce 
FAME (fatty acid methyl esters) and glycerol. A sedimentation tank (separator 1) is used to separate 
the glycerol from the FAME and unprocessed reactants. The FAME-rich stream containing unreacted 
reactants undergoes transesterification in a second reactor (Reactor 2) at 55 °C. The products from this 
reactor are once again separated in sedimentation tanks (Separator 2). By-products, contaminants, and 
excess methanol are neutralized and removed in a wet water washing column. The wet FAME stream 
is then dried to meet the desired product quality. Excess methanol, glycerol, and other compounds 
are directed to a methanol-recovery column. In this column, methanol is separated from the other 
products, with a reboiler temperature of 102 °C. The condensed top stream of 65 °C is recycled to the 
reactors along with fresh methanol. The bottom product, consisting primarily of glycerol and water, 
is dried in a multi-effect evaporator, where the first stage operates at 102 °C and subsequent stages 
utilize flash condensate. The evaporated water is reused in the wash column.
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Figure 2 Process flow diagram of the modelled biodiesel production process.

The heating requirements are summarized in Table 1, indicating the supply temperature (Ts), target 
temperature (Tt), heat capacity flow rate (CP), and heat load (Q).

Table 1 Heating requirements of the biodiesel production process in North-West Europe.

Sub-process Type Tsupply °C Ttarget °C CP kW/K Q kW

Degumming Cold 35 70 12.9 450

Deacidification Cold 70 240 16.2 2,750

Reactor 1 feed Hot 240 65 15.4 2,700

Separator 1 feed Hot 65 50 10.0 150

FAME dryer preheat Cold 50 110 15.0 900

FAME dryer Cold 110 110 - 50

FAME cooler Hot 110 35 15.0 1,125

Column preheat Cold 50 65 11.0 165

Reboiler Cold 102 102 - 1,850

Condenser Hot 65 65 - 1,550

(Reboiler) bottom cooler Hot 102 60 5.5 230

Glycerol dryer preheat Cold 60 108 5.5 265

Glycerol dryer Cold 108 108 - 200

Glycerol condensate cooler Hot 75 50 0.4 10

Glycerol cooler Hot 75 35 1.8 70
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3.2 Case 2: Vinyl Chloride Monomer purification process in Scandinavia

The separation process of Vinyl Chloride Monomer (VCM) from ethylene dichloride (EDC) in a PVC 
production site in Sweden has been well documented by Lindqvist [25]. Fig. 3 illustrates the heating 
and cooling requirements of the various separation stages. Initially, the EDC is preheated from 27 °C to 
207 °C and evaporated it at that temperature before the cracking process. Preheating between 125 °C 
and 193 °C was integrated with the cracker and therefore exempted from this study as the cracker is 
integrated with another production process. Thermal duties were based on a volume flow 45 m3/h at 
23 bar exiting the EDC plant. The first separation step after cracking removed tars from the mixture of 
VCM, EDC, hydrogen chloride (HCl), water and tars in a cooling column. Valuable products absorbed in 
the tar were separated in a distillation column, where the reboiler heats the tar from 90 °C to 141 °C. The 
top stream of the tar column was recycled back into the cooling column. The distillate of this column 
was condensed in three stages from 132 °C to 40 °C caused by a partial condensation of the stream’s 
content. A mix of EDC, VCM and HCl was fed into the HCl column, where the reboiler operates at 87 °C 
and HCl was condensed at the top at -32 °C and sequentially evaporated until a temperature of 21 °C 
to comply with the process conditions set by connecting processes. The bottom stream consisting of 
VCM and EDC was heated and partially evaporated at 158 °C after which the VCM was condensed at 40 
°C and brought back to environmental conditions. All heating requirements were summarized in Table 
1, indicating the supply temperature (Ts), target temperature (Tt), heat capacity flow rate (CP), and heat 
load (Q).

Figure 3 Process flow diagram of the reference VCM separation process adapted from [25].
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Table 2 Process data table of the reference VCM separation process adapted from [25].

Sub-process Type Ts 
°C Tt 

°C CP kW/K Q kW

EDC-preheat I cold 27 125 20.2 1980

EDC- preheat II cold 193 207 27.5 385

EDC-evaporator cold 207 207 - 3,045

Cooling column condenser A1 hot 132 112 -145.3 2,905

Cooling column condenser A2 hot 112 66 -89.2 4,105

Cooling column condenser B hot 66 40 -80.8 2,100

HCl-preheat hot 40 13 -4.1 110

HCl-condenser hot -32 -32 - 1,640

HCl-heater cold -32 21 2.1 110

HCl-reboiler cold 87 87 - 1,560

VCM-preheat cold 82 85 153.3 460

VCM-condenser hot 40 40 - 2,500

VCM- subcooler hot 39 17 -16.6 365

VCM-reboiler cold 158 158 - 2,210

Tar-reboiler cold 90 141 3.5 180

Tar-condenser A hot 92 85 -8.6 60

Tar-condenser B hot 85 52 -1.7 55

4 Results
The result section consists of two parts, where the results of the study on the biodiesel case are 
presented in section 4.1, and those of the VCM case in section 4.2. In the biodiesel case study of section 
4.1, the emphasis is on the impact of process changes on the heat pump’s plant-level performance. 
The impact of deploying a heat pump on its plant-level performance itself is of lesser interest due 
to the heat pump’s latent heat source and sink in the distillation column. This is not the case for the 
VCM-purification process, where the pinch is formed by sensible streams, which is the central theme 
of section 4.2.

4.1 Case 1: biodiesel production

The results of the biodiesel case are structured in accordance with the steps presented in the method 
section.

4.1.1 Extraction of heat pump connections 

The grand composite curve of the original process is presented in Fig. 4.a. The difference between net 
hot and cooling requirements resulted from the inability to recover heat from the FAME dryer and 
from not including minor streams like the waste streams of the deacidification process. From Fig. 4.a. 
it can be derived that the pinch is formed at a shifted temperature of 60 °C. Heating requirements are 
limited to 107 °C. At this temperature, the first stream with a significant heating requirement (1.85 MW) 
is the reboiler of the methanol recovery column. The condenser of the column is situated at the pinch 
and has a cooling requirement of 1.6 MW. These streams are selected to be the connections to the 
heat pump, as they are the closest to the pinch point that meet the set criteria of representing at least 
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10% of the total heating requirements. Other heat requirements are at a comparable temperature, 
hence, overproduction of heat by the heat pump could, without significant losses in efficiency, be 
utilized in other processes. In total 2.6 MW (Qh) is needed to operate the production plant, of which 
about 1.9 MW (Qc) could be recovered from the major waste heat streams. Heat pump connections are 
extracted from the background process in the Split-GCC of Fig. 4.b, where the reboiler and condenser 
are depicted on the left side of the graph and the background process is depicted on the right. The 
graph shows that the extracted process operates above the pinch of the background process and that 
heating and cooling requirements are reduced to 0.9 and 0.4 MW, respectively, when a heat pump 
provides the utility requirements of the extracted process.

4.1.2 Selection of process changes 

4.1.2.1 Selection criteria for process changes  
A comparison between the extracted and background process in Fig. 4.b. shows that the shape of the 
grand composite curve is dominated by the methanol-recovery column, which is represented by the 
isothermal lines at a shifted temperature of 60 °C and 108 °C. Of the original 2.6 MW, only 0.9 MW of 
heat is required to operate the entire background process. The remaining 1.9 MW is needed to operate 
the reboiler of the methanol-recovery column. More importantly, the figure shows that the heat pump 
transfers heat above the pinch temperature of the background process at 55 °C. Hence, a heat pump 
that connects the streams in the extracted processes does not solely transfer heat across the pinch 
point of the background process. This inappropriate placement will lead to a penalty of 40 kW when 
all the condenser’s heat is utilized by a heat pump [5, 6], as depicted in the zoom in of Fig. 4.b. Its 
effective COP will therefore be lower than the COP of the heat pump itself. Process changes should 
therefore increase the temperature of the background pinch to at least 60 °C to avoid this loss. The 
temperature of the background pinch can be lifted by either reducing the cooling requirements and 
their temperature or by increasing heating requirements and their temperature just above the pinch.

4.1.2.2 Plausible process changes 
The processes that release heat just above the pinch are listed in table 3. Though the process of the 
bottom cooler provides heat untill the shifted pinch temperature, it does not add to the amount of 
net heat available as the same amount of heat is required in the glycerol preheat at the same shifted 
temperatures. The same holds for the FAME cooler, which is integrated with the FAME preheat. This 
leaves the separator 1 feed cooler as the most dominant of other streams due to its larger heat 
capacity flow rate. The purpose of the separation feed cooler is to enable the separation process in 
the sedimentation tank [24]. Alternative separation methods could occur at higher temperatures and 
omit the need for this cooling step [26, 27]. However, a similar heat exchanger would be necessary 
after the separation unit, as separation efficiencies of alternative technologies are comparable and 
the temperature requirements of the second reactor remain based on a chemical equilibrium with 
by-products [23]. Thus, the same amount of heat would become available after such a modification. 
Changes to the glycerol cooler could, however, reduce the net heat available just above the pinch as 
this process is not directly integrated with a preheater. The glycerol cooler and the rest of the drying 
step are required as the water added in the FAME purification process needs to be removed to bring the 
glycerol up to market conditions. Hence, exploring process changes to the FAME purification step, the 
wet water washing process, would therefore be a preferred route. 
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Figure 4 Heat integration of the reference biodiesel production process: 
a) �grand composite curve, 
b) �split-grand composite curve with the heat pump connections extracted on the left side and the 

background process on the right. The operation of the heat pump above the background pinch point 
and the resulting deployment penalty is highlighted in the zoom at the top left of the graph.

Table 3 Data of processes releasing heat just above the background pinch point.

Process Type
Ts 

°C

Tt 

°C

CP 

kW/K

Q 

kW

Separator 1 feed Hot 65 50 10.0 150

FAME cooler Hot 110 35 15.0 1,125

Bottom cooler Hot 102 60 5.5 230

Glycerol condensate cooler Hot 75 50 0.4 10

Glycerol cooler Hot 75 35 1.8 70
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4.1.2.3 Process changes to the FAME purification step 
A comparative study by Atadashi et al. [28] explored three technologies for purifying crude biodiesel: 
wet washing, dry washing, and membrane refining. In their comparison, they showed that using a 
membrane process would be the preferred option, as other technologies do not meet the required 
ASTM D6751 and EN14214 standards, which set requirements for biodiesel to be used as a fuel. 
Suthar et al,. [29] confirmed these findings whilst in search of less energy-intensive separation 
technologies for biodiesel production. The process integration of a membrane process is depicted 
in Fig 5. In this design, it is assumed that no additional heat is required to operate the membrane 
as the temperature of the stream after the second sedimentation tank is of the same order as the 
temperatures used in the biodiesel separation experiments by for example Cao [26] and Dube [30]. 
The resulting process data table is presented in table 4.

Figure 5 Process flow diagram of the biodiesel production process after deployment of the membrane 
separation unit.

4.1.2.4 Impact of process changes on the heat integration 
The impact of replacing the wet water washer with a membrane separation unit on the grand 
composite curve of the background process is presented in Fig. 6. It shows that the pinch 
temperature of the background process increased to 97 °C and overall heat requirements in the 
background process were reduced to about 0.3 MW. Thereby, it shows that this modification not only 
helps in reducing heat-related CO2 emissions but also increases the performance of the heat pump 
as it now operates across the pinch of the background process. Also note that the net excess of heat 
produced by the heat pump will increase if the duty in the heat pump’s source is not lowered, as the 
required duty by the reboiler will fall by about 150 kW to 1.7 MW. Moreover, deploying the heat pump 
will, therefore, no longer come with an inappropriate placement penalty, as the heat pump solely 
transfers heat across the pinch point of the background process.
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Table 4 Process data table of the biodiesel production process after deployment of the membrane 
separation unit based on the experiments of Cao [26] and Dube [30].

Sub-process Type Ts °C Tt °C CP kW/K Q kW

Degumming Cold 35 70 12.9 450

Deacidification Cold 70 240 16.2 2,750

Reactor 1 feed Hot 240 65 15.4 2,700

Separator 1 feed Hot 65 50 13.3 200

Column preheat Cold 50 65 3.3 50

Reboiler Cold 102 102 - 1,700

Condenser Hot 65 65 - 1,550

Bottom cooler Hot 102 35 1.9 130
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Figure 6 The split grand composite curve of the biodiesel production process after deployment of the 
membrane separation unit, where the heat pump connections are extracted (left) from the background 
process (right).
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4.1.3 Assessment of the impact of process changes on the heat pump’s COP
The Split-EGCC of the original production plant layout and the layout after the deployment of the 
membrane process are depicted in Fig. 7.a. and Fig. 7.b., respectively. Based on these figures, the shaft 
work required to transfer the heat between the column’s condenser and the reboiler is estimated at 
0.5 MW in the original layout, and 0.4 MW after process changes due to the reduced water content 
in the feed stream of the column. The heat pump was able to transfer 1.9 MW of heat in the original 
layout with a penalty of 40 kW, which brings it near 1.8 MW, resulting in an effective COP of 4.0. After 
deploying the membrane separation process, 1.7 MW of heat could be effectively transferred with a 
COP of 4.1, as the thermal duty of the reboiler was reduced. In this case, 0.3 MW remains unutilized at 
the heat source. 

   
 

 

alternative	technologies	are	comparable	and	the	temperature	requirements	of	the	second	
reactor	remain	based	on	a	chemical	equilibrium	with	by-products	[23].	Thus,	the	same	amount	
of	heat	would	become	available	after	such	a	modi:ication.	Changes	to	the	glycerol	cooler	could,	
however,	reduce	the	net	heat	available	just	above	the	pinch	as	this	process	is	not	directly	
integrated	with	a	preheater.	The	glycerol	cooler	and	the	rest	of	the	drying	step	are	required	as	
the	water	added	in	the	FAME	puri:ication	process	needs	to	be	removed	to	bring	the	glycerol	up	
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FFiigguurree		44	Heat	integration	of	the	reference	biodiesel	production	process:	a)	grand	composite	curve,	
b)	split-grand	composite	curve	with	the	heat	pump	connections	extracted	on	the	left	side	and	the	
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alternative	technologies	are	comparable	and	the	temperature	requirements	of	the	second	
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the	water	added	in	the	FAME	puri:ication	process	needs	to	be	removed	to	bring	the	glycerol	up	
to	market	conditions.	Hence,	exploring	process	changes	to	the	FAME	puri:ication	step,	the	wet	
water	washing	process,	would	therefore	be	a	preferred	route.		
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Figure 7 Split exergy grand composite curves of: 
a) �the original biodiesel production process, 
b) �the biodiesel production process after deployment of the membrane separation unit.
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4.2 Case 2: Vinyl Chloride Monomer purification process

For the VCM case, only the impact of the deployment of the heat pump itself on the heat integration 
of the background process is explored. The impact of deploying other decarbonization technologies is 
not included to emphasize the role of heat extraction, and thereby the role of heat pump placement.

4.2.1 Extraction of heat pump connections
The grand composite curve of the reference model is presented in Fig. 8.a. The process requires 5.8 
MW of heat and 7.6 MW of cooling to operate. The additional 0.8 MW of cooling is a result of the sub-
ambient requirements of HCl. The pinch of the process forms at 127 °C as heat from the cooling column 
cannot be used to meet the demand of the tar-reboiler and the EDC-preheat. However, heat from the 
cooling column’s condenser defines the shape of the curve just below the pinch, as it is the stream with 
the largest heat capacity flow rate from a shifted temperature of 127 °C to 105 °C. Hence, it is selected 
to be the heat source for the heat pump. The VCM-reboiler is selected to be the sink of the heat pump, 
as it is the first stream that has at least 10% of the total heating requirements above the pinch at a 
shifted temperature of 163 °C. However, the condenser surpasses the thermal duty of the VCM-reboiler, 
2.9 MW vs. 2.2 MW, respectively. This imbalance is also visualized in the Split-GCC (Fig. 8.b). As a result, 
not all energy from the condenser could be utilized in the reboiler. Hence, either the top, the bottom, 
or a split of the hot stream should be utilized. 
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Figure 8 Heat integration of the reference Vinyl Chloride Monomer purification process: 
a) �grand composite curve, 
b) �split-grand composite curve with the heat pump connections extracted on the left side and the back

ground process on the right.
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4.2.2 Selection of process changes

4.2.2.1 Top-end heat pump integration
The heat pump must deliver 2.2 MW of heat at a shifted temperature of 163 °C from a sensible 132 °C 
heat source with a capacity flow rate of 145 kW/°C. Solving the energy balance and estimating the heat 
pump’s COP with Eq. (1-3) indicates that the source should be cooled by 1.6 MW to 121 °C and that the 
compressor needs 0.57 MW, as presented in Table 5 and Fig 9.b. Fig. 9.a. shows the impact on the 
background process of reverting the excess energy of the heat source back into the background 
process. As a result, the pinch point of the background process is formed at a shifted temperature of 
116 °C. This is below the pinch that is formed by the heat pump between a shifted temperature of  
158 °C and 127 °C. This inappropriate placement comes with a penalty of 0.26 MW.

4.2.2.2 Bottom-end heat pump integration
As with the top-end integration, the heat pump must deliver 2.2 MW at a shifted temperature of 163 °C 
from a sensible heat source with a capacity flow rate of 145 kW/°C. However, in this scenario 1.5 MW is 
extracted between 123 °C and 112 °C and 0.65 MW is required by the heatz pump, as presented in  
Table 5 and Fig 9.d. Fig. 9.c. shows that the heat pump transfers heat entirely across the pinch point of 
the background process at a shifted temperature of 127 °C. As a result, the heat pump faces no 
inappropriate placement penalty.

4.2.2.3 Split heat pump integration
The heat capacity flow rate of the heat pump’s heat source must be reduced to deliver the requested 
2.2 MW at the heat sink. The split stream set-up utilizes the entire temperature range from the heat 
source, 132 °C to 112 °C. The heat pump requires 0.61 MW to achieve this temperature lift with an uptake 
of 1.6 MW by the heat pump, as presented in table 5 and Fig 9.f. This is realized by creating a stream 
with a capacity flow rate of 80 kW/°C. The impact of reverting the excess energy of the heat source 
back into the background process is shown in Fig. 9.e. Due to this change, the heat pump is appropriately 
placed across the pinch point of the background process at a shifted temperature of 127 °C and faces 
no penalty.

4.2.3 Assessment of the impact of integration strategy on the heat pump’s COP
The top-end heat pump integration reduces the process heat requirements by from 5.77 MW in the 
reference case by 1.9 MW to 3.82 MW, as can be seen in Table 5. This 0.3 MW less than the 2.2 MW that 
is delivered at the heat pump’s sink. This difference is due to the inappropriate placement penalty as 
the heat pump partially operates above the pinch point of the background process, as shown in Fig. 9.a. 
The other two options transfer heat entirely across the pinch (see Fig. 9.c. and 9.e). However, due to the 
lower exergy value of the heat sources, these two options require more work from the compressor, 
which results in a penalty in the form of additional exergy destruction. As a result of this trade-off 
between a heat and work penalty, the net COP of the Top-end and Bottom-end heat pump integration 
are quite comparable, with a COP of 3.45 and 3.41, respectively. The split heat pump integration, 
however, can transfer heat without facing a penalty and maximize the work potential of the heat 
source and come to a net COP of 3.63. Resulting in an overall increase of 6.5% compared to the top-
end approach.
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Table 5 Comparison of heat extraction strategies for heat pump implementation

Figure. 9. Heat integration profiles: a) grand composite curve in case of top-end heat extraction, b) exergy 
grand composite curve in case of top-end heat extraction, c) grand composite curve in case of bottom-
end heat extraction, d) exergy grand composite curve in case of bottom-end heat extraction, e) grand 
composite curve in case of split heat extraction, f) exergy grand composite curve in case of split heat 
extraction. 
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Top-end	 3.82	 1.65	 0.46	 0.33	 0.57	 0.23	 4.38	 3.45	
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end	 3.56	 1.56	 0.41	 0.38	 0.65	 0.27	 4.21	

3.41	

split	 3.56	 1.60	 0.43	 0.36	 0.61	 0.25	 4.17	 3.63	
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(c)	 (d)	

(e)	 (f)	
FFiigguurree..		99..	Heat	integration	pro:iles:	a)	grand	composite	curve	in	case	of	top-end	heat	extraction,	
b) exergy	grand	composite	curve	in	case	of	top-end	heat	extraction,	c)	grand	composite	curve
in	case	of	bottom-end	heat	extraction,	d)	exergy	grand	composite	curve	in	case	of	bottom-end
heat	 extraction,	 e)	 grand	 composite	 curve	 in	 case	 of	 split	 heat	 extraction,	 f)	 exergy	 grand
composite	curve	in	case	of	split	heat	extraction.
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Table 5 Comparison of heat extracOon strategies for heat pump implementaOon 

 

Process 
heat 
[MW] 

Energy 
source 
[MW] 

Exergy 
source 
[MW] 

Work 
target 
[MW] 

Work 
required 
[MW] 

Exergy 
destruction 
[MW] 

Net energy 
consumption 
[MW] 

COPnett 

Reference  5.77      5.77  
Top-end  3.82 1.65 0.46 0.33 0.57 0.23 4.38 3.45 
bottom-
end  3.56 1.56 0.41 0.38 0.65 0.27 4.21 

3.41 

split 3.56 1.60 0.43 0.36 0.61 0.25 4.17 3.63 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure. 9. Heat integraOon profiles: a) grand composite curve in case of top-end heat extracOon, b) 
exergy grand composite curve in case of top-end heat extracOon, c) grand composite curve in case 
of boNom-end heat extracOon, d) exergy grand composite curve in case of boNom-end heat 
extracOon, e) grand composite curve in case of split heat extracOon, f) exergy grand composite curve 
in case of split heat extracOon. 
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FFiigguurree..		99..	Heat	integration	pro:iles:	a)	grand	composite	curve	in	case	of	top-end	heat	extraction,	
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heat	 extraction,	 e)	 grand	 composite	 curve	 in	 case	 of	 split	 heat	 extraction,	 f)	 exergy	 grand
composite	curve	in	case	of	split	heat	extraction.
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5 Discussion 
Both cases were selected because of their limited complexity to clearly demonstrate how process 
change analysis (PCA) can be used to identify how process changes will impact a heat pump’s 
performance. However, the layout of the biodiesel production unit, consisting of a set of reactors and 
sequential separation processes, is typical for a large part of the industrial sector. Just as the heat 
integration is being dominated by a single separation step, as is also the case in for example a paper 
mill [31]. However, the vinyl chloride monomer (VCM) purification case also showed how to apply 
the method in case multiple processes form the pinch point. Challenges may arise when considering 
highly complex plant layouts, as upstream changes may have unforeseen impacts on the energy and 
mass balance, and thus the heat integration, further down the line.

Another dimension of complexity is the use of multiple heat sinks or sources, though a single sink-
source system is commonly the most cost-effective strategy [10]. A possible exception to this is the 
case where low-pressure steam is being produced for the heat sink with the lowest temperature 
and excess steam is being (re)compressed to supply heat to higher temperature sinks. This added 
complexity requires heat extraction/delivery strategies akin to that of the VCM-case but include the 
extraction of additional streams. The use of multiple heat sinks is a likely improvement for the biodiesel 
case, where other relatively large heat sinks are apparent close to the reboiler and the condenser still 
has 0.1 or 0.3 MW of heat left respective of the reference or the altered case. This energy should be 
transferred back to the background process, as is demonstrated in the VCM-case, when this energy is 
not utilized. This heat will help to avoid the 40 kW penalty incurred in the case of the reference process. 
This cancellation will always occur when the amount of excess heat in the heat source exceeds that of 
the heating requirements at the same shifted temperature in the background process.

Another potential challenge is the formation of a new pinch point by a “near pinch” resulting from a 
large heat integration pocket. This scenario was not included in the cases, but there are no fundamental 
barriers that would not allow for the use of PCA with the split (exergy) grand composite curve (Split-(E)
GCC) when this is the case. The formation of the new background process pinch point would be clearly 
visible in a Split-EGCC, which would allow for appropriate integration of the heat pump and help to 
identify process changes that modify the background pinch point in a similar way as for the original 
pinch point. Additional, “pocket-heat pumps” could also be used to overcome this challenge [32]. The 
same argument holds for processes where a larger inappropriate placement penalty is encountered.

However, it should be noted that in its current form the approach is limited to continuous steady-state 
processes. It is not suited for discontinuous processes, e.g., batch processes, and should be expanded 
with methods like the time-slice model of floating pinch analysis to cope with this added complexity [7]. 

A practical drawback to the approach is its abstract representation of a process, as is inherent to pinch 
analyses. This may make it difficult to communicate results to non-experts, like financial decision 
makers. It is therefore advised to use this approach as an exploratory tool and communicate results 
via conceptual designs based on the results.
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6 Conclusions 
Process Change Analysis (PCA) extended with the split- exergy grand composite curve (split -EGCC) 
proved to be a valuable tool in assessing the impact of process changes on the performance of a heat 
pump. In the biodiesel production process, it showed that when a heat pump transfers heat between 
the condenser and the reboiler of the methanol recovery column it faces an inappropriate placement 
penalty of 40 kW. PCA helped to identify which processes caused this penalty and how it could be 
avoided whilst reducing the process’s overall heat requirements. This was achieved by replacing the 
wet water washing column with a membrane separation unit. The deployment of this unit resulted in 
a reduction of heating requirements from 0.9 MW to 0.3 MW, whilst increasing the plant-level COP 
from 4.0 to 4.1.

Furthermore, PCA effectively identified the optimal utilization of a sensible heat source in the vinyl 
chloride monomer (VCM) process. Extracting heat from the top-end minimized work requirements by 
leveraging the steam’s high exergy value but led to an inappropriate heat pump placement penalty. 
Utilizing bottom-end heat avoided this penalty but resulted in higher work requirements due to the 
streams lower exergy content. Splitting the heat source achieved the highest plant-level COP. Overall, 
this strategy yielded a deviation of over 6.5% in COP values. These findings underscore the importance 
of strategic heat extraction to optimize heat pump performance.

Further research needs to establish how PCA can include the temporal aspects of heat sources and 
sinks to accommodate process fluctuation and those demanded by the energy system.

Overall, the results underline the importance of the combined assessment of process 
changes, stream selection and heat integration technologies by highlighting the effect of 
process changes have on the performance of a heat pump. PCA will therefore be a valuable 
tool in a period of continuous retrofitting that will include technologies, like heat pumps. 
 

Nomenclature

Letter symbols
CC		  Composite curve
COP	 	 Coefficient of Performance
CP	 	 Heat capacity flow rate, kW/K
Split-EGCC	 Split exergy grand composite curve
GCC		  Grand composite curve
Q		  Stream heat load/ heat, kW
T		  Temperature, °C 
Split-GCC		  Split grand composite curve
X		  Exergy, kW
Greek symbols
η		  efficiency

Subscripts and superscripts
0		  environment
c		  Carnot
net		  net
p		  penalty
pl		  plant-level
source		  heat source
sink		  heat sink
s		  source
t		  target
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CHAPTER 4
IDENTIFYING TECHNO-ECONOMIC 
IMPROVEMENTS FOR A STEAM-
GENERATING HEAT PUMP WITH EXERGY-
BASED COST MINIMIZATION 

This chapter was originally published as B. W. de Raad, M. van Lieshout, L. Stougie, C. A. Ramirez, “Identifying techno-economic 
improvements for a steam-generating heat pump with exergy-based cost minimization”, Applied Thermal Engineering, Volume 267, 
2025, 125632, DOI: https://doi.org/10.1016/j.applthermaleng.2025.125632.
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Abstract

Steam generating heat pumps show great potential for reducing carbon emissions in 
the industrial sector. However, predicting their performance is challenging as the exergy 
destruction of e.g., compressors and expansion valves increases with the temperature lift 
and condenser temperature. With over seventy design improvements mentioned in the 
literature, selecting the most effective design improvements is cumbersome. In this study, 
energy and exergy-based methods were compared in their ability to identify favourable 
design changes to a single stage subcritical heat pump to produce steam from hot 
condensate. The energy-based method suggested the addition of a sequential compressor 
with an intermediate cooler; however, this design did not improve the heat pump’s techno-
economic performance. The suggestion of adding either an internal heat exchanger or a 
flash vessel by exergy-based methods did lead in both cases to improved techno-economic 
performance. The internal heat exchanger performed best and increased the coefficient 
of performance from 2.3 to 2.8 and reduced operational costs by 0.8 M€ after 5 years 
of operation. Additionally, the initial investment decreased by 135 k€, and the total costs 
of operation decreased from 10.3 M€ to 8.7 M€. These findings show that exergy-based 
methods are the way forward in identifying effective design improvements for steam 
generating heat pumps.

1 Introduction
Heat pumps are increasingly recognized as a crucial technology for the energy transition [1]. Marina et 
al. [2] estimated that heat pumps can reduce industrial CO2 emissions by 30% when using renewable 
electricity to upgrade waste streams. However, their deployment is hindered by unfavourable economics 
compared to other (fossil) heating alternatives [3]. Yet, Marina et al. [4] also identified that most 
industrial heat is supplied in the form of steam. Utilizing existing steam infrastructure could significantly 
reduce integration cost, thereby improving the economic feasibility of heat pumps in industry [5].  
 
1.1 Steam-generating heat pumps

Various steam-generating heat pumps (SGHPs) are being developed, or have already come to 
market, leveraging this economic advantage [6, 7]. For instance, Marina et al. [8] have developed an 
experimental SGHP that produces steam at 150 °C. Their design consists of a cascade cycle with an 
intermediate temperature evaporator and internal heat exchangers to superheat suction gas before 
the compressor of each stage. Similarly, the Kobelco company [9] offers a SGHP that supplies steam 
at 120 °C. This heat pump uses a two-stage compressor with intermediate cooling and an internal heat 
exchanger to produce hot water. This hot water is thereafter flashed to produce saturated steam. 
Higher steam temperatures are achieved by successive steam (re)compression [9]. Both the design by 
Marina et al. [8] and Kobelco [9] are a more advanced version of the common subcritical single-stage 
(SS) heat pump cycle aimed at improving the techno-economic performance.
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1.2 Economics and exergy analysis of steam-generating heat pumps

The SS cycle becomes uneconomical at higher temperature lifts because of increased operational costs 
from various irreversibilities. Advanced heat pump configurations aim to minimize these irreversibilities 
which results in less work being required by the compressor and therefore a higher coefficient of 
performance (COP). The proposed process alterations in advanced cycles involve adding components such 
as expanders, compressors, flash vessels, mixers, ejectors, heat exchangers, or entire top or bottom cycles 
[10]. Additionally, changing the working fluid could also be used to improve performance [11]. 

Exergy analysis is a technique that helps to identify where irreversibilities occur within a process. Exergy is 
defined as the theoretical maximum useful work obtained when a system is brought into thermodynamic 
equilibrium with the environment by means of processes in which the system interacts only with its 
environment [12]. Exergy analysis has helped to design heat pumps since its initial conception in the 1960s 
[12]. However, only a few studies exist for high-temperature heat pumps, while Bergamini et al. [13] showed 
that the distribution of exergy destruction over the components of the high temperature heat pump cycle 
differs from low temperature heat pumps. Cao et al. [14] studied six single- and two-stage compression 
heat pump cycles that are frequently discussed in the literature. These heat pump systems can produce 
hot water at temperatures up to 95 °C from wastewater with a mean temperature of 45 °C. The results 
demonstrated that a two-stage heat pump with a flash vessel and a two-stage heat pump with a flash 
vessel as well as an intercooler had significantly less exergy destruction than an SS cycle. Both cycles 
showed a 10% increase in overall exergy efficiency compared to the SS cycle. Similarly, Arpagaus et al. [15] 
compared the performance of several multi-temperature heat pump cycles based on designs mentioned 
in literature and concluded that multi-stage compressor cycles exhibit the best cycle performance as well. 
However these authors only evaluate the performance at a cycle-level and do not examine the origin of the 
increased efficiency on a component-level.

The performance of individual components was examined by researchers such as Bergamini et al. [13], 
Hu et al. [16] and Mateu-Royo et al. [17]. Bergamini et al. [13] used exergy analysis to study the exergy 
destruction in a high-temperature single-stage ammonia heat pump that produced heat up to 140 °C 
from an isothermal 30 °C source. They found that the exergy destruction in components increased at 
different rates. For instance, the exergy destruction in the expansion valves was the most sensitive to the 
temperature lift and was the highest of all components at high temperature lifts, whereas its contribution 
to the total exergy destruction was limited at low temperature lifts. Hence, the dominant source of exergy 
destruction in the heat pump varied among components as the temperature lift increased. Hu et al. [16] 
found similar results when assessing a multi-stage heat pump that produced pressurized water at 120 
°C from a heat source ranging from 50 to 90 °C. Mateu-Royo et al. [17] used exergy analysis to identify 
possible further improvements to an experimental IHX-cycle setup for heat sinks up to 140 °C. They found 
that the expansion valve had the lowest exergy efficiency, whereas the compressor had the largest 
contribution to the total exergy destruction. Whether, design changes would improve the techno-economic 
performance of these heat pump cycles is not explored in these studies. Yet, exergy analysis provide a 
basis for economic assessment of a heat pump. For instance, Farshi et al. [18] used exergy-based cost 
analysis to compare a novel ejector-boosted hybrid heat pump with existing absorption, compression, and 
absorption-compression heat pumps. Their results show that the newly proposed design provides clear 
techno-economic advantages over the reference cycles at high temperature lifts. Wang et al. [19] applied 
the exergy-based economic analysis to compare the performance of mechanically and thermally driven 
heat pumps. They demonstrate that exergy loss per capital investment, as a function of temperature lift, 
differs between mechanically and thermally driven heat pumps. Based on this distinction, they formulated 
a guide map to aid technology selection. In a follow-up study, Wang et al. [20] used the same principles 
when evaluating the performance of a transcritical heat pump cycle for hot water production and increased 
the COP of an originally single-stage transcritical cycle by 7% based on design suggestions made in the 
literature. 
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The aforementioned studies of high-temperature and/or steam-generating heat pumps either compare 
previously described heat pump cycles from the literature or use these literature-based cycles to 
benchmark new cycle layouts. However, they do not demonstrate how exergy-based methods can 
be used to identify techno-economic design improvements for high-temperature applications and to 
aid in identifying design improvements. Tsatsaronis and Moran [21] addressed this gap for energy-
conversion technologies overall by proposing the method of exergy-aided cost minimization. In their 
method, they rank the components of a system in descending order of combined cost of investment 
and exergy destruction. Subsequently, they use this ranking to evaluate how much an additional 
component would increase both the technical and economic performances. 

This study aims to demonstrate how exergy-based cost minimization can systematically identify 
techno-economic improvements for a steam-generating heat pump, adding a new perspective to 
the limited body of literature on this topic. The method was illustrated with a case study where 
10 tonnes per hour of 2 bar(a) steam are produced from 50 kg/s of wastewater with an initial 
temperature of 80 °C, as summarize in Table 1. This case study was chosen due to its relevance 
across various industries, including chemical, paper, and food production. All configurations were 
modelled using refrigerant R-1234ze(Z) due to its high critical point, low global-warming potential, 
and ozone depletion potential [22]. 

Table 1 Process data of the case study

Name Value Unit

Medium heat sink Water -

Pressure heat sink 2 bar(a)

Mass flow heat sink 10 tonnes/hour

Medium heat source Water -

Initial temperature heat source 80 °C

Mass flow heat source 50 kg/s

Working medium heat pump R-1234ze(Z) -
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2 Method
This section outlines the systematic approach used to identify techno-economic improvements for 
steam-generating heat pumps. Section 2.1 provides a general description of the overall methodology, 
including the key steps involved. Section 2.2 details the thermodynamic analysis, explaining the 
principles and calculations used to assess the heat pump’s performance. Section 2.3 focuses on the 
economic evaluation, describing the cost calculations and economic indicators considered. 

2.1 Identification of techno-economic improvements

Advancements to a heat pump cycle were explored by using the following four-step method: 1. setting 
cost targets, 2. performing energy, economic and exergy analysis (3E-analysis), 3. assigning costs to 
exergy losses, and 4. assessment of design changes. Step 1 was used to make an initial assessment 
of a heat pump’s economic viability compared to an electric boiler (e-boiler). When the resulting 
investment budget for a heat pump seemed plausible, the next step was initiated. Steps 2 to 4 were 
part of an iterative loop to repeatedly improve the cycle’s performances. For clarity purposes, this loop 
was demonstrated only once for a SS cycle. 

Step 1: To set cost targets, the economic performance of an ideal (i.e., Carnot) heat pump was compared 
with an e-boiler. This comparison is common in industry because both are a way to realise industrial 
electrification. The heat pump was defined to be economically viable when the total costs of ownership 
(TCO) after five years of full-time operation (8000 h) were lower than that of an e-boiler. The cost of 
electricity was taken to be 0.041 €/kWh based on the expected average electricity costs between 2022 
and 2030 in the Netherlands for large consumers [23]. The required capital investment for an e-boiler 
of the required size was based on an installed capital cost price of 165 €/kW [23]. For the heat pump, 
an installation cost factor of 3 was used to convert bare unit costs to installed costs [24]. Based on the 
TCO of an e-boiler and the operational costs of an ideal heat pump, the maximal capital investment for 
a heat pump was calculated. If the calculated maximal capital costs price of the heat pump was within 
a realistic cost price range (100-1000 €/kW) [25], the next step was initiated.

Step 2: The energy, economic and exergy (3-E) analysis of the heat pump cycle was performed as 
follows. The thermodynamic states of the heat pump were fixed by the outlet conditions of both the 
evaporator and the condenser. For both heat exchangers the pinch point temperature difference was 
set to 5 K [26]. The vapour exiting the evaporator and the condenser was assumed to be saturated. 
When subcooling or superheating were considered, the amount of heat transferred was limited by the 
temperature at the outlet of the compressor to limit the degradation of compressor lubricants and 
seals. The performance assessment of the compressor included both an isentropic and a mechanical 
efficiency. The costs of the bare units, e.g., the heat exchangers, were based on their duty and cost 
functions. The bare unit costs were indexed to December 2022 with the Chemical Engineering Price 
Index (CEPI) [27] and converted into a total capital investment (TCI) using an installation factor to 
account for the cost of integrating the unit, contingencies and other fees. The performance of the 
cycle was defined based on four performance indicators: 1. the total costs of ownership, 2. the initial 
investment, 3. the coefficient of performance, and 4. the total exergy destruction. Of these, the 
first two indicated economic viability, whereas the third and fourth gave insight into the technical 
and environmental performance of the proposed configuration, respectively. The values used in this 
evaluation are presented in Table 2.
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Table 2. Modelling parameters

 

Step 3: The exergy-based cost minimization was based the exergy-aided cost minimization algorithm 
by Tsatsaronis and Moran [21], where the exergy flow rate and is used to calculate the cost flow rate. 
Since the exergy destruction in the heat pump results in additional work requirements that have to be 
met by the compressor’s drive, the price of exergy destruction was uniformly set to that of electricity. 
The resulting costs per component were listed in descending order. The process causing the losses in 
the top ranking component was selected to be changed in step 4.

Step 4: The design change was realized by adding one or several of the standard cycle’s components, i.e., 
a compressor, an expansion valve, an internal heat exchanger, an ejector, a flash tank, a desuperheater, 
a cascade condenser, and/or an expander. The selection among these components was based on the 
origin of the exergy destruction and the estimated costs of the design change. Moreover, the way these 
components were integrated into the cycle was based on the cycles presented in the aforementioned 
studies by Adamson et al. [10], Arpagaus et al. [3, 15], Mateu-Royo et al. [11], and Schlosser et al. [29].
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TTaabbllee		22..		Modelling	parameters	
Name	 Abbr.	 Value	 Unit	 Source	
Isentropic	
efficiency	
compressor	

𝜂𝜂;<	 70	 %	 [28]	

Maximal	outlet	
temperature	
compressor	

	 175	 oC	 [11]	

Intermediate	
pressure	
correction	

	 +0.35	 bar	 [31]	

Efficiency	
mechanical	drive	

𝜂𝜂=	 85	 %	 [26]	

Heat	transfer	
coefficient	
evaporator	

U	 1000	 W/m2K	 [26]	

Heat	transfer	
coefficient	
condenser	

U	 1250	 W/m2K	 [26]	

Operational	
hours		

𝑡𝑡	 40,000	 h	 	

Cost	of	
electricity	

𝑐𝑐>?	 0.041	 €/kW	 [23]	

Reference	state	
temperature	

𝑇𝑇@	 298.15	 K	 	

Reference	state	
pressure	

𝑝𝑝@	 101325	 Pa	 	

	

SStteepp		 33:	 The	 exergy-based	 cost	 minimization	 was	 based	 the	 exergy-aided	 cost	 minimization	
algorithm	by	Tsatsaronis	and	Moran	[21],	where	the	exergy	:low	rate	and	is	used	to	calculate	the	
cost	 :low	 rate.	 Since	 the	 exergy	 destruction	 in	 the	 heat	 pump	 results	 in	 additional	 work	
requirements	that	have	to	be	met	by	the	compressor’s	drive,	the	price	of	exergy	destruction	was	
uniformly	set	to	that	of	electricity.	The	resulting	costs	per	component	were	listed	in	descending	
order.	The	process	causing	the	losses	in	the	top	ranking	component	was	selected	to	be	changed	in	
step	4.	

SStteepp		 44:	 The	 design	 change	 was	 realized	 by	 adding	 one	 or	 several	 of	 the	 standard	 cycle’s	
components,	i.e.,	a	compressor,	an	expansion	valve,	an	internal	heat	exchanger,	an	ejector,	a	:lash	
tank,	 a	 desuperheater,	 a	 cascade	 condenser,	 and/or	 an	 expander.	 The	 selection	 among	 these	
components	was	based	on	 the	origin	of	 the	 exergy	destruction	 and	 the	 estimated	 costs	 of	 the	
design	change.	Moreover,	the	way	these	components	were	integrated	into	the	cycle	was	based	on	
the	cycles	presented	in	the	aforementioned	studies	by	Adamson	et	al.	[10],	Arpagaus	et	al.	[3,	15],	
Mateu-Royo	et	al.	[11],	and	Schlosser	et	al.	[29].		
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cost	 :low	 rate.	 Since	 the	 exergy	 destruction	 in	 the	 heat	 pump	 results	 in	 additional	 work	
requirements	that	have	to	be	met	by	the	compressor’s	drive,	the	price	of	exergy	destruction	was	
uniformly	set	to	that	of	electricity.	The	resulting	costs	per	component	were	listed	in	descending	
order.	The	process	causing	the	losses	in	the	top	ranking	component	was	selected	to	be	changed	in	
step	4.	

SStteepp		 44:	 The	 design	 change	 was	 realized	 by	 adding	 one	 or	 several	 of	 the	 standard	 cycle’s	
components,	i.e.,	a	compressor,	an	expansion	valve,	an	internal	heat	exchanger,	an	ejector,	a	:lash	
tank,	 a	 desuperheater,	 a	 cascade	 condenser,	 and/or	 an	 expander.	 The	 selection	 among	 these	
components	was	based	on	 the	origin	of	 the	 exergy	destruction	 and	 the	 estimated	 costs	 of	 the	
design	change.	Moreover,	the	way	these	components	were	integrated	into	the	cycle	was	based	on	
the	cycles	presented	in	the	aforementioned	studies	by	Adamson	et	al.	[10],	Arpagaus	et	al.	[3,	15],	
Mateu-Royo	et	al.	[11],	and	Schlosser	et	al.	[29].		
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After changing the cycle configuration in step 4, step 2 was repeated to evaluate the techno-economic 
performance of the change in the design. The change was approved when it improved the techno-
economic performance of the previously evaluated heat pump configuration, which was followed by 
suggesting further improvements based on repeating steps 3 and 4. When the change of step 4 was 
disapproved in step 2, the design change was discarded and the iterative optimization was ended. 

Cycle improvements were also based on an energy analysis to benchmark the results of the exergy-
based cost minimization with a more common approach.

2.2 Thermodynamic analysis

2.2.1 Energy analysis 
The basis of the energy balance was a consistent mass balance. The mass flow rate of the refrigerant 
(mr) was defined by the heat transfer required in the condenser (Qcd) and the enthalpy difference (
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The	 refrigerant	 exited	 the	 condenser	 as	 a	 saturated	 liquid.	All	 open	 systems	were	assumed	 to	
operate	in	a	steady	state,	thus	without	mass	accumulation.	This	also	holds	in	the	case	of	a	(:lash)	
vessel,	where	the	vapor	left	in	a	saturated	state	and	an	enthalpy	balance	de:ined	the	mass	ratio	of	
its	outgoing	streams.	

Work	added	to	the	system	(Wc)	by	the	compressor	was	based	on	the	isentropic	enthalpy	difference	
(𝛥𝛥ℎ76)	over	the	compressor	and	an	isentropic	ef:iciency	(	η>0)	[28,	30],	as	indicated	in	Eq.	(2):	

𝑊𝑊! =
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'CD
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The	 work	 required	 by	 the	 compressor’s	 drive	 (WD)	 was	 based	 on	 a	 correction	 for	 electrical,	
volumetric,	and	mechanical	losses	based	on	overall	motor	ef:iciency	(	η:)	[26],	as	shown	in	Eq.	
(3):	

𝑊𝑊( =
)F
'G
		 	 	 	 	 	 (3)	

The	 intermediate	pressure	(pi)	was	corrected	by	0.35	bar	when	multiple	pressure	stages	were	
considered	based	on	the	work	by	Mateu-Royo	et	al.	[31],	as	in	Eq.	(4):	

𝑝𝑝* = /𝑝𝑝+𝑝𝑝, + 0.35	 	 	 	 	 	 (4)	

where	p1	and	p2	are	the	pressures	before	and	after	the	compressor,	respectively.	Pressure	relief	in	
expansion	valves	was	considered	isenthalpic.	Other	forms	of	pressure	loss	were	neglected,	as	well	
as	heat	 losses.	The	 coef:icient	of	performance	 (COP)	of	 the	heat	pump	was	based	on	 the	heat	
delivered	at	the	condenser	and	the	work	required	by	the	compressor’s	drive,	as	shown	in	Eq.	(5):	

𝐶𝐶𝐶𝐶𝑃𝑃&- = 𝑄𝑄!"/𝑊𝑊(	 	 	 	 	 	 (5)	

The	energy	balance	of	 the	heat	pump	was	closed	by	de:ining	 the	required	 thermal	duty	of	 the	
evaporator	as	the	difference	between	the	duties	of	the	condenser	and	the	compressor.	

2.2.2	Exergy	analysis	
The	 in:lux	of	exergy	(𝐸𝐸𝐸̇𝐸7-)	equals	the	out:lux	of	exergy	(𝐸𝐸𝐸̇𝐸,AF)	plus	exergy	 losses.	The	 loss	of	
exergy	 was	 the	 sum	 of	 internal	 exergy	 destruction	 (Exdes)	 and	 transfer	 of	 exergy	 to	 external	
sources	[32].	Since	heat	loss	to	the	environment	was	neglected	and	all	heat	transferred	from	the	
heat	pump	to	the	environment	was	valuable,	the	exergy	balance	simpli:ies	to	Eq.	(6):	

𝐸𝐸𝐸̇𝐸"./ = Σ𝐸𝐸𝐸̇𝐸*0 − Σ𝐸𝐸𝐸̇𝐸123	 	 	 	 	 	 (6)	

Exergy	destruction	was	zero	in	the	case	of	an	ideal	operation.	In	that	case,	the	exergy	:lowing	into	
the	system	in	the	form	of	heat	at	the	evaporator	and	work	by	the	compressor	was	equivalent	to	
the	exergy	of	the	out:low	of	heat	at	the	condenser.	The	exergy	value	of	the	streams	was	de:ined	by	
the	enthalpy	(H)	and	entropy	(S)	of	the	stream	shown	in	Eq.	(7)	[33]:	

𝐸𝐸𝐸𝐸 = 𝐻𝐻 − 𝐻𝐻4 − 𝑇𝑇4(𝑆𝑆 − 𝑆𝑆4)	 	 	 	 	 	 (7)	

) over the condenser, as shown in Eq. (1): 
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The energy balance of the heat pump was closed by defining the required thermal duty of the 
evaporator as the difference between the duties of the condenser and the compressor.
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refrigerant	(mr)	was	de:ined	by	the	heat	transfer	required	in	the	condenser	(Qcd)	and	the	enthalpy	
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The	 refrigerant	 exited	 the	 condenser	 as	 a	 saturated	 liquid.	All	 open	 systems	were	assumed	 to	
operate	in	a	steady	state,	thus	without	mass	accumulation.	This	also	holds	in	the	case	of	a	(:lash)	
vessel,	where	the	vapor	left	in	a	saturated	state	and	an	enthalpy	balance	de:ined	the	mass	ratio	of	
its	outgoing	streams.	

Work	added	to	the	system	(Wc)	by	the	compressor	was	based	on	the	isentropic	enthalpy	difference	
(𝛥𝛥ℎ76)	over	the	compressor	and	an	isentropic	ef:iciency	(	η>0)	[28,	30],	as	indicated	in	Eq.	(2):	
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The	 work	 required	 by	 the	 compressor’s	 drive	 (WD)	 was	 based	 on	 a	 correction	 for	 electrical,	
volumetric,	and	mechanical	losses	based	on	overall	motor	ef:iciency	(	η:)	[26],	as	shown	in	Eq.	
(3):	
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The	 intermediate	pressure	(pi)	was	corrected	by	0.35	bar	when	multiple	pressure	stages	were	
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expansion	valves	was	considered	isenthalpic.	Other	forms	of	pressure	loss	were	neglected,	as	well	
as	heat	 losses.	The	 coef:icient	of	performance	 (COP)	of	 the	heat	pump	was	based	on	 the	heat	
delivered	at	the	condenser	and	the	work	required	by	the	compressor’s	drive,	as	shown	in	Eq.	(5):	
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sources	[32].	Since	heat	loss	to	the	environment	was	neglected	and	all	heat	transferred	from	the	
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the	exergy	of	the	out:low	of	heat	at	the	condenser.	The	exergy	value	of	the	streams	was	de:ined	by	
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Where subscript “0” denoted the reference state at T0 = 298.15 K and p0 = 101325 Pa. Substituting Eq. 
(7) in Eq. (6) and accounting for the exergy value of heat: at a thermodynamic mean temperature and 
that of work: W, results in Eq. (8): 

   
 

 

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298.15	K	and	p0	=	101325	Pa.	Substituting	
Eq.	(7)	in	Eq.	(6)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇)	at	a	thermodynamic	
mean	temperature	and	that	of	work:	W,	results	in	Eq.	(8):	
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Exergy	destruction	due	to	mechanical	 losses	in	the	drive	was	taken	as	equivalent	to	the	loss	of	
work	during	transfer.	

2.3	Economic	evaluation	
The	total	cost	of	ownership	and	the	total	capital	investment	were	taken	as	the	key	performance	
indicators	for	the	economic	evaluations.	These	costs	were	based	on	the	indexed	bare	unit	costs	of	
the	components,	the	cost	of	installation,	and	operation.	The	bare	unit	costs	(C0,p)	required	for	the	
heat	pump’s	components	were	based	on	the	costs	function	provided	by	Zühlsdorf	et	al.	[26],	which	
is	presented	in	Eq	(9):	

logL𝐶𝐶4,-M = 𝑘𝑘+ + 𝑘𝑘, log 𝑥𝑥 + 𝑘𝑘7 (log 𝑥𝑥),		 	 	 	 	 	 (9)	

where	“x”	is	the	scaling	parameter	of	a	certain	technology	and	“ki”	is	a	calibrated	value.	Table	3	
shows	the	used	values	adapted	from	Zühlsdorf	et	al.	[26].		

TTaabbllee		33..		Parameters	for	estimation	of	component	capital	costs	according	to	Zühlsdorf	et	al.	[26]	
Component	 Scaling	

Parameter	
X	

Range	 𝑘𝑘J	 𝑘𝑘K	 𝑘𝑘L	 𝑓𝑓M>N;	[34]	 𝑓𝑓;O	

Compressor	 Fluid	
power	

450	-	3000	kW	 2.2897	 1.13604	 -
0.1027	

2.3749	 2.8	

Drive	 Shaft	
power	

75	-	2600	kW	 1.9560	 1.7142	 -
0.2282	

2.3749	 1.5	

Plain	vessel	 Volume	 1	–	800	m3	 3.5970	 0.2163	 0.0934	 2.0793	 3.0	
Shell	&	tube	heat	exch.	 Area	 10	–	900	m2	 3.2476	 0.2264	 0.0953	 2.0793	 3.2	
Radial	turbine	 Fluid	

power	
100	–	1500	kW	 2.2476	 1.4965	 -

0.1618	
2.3749	 3.5	

The	 values	 in	 this	 table	 were	 harmonized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
December	2022	with	fcepi	based	on	the	Chemical	Engineering	Price	Index	(CEPI)	[34].	That	is,	the	
indexed	bare	unit	cost	(C0,ind)	were	calculated	according	to	Eq.	(10):	

𝐶𝐶4,-,*0" = 𝐶𝐶4,-𝑓𝑓!.-*	 	 	 	 	 	 (10)	

The	indexed	bare	module	costs	were	converted	into	capital	investment	(CI)	using	the	installation	
costs	factor	(fIF),	as	shown	in	Eq.	(11):	

𝐶𝐶𝐼𝐼- = 𝐶𝐶4,-,*0"𝑓𝑓89	 	 	 	 	 	 (11)	

The	 total	 capital	 investment	 (TCI)	was	 calculated	 by	 taking	 the	 sum	of	 all	 components	 in	 the	
con:iguration.	For	benchmarking	purposes,	this	value	is	expressed	as	a	factor	of	the	condenser	
duty.	 For	 the	 centrifugal	 compressor	 and	 its	 drive,	 Eq.	 (4)	 was	 used	 as	 input	 for	 the	 scaling	
parameter	 by	 either	 including	 or	 excluding	 𝜂𝜂(,	 respectively.	 The	 resulting	 costs	 were	
benchmarked	to	the	cost	data	provided	in	the	DACE	booklet	[35]	and	found	to	be	plausible.	In	case	
multiple	 compressors	 were	 used,	 their	 scaling	 parameters	 were	 combined	 to	 account	 for	 the	
economics	of	scale.	Their	respective	costs	were	based	on	the	ratio	between	the	scaling	factor	of	
the	individual	component	and	the	scaling	factor	of	the	combined	components.	The	volume	of	a	
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during transfer.

2.3 Economic evaluation
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The	 values	 in	 this	 table	 were	 harmonized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
December	2022	with	fcepi	based	on	the	Chemical	Engineering	Price	Index	(CEPI)	[34].	That	is,	the	
indexed	bare	unit	cost	(C0,ind)	were	calculated	according	to	Eq.	(10):	

𝐶𝐶4,-,*0" = 𝐶𝐶4,-𝑓𝑓!.-*	 	 	 	 	 	 (10)	

The	indexed	bare	module	costs	were	converted	into	capital	investment	(CI)	using	the	installation	
costs	factor	(fIF),	as	shown	in	Eq.	(11):	

𝐶𝐶𝐼𝐼- = 𝐶𝐶4,-,*0"𝑓𝑓89	 	 	 	 	 	 (11)	

The	 total	 capital	 investment	 (TCI)	was	 calculated	 by	 taking	 the	 sum	of	 all	 components	 in	 the	
con:iguration.	For	benchmarking	purposes,	this	value	is	expressed	as	a	factor	of	the	condenser	
duty.	 For	 the	 centrifugal	 compressor	 and	 its	 drive,	 Eq.	 (4)	 was	 used	 as	 input	 for	 the	 scaling	
parameter	 by	 either	 including	 or	 excluding	 𝜂𝜂(,	 respectively.	 The	 resulting	 costs	 were	
benchmarked	to	the	cost	data	provided	in	the	DACE	booklet	[35]	and	found	to	be	plausible.	In	case	
multiple	 compressors	 were	 used,	 their	 scaling	 parameters	 were	 combined	 to	 account	 for	 the	
economics	of	scale.	Their	respective	costs	were	based	on	the	ratio	between	the	scaling	factor	of	
the	individual	component	and	the	scaling	factor	of	the	combined	components.	The	volume	of	a	

where “x” is the scaling parameter of a certain technology and “ki” is a calibrated value. Table 3 shows 
the used values adapted from Zühlsdorf et al. [26].  
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Table 3 Parameters for estimation of component capital costs according to Zühlsdorf et al. [26]

The values in this table were harmonized into the equivalent costs of the components for December 
2022 with fcepi based on the Chemical Engineering Price Index (CEPI) [34]. That is, the indexed bare 
unit cost (C0,ind) were calculated according to Eq. (10): 

   
 

 

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298.15	K	and	p0	=	101325	Pa.	Substituting	
Eq.	(7)	in	Eq.	(6)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇)	at	a	thermodynamic	
mean	temperature	and	that	of	work:	W,	results	in	Eq.	(8):	

𝐸𝐸𝐸̇𝐸"./ = C1 −
5I
5
D 𝑄̇𝑄 + 𝑊̇𝑊 − 𝑚̇𝑚[ℎ, − ℎ+ − 𝑇𝑇4(𝑠𝑠, − 𝑠𝑠+)]	 	 	 	 (8)	

Exergy	destruction	due	to	mechanical	 losses	in	the	drive	was	taken	as	equivalent	to	the	loss	of	
work	during	transfer.	

2.3	Economic	evaluation	
The	total	cost	of	ownership	and	the	total	capital	investment	were	taken	as	the	key	performance	
indicators	for	the	economic	evaluations.	These	costs	were	based	on	the	indexed	bare	unit	costs	of	
the	components,	the	cost	of	installation,	and	operation.	The	bare	unit	costs	(C0,p)	required	for	the	
heat	pump’s	components	were	based	on	the	costs	function	provided	by	Zühlsdorf	et	al.	[26],	which	
is	presented	in	Eq	(9):	

logL𝐶𝐶4,-M = 𝑘𝑘+ + 𝑘𝑘, log 𝑥𝑥 + 𝑘𝑘7 (log 𝑥𝑥),		 	 	 	 	 	 (9)	

where	“x”	is	the	scaling	parameter	of	a	certain	technology	and	“ki”	is	a	calibrated	value.	Table	3	
shows	the	used	values	adapted	from	Zühlsdorf	et	al.	[26].		

TTaabbllee		33..		Parameters	for	estimation	of	component	capital	costs	according	to	Zühlsdorf	et	al.	[26]	
Component	 Scaling	

Parameter	
X	

Range	 𝑘𝑘J	 𝑘𝑘K	 𝑘𝑘L	 𝑓𝑓M>N;	[34]	 𝑓𝑓;O	

Compressor	 Fluid	
power	

450	-	3000	kW	 2.2897	 1.13604	 -
0.1027	

2.3749	 2.8	

Drive	 Shaft	
power	

75	-	2600	kW	 1.9560	 1.7142	 -
0.2282	

2.3749	 1.5	

Plain	vessel	 Volume	 1	–	800	m3	 3.5970	 0.2163	 0.0934	 2.0793	 3.0	
Shell	&	tube	heat	exch.	 Area	 10	–	900	m2	 3.2476	 0.2264	 0.0953	 2.0793	 3.2	
Radial	turbine	 Fluid	

power	
100	–	1500	kW	 2.2476	 1.4965	 -

0.1618	
2.3749	 3.5	

The	 values	 in	 this	 table	 were	 harmonized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
December	2022	with	fcepi	based	on	the	Chemical	Engineering	Price	Index	(CEPI)	[34].	That	is,	the	
indexed	bare	unit	cost	(C0,ind)	were	calculated	according	to	Eq.	(10):	

𝐶𝐶4,-,*0" = 𝐶𝐶4,-𝑓𝑓!.-*	 	 	 	 	 	 (10)	

The	indexed	bare	module	costs	were	converted	into	capital	investment	(CI)	using	the	installation	
costs	factor	(fIF),	as	shown	in	Eq.	(11):	

𝐶𝐶𝐼𝐼- = 𝐶𝐶4,-,*0"𝑓𝑓89	 	 	 	 	 	 (11)	

The	 total	 capital	 investment	 (TCI)	was	 calculated	 by	 taking	 the	 sum	of	 all	 components	 in	 the	
con:iguration.	For	benchmarking	purposes,	this	value	is	expressed	as	a	factor	of	the	condenser	
duty.	 For	 the	 centrifugal	 compressor	 and	 its	 drive,	 Eq.	 (4)	 was	 used	 as	 input	 for	 the	 scaling	
parameter	 by	 either	 including	 or	 excluding	 𝜂𝜂(,	 respectively.	 The	 resulting	 costs	 were	
benchmarked	to	the	cost	data	provided	in	the	DACE	booklet	[35]	and	found	to	be	plausible.	In	case	
multiple	 compressors	 were	 used,	 their	 scaling	 parameters	 were	 combined	 to	 account	 for	 the	
economics	of	scale.	Their	respective	costs	were	based	on	the	ratio	between	the	scaling	factor	of	
the	individual	component	and	the	scaling	factor	of	the	combined	components.	The	volume	of	a	

The indexed bare module costs were converted into capital investment (CI) using the installation 
costs factor (fIF), as shown in Eq. (11): 

   
 

 

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298.15	K	and	p0	=	101325	Pa.	Substituting	
Eq.	(7)	in	Eq.	(6)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇)	at	a	thermodynamic	
mean	temperature	and	that	of	work:	W,	results	in	Eq.	(8):	
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Exergy	destruction	due	to	mechanical	 losses	in	the	drive	was	taken	as	equivalent	to	the	loss	of	
work	during	transfer.	

2.3	Economic	evaluation	
The	total	cost	of	ownership	and	the	total	capital	investment	were	taken	as	the	key	performance	
indicators	for	the	economic	evaluations.	These	costs	were	based	on	the	indexed	bare	unit	costs	of	
the	components,	the	cost	of	installation,	and	operation.	The	bare	unit	costs	(C0,p)	required	for	the	
heat	pump’s	components	were	based	on	the	costs	function	provided	by	Zühlsdorf	et	al.	[26],	which	
is	presented	in	Eq	(9):	

logL𝐶𝐶4,-M = 𝑘𝑘+ + 𝑘𝑘, log 𝑥𝑥 + 𝑘𝑘7 (log 𝑥𝑥),		 	 	 	 	 	 (9)	

where	“x”	is	the	scaling	parameter	of	a	certain	technology	and	“ki”	is	a	calibrated	value.	Table	3	
shows	the	used	values	adapted	from	Zühlsdorf	et	al.	[26].		

TTaabbllee		33..		Parameters	for	estimation	of	component	capital	costs	according	to	Zühlsdorf	et	al.	[26]	
Component	 Scaling	

Parameter	
X	

Range	 𝑘𝑘J	 𝑘𝑘K	 𝑘𝑘L	 𝑓𝑓M>N;	[34]	 𝑓𝑓;O	

Compressor	 Fluid	
power	

450	-	3000	kW	 2.2897	 1.13604	 -
0.1027	

2.3749	 2.8	

Drive	 Shaft	
power	

75	-	2600	kW	 1.9560	 1.7142	 -
0.2282	

2.3749	 1.5	

Plain	vessel	 Volume	 1	–	800	m3	 3.5970	 0.2163	 0.0934	 2.0793	 3.0	
Shell	&	tube	heat	exch.	 Area	 10	–	900	m2	 3.2476	 0.2264	 0.0953	 2.0793	 3.2	
Radial	turbine	 Fluid	

power	
100	–	1500	kW	 2.2476	 1.4965	 -

0.1618	
2.3749	 3.5	

The	 values	 in	 this	 table	 were	 harmonized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
December	2022	with	fcepi	based	on	the	Chemical	Engineering	Price	Index	(CEPI)	[34].	That	is,	the	
indexed	bare	unit	cost	(C0,ind)	were	calculated	according	to	Eq.	(10):	

𝐶𝐶4,-,*0" = 𝐶𝐶4,-𝑓𝑓!.-*	 	 	 	 	 	 (10)	

The	indexed	bare	module	costs	were	converted	into	capital	investment	(CI)	using	the	installation	
costs	factor	(fIF),	as	shown	in	Eq.	(11):	

𝐶𝐶𝐼𝐼- = 𝐶𝐶4,-,*0"𝑓𝑓89	 	 	 	 	 	 (11)	

The	 total	 capital	 investment	 (TCI)	was	 calculated	 by	 taking	 the	 sum	of	 all	 components	 in	 the	
con:iguration.	For	benchmarking	purposes,	this	value	is	expressed	as	a	factor	of	the	condenser	
duty.	 For	 the	 centrifugal	 compressor	 and	 its	 drive,	 Eq.	 (4)	 was	 used	 as	 input	 for	 the	 scaling	
parameter	 by	 either	 including	 or	 excluding	 𝜂𝜂(,	 respectively.	 The	 resulting	 costs	 were	
benchmarked	to	the	cost	data	provided	in	the	DACE	booklet	[35]	and	found	to	be	plausible.	In	case	
multiple	 compressors	 were	 used,	 their	 scaling	 parameters	 were	 combined	 to	 account	 for	 the	
economics	of	scale.	Their	respective	costs	were	based	on	the	ratio	between	the	scaling	factor	of	
the	individual	component	and	the	scaling	factor	of	the	combined	components.	The	volume	of	a	

The total capital investment (TCI) was calculated by taking the sum of all components in the configuration. 
For benchmarking purposes, this value is expressed as a factor of the condenser duty. For the centrifugal 
compressor and its drive, Eq. (4) was used as input for the scaling parameter by either including or excluding, 
respectively. The resulting costs were benchmarked to the cost data provided in the DACE booklet [35] and 
found to be plausible. In case multiple compressors were used, their scaling parameters were combined to 
account for the economics of scale. Their respective costs were based on the ratio between the scaling 
factor of the individual component and the scaling factor of the combined components. The volume of a 
vessel was based on being able to supply the outlet streams for 10 minutes without an influx of new 
refrigerant. The heat exchanging area (A) of the heat exchangers was calculated using Eq. (12): 

   
 

 

vessel	was	based	on	being	able	to	supply	the	outlet	streams	for	10	minutes	without	an	in:lux	of	
new	refrigerant.	The	heat	exchanging	area	(A)	of	 the	heat	exchangers	was	calculated	using	Eq.	
(12):	

𝑄𝑄&: = 𝑈𝑈 ⋅ 𝐴𝐴 ⋅ Δ𝑇𝑇;$	 	 	 	 	 	 (12)	

where	 “U”	 is	 the	 heat	 transfer	 coef:icient	 and	 Δ𝑇𝑇H(	 was	 the	 logarithmic	 mean	 temperature	
difference	between	the	hot	and	cold	streams.	A	heat	transfer	coef:icient	of	1000	W/m2K	was	used	
for	heat	transfer	between	a	liquid	and	an	evaporating	liquid	and	1250	W/m2K	was	used	when	both	
sides	were	changing	phases	[26].	The	operational	cost	(Cop,hp)	of	the	heat	pump	(hp)	was	de:ined	
to	be	equivalent	to	the	price	of	electricity	(cel)	times	the	exergy	destruction	by	component	(p)	and	
time	of	operation	(t),	as	shown	in	Eq.	(13):	

𝐶𝐶1-,&- = ∑𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (13)	

From	Eq.	(13),	the	cost	of	compensating	irreversibilities	(i)	required	due	to	exergy	destruction	of	
component	“p”	(𝐶𝐶H,'̇ )	can	be	calculated	as	Eq.	(14):	

𝐶𝐶<,-̇ = 𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (14)	

Economically	viable	investments	were	those	with	an	investment	cost	lower	than	savings	according	
to	Eq.	(14)	after	:ive	years	of	full-time	operation.	Moreso,	by	combining	the	TCI	and	the	Cop,hp	the	
total	cost	of	ownership	(TCO)	was	calculated,	as	in	Eq.	(15):	

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐶𝐶1-,&-	 	 	 	 	 	 (15)	

The	TCO	was	calculated	based	on	:ive	years	of	near	full-time	operation	(40,000	hours).		

3	Results	
This	section	presents	the	:indings	from	the	techno-economic	analysis	of	steam-generating	heat	
pumps.	Section	3.1	compares	the	economic	viability	of	an	ideal	heat	pump	with	that	of	an	electric	
boiler	(e-boiler),	establishing	a	baseline	for	comparison.	Section	3.2	provides	the	results	of	the	
energy,	economic,	and	exergy	(3-E)	analysis	of	the	subcritical	single-stage	(SS)	cycle,	highlighting	
key	performance	metrics.	Section	3.3	evaluates	the	performance	of	proposed	cycle	improvements,	
detailing	 the	 enhancements	 and	 their	 impacts.	 Finally,	 Section	 3.4	 compares	 the	 different	
con:igurations,	 summarizing	 the	 overall	 :indings	 and	 identifying	 the	 most	 effective	 design	
modi:ications.	

3.1	Cost	targets	for	a	steam-generating	heat	pump	
Producing	10	t/h	of	2.0	bar(a)	steam	with	an	e-boiler	required	6.6	MW	of	electricity.	Based	on	the	
assumed	installed	costs	of	165	€/kW	and	an	electricity	price	of	0.041	€/kWh,	this	resulted	in	a	
total	 cost	of	ownership	 (TCO)	of	11.9	M€	after	5	years,	 as	 listed	 in	Table	4.	The	 total	 costs	of	
ownership	of	the	heat	pump	must	be	below	that	of	the	e-boiler	to	be	competitive.	An	ideal	heat	
pump	would	operate	with	a	COP	of	6.6	and	reduce	electricity	consumption	by	85%.	As	a	result,	it	
would	require	1.0	MW	to	operate,	or	1.6	M€	after	:ive	years.	Therefore,	the	total	installed	costs	of	
the	heat	pump	must	be	below	10.3	M€,	or	520	€/kWth,	to	be	economically	viable.	

TTaabbllee		44..		Costs	comparison	of	an	ideal	e-boiler	with	an	ideal	heat	pump	based	on	5	years	of	operation,	8000	
h/year,	and	an	electricity	price	of	0.041	€/kWh		

Unit	 Supplied	
power	
[MWth]	

Required	
power	
[MWe]	

Specific	
costs	
[€/kWx]	

Bare	unit	
costs	
[M€]	

Total	
installed	
costs	[M€]	

Operational	
costs	[M€]	

Total	 costs	
of	

where “U” is the heat transfer coefficient and was the logarithmic mean temperature difference between 
the hot and cold streams. A heat transfer coefficient of 1000 W/m2K was used for heat transfer between 
a liquid and an evaporating liquid and 1250 W/m2K was used when both sides were changing phases [26]. 
The operational cost (Cop,hp) of the heat pump (hp) was defined to be equivalent to the price of electricity 
(cel) times the exergy destruction by component (p) and time of operation (t), as shown in Eq. (13): 
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detailing	 the	 enhancements	 and	 their	 impacts.	 Finally,	 Section	 3.4	 compares	 the	 different	
con:igurations,	 summarizing	 the	 overall	 :indings	 and	 identifying	 the	 most	 effective	 design	
modi:ications.	

3.1	Cost	targets	for	a	steam-generating	heat	pump	
Producing	10	t/h	of	2.0	bar(a)	steam	with	an	e-boiler	required	6.6	MW	of	electricity.	Based	on	the	
assumed	installed	costs	of	165	€/kW	and	an	electricity	price	of	0.041	€/kWh,	this	resulted	in	a	
total	 cost	of	ownership	 (TCO)	of	11.9	M€	after	5	years,	 as	 listed	 in	Table	4.	The	 total	 costs	of	
ownership	of	the	heat	pump	must	be	below	that	of	the	e-boiler	to	be	competitive.	An	ideal	heat	
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Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298.15	K	and	p0	=	101325	Pa.	Substituting	
Eq.	(7)	in	Eq.	(6)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇)	at	a	thermodynamic	
mean	temperature	and	that	of	work:	W,	results	in	Eq.	(8):	
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D 𝑄̇𝑄 + 𝑊̇𝑊 − 𝑚̇𝑚[ℎ, − ℎ+ − 𝑇𝑇4(𝑠𝑠, − 𝑠𝑠+)]	 	 	 	 (8)	

Exergy	destruction	due	to	mechanical	 losses	in	the	drive	was	taken	as	equivalent	to	the	loss	of	
work	during	transfer.	

2.3	Economic	evaluation	
The	total	cost	of	ownership	and	the	total	capital	investment	were	taken	as	the	key	performance	
indicators	for	the	economic	evaluations.	These	costs	were	based	on	the	indexed	bare	unit	costs	of	
the	components,	the	cost	of	installation,	and	operation.	The	bare	unit	costs	(C0,p)	required	for	the	
heat	pump’s	components	were	based	on	the	costs	function	provided	by	Zühlsdorf	et	al.	[26],	which	
is	presented	in	Eq	(9):	

logL𝐶𝐶4,-M = 𝑘𝑘+ + 𝑘𝑘, log 𝑥𝑥 + 𝑘𝑘7 (log 𝑥𝑥),		 	 	 	 	 	 (9)	

where	“x”	is	the	scaling	parameter	of	a	certain	technology	and	“ki”	is	a	calibrated	value.	Table	3	
shows	the	used	values	adapted	from	Zühlsdorf	et	al.	[26].		

TTaabbllee		33..		Parameters	for	estimation	of	component	capital	costs	according	to	Zühlsdorf	et	al.	[26]	
Component	 Scaling	

Parameter	
X	

Range	 𝑘𝑘J	 𝑘𝑘K	 𝑘𝑘L	 𝑓𝑓M>N;	[34]	 𝑓𝑓;O	

Compressor	 Fluid	
power	

450	-	3000	kW	 2.2897	 1.13604	 -
0.1027	

2.3749	 2.8	

Drive	 Shaft	
power	

75	-	2600	kW	 1.9560	 1.7142	 -
0.2282	

2.3749	 1.5	

Plain	vessel	 Volume	 1	–	800	m3	 3.5970	 0.2163	 0.0934	 2.0793	 3.0	
Shell	&	tube	heat	exch.	 Area	 10	–	900	m2	 3.2476	 0.2264	 0.0953	 2.0793	 3.2	
Radial	turbine	 Fluid	

power	
100	–	1500	kW	 2.2476	 1.4965	 -

0.1618	
2.3749	 3.5	

The	 values	 in	 this	 table	 were	 harmonized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
December	2022	with	fcepi	based	on	the	Chemical	Engineering	Price	Index	(CEPI)	[34].	That	is,	the	
indexed	bare	unit	cost	(C0,ind)	were	calculated	according	to	Eq.	(10):	

𝐶𝐶4,-,*0" = 𝐶𝐶4,-𝑓𝑓!.-*	 	 	 	 	 	 (10)	

The	indexed	bare	module	costs	were	converted	into	capital	investment	(CI)	using	the	installation	
costs	factor	(fIF),	as	shown	in	Eq.	(11):	

𝐶𝐶𝐼𝐼- = 𝐶𝐶4,-,*0"𝑓𝑓89	 	 	 	 	 	 (11)	

The	 total	 capital	 investment	 (TCI)	was	 calculated	 by	 taking	 the	 sum	of	 all	 components	 in	 the	
con:iguration.	For	benchmarking	purposes,	this	value	is	expressed	as	a	factor	of	the	condenser	
duty.	 For	 the	 centrifugal	 compressor	 and	 its	 drive,	 Eq.	 (4)	 was	 used	 as	 input	 for	 the	 scaling	
parameter	 by	 either	 including	 or	 excluding	 𝜂𝜂(,	 respectively.	 The	 resulting	 costs	 were	
benchmarked	to	the	cost	data	provided	in	the	DACE	booklet	[35]	and	found	to	be	plausible.	In	case	
multiple	 compressors	 were	 used,	 their	 scaling	 parameters	 were	 combined	 to	 account	 for	 the	
economics	of	scale.	Their	respective	costs	were	based	on	the	ratio	between	the	scaling	factor	of	
the	individual	component	and	the	scaling	factor	of	the	combined	components.	The	volume	of	a	
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From Eq. (13), the cost of compensating irreversibilities (i) required due to exergy destruction of 
component “p” (

   
 

 

vessel	was	based	on	being	able	to	supply	the	outlet	streams	for	10	minutes	without	an	in:lux	of	
new	refrigerant.	The	heat	exchanging	area	(A)	of	 the	heat	exchangers	was	calculated	using	Eq.	
(12):	

𝑄𝑄&: = 𝑈𝑈 ⋅ 𝐴𝐴 ⋅ Δ𝑇𝑇;$	 	 	 	 	 	 (12)	

where	 “U”	 is	 the	 heat	 transfer	 coef:icient	 and	 Δ𝑇𝑇H(	 was	 the	 logarithmic	 mean	 temperature	
difference	between	the	hot	and	cold	streams.	A	heat	transfer	coef:icient	of	1000	W/m2K	was	used	
for	heat	transfer	between	a	liquid	and	an	evaporating	liquid	and	1250	W/m2K	was	used	when	both	
sides	were	changing	phases	[26].	The	operational	cost	(Cop,hp)	of	the	heat	pump	(hp)	was	de:ined	
to	be	equivalent	to	the	price	of	electricity	(cel)	times	the	exergy	destruction	by	component	(p)	and	
time	of	operation	(t),	as	shown	in	Eq.	(13):	

𝐶𝐶1-,&- = ∑𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (13)	

From	Eq.	(13),	the	cost	of	compensating	irreversibilities	(i)	required	due	to	exergy	destruction	of	
component	“p”	(𝐶𝐶H,'̇ )	can	be	calculated	as	Eq.	(14):	

𝐶𝐶<,-̇ = 𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (14)	

Economically	viable	investments	were	those	with	an	investment	cost	lower	than	savings	according	
to	Eq.	(14)	after	:ive	years	of	full-time	operation.	Moreso,	by	combining	the	TCI	and	the	Cop,hp	the	
total	cost	of	ownership	(TCO)	was	calculated,	as	in	Eq.	(15):	

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐶𝐶1-,&-	 	 	 	 	 	 (15)	

The	TCO	was	calculated	based	on	:ive	years	of	near	full-time	operation	(40,000	hours).		

3	Results	
This	section	presents	the	:indings	from	the	techno-economic	analysis	of	steam-generating	heat	
pumps.	Section	3.1	compares	the	economic	viability	of	an	ideal	heat	pump	with	that	of	an	electric	
boiler	(e-boiler),	establishing	a	baseline	for	comparison.	Section	3.2	provides	the	results	of	the	
energy,	economic,	and	exergy	(3-E)	analysis	of	the	subcritical	single-stage	(SS)	cycle,	highlighting	
key	performance	metrics.	Section	3.3	evaluates	the	performance	of	proposed	cycle	improvements,	
detailing	 the	 enhancements	 and	 their	 impacts.	 Finally,	 Section	 3.4	 compares	 the	 different	
con:igurations,	 summarizing	 the	 overall	 :indings	 and	 identifying	 the	 most	 effective	 design	
modi:ications.	

3.1	Cost	targets	for	a	steam-generating	heat	pump	
Producing	10	t/h	of	2.0	bar(a)	steam	with	an	e-boiler	required	6.6	MW	of	electricity.	Based	on	the	
assumed	installed	costs	of	165	€/kW	and	an	electricity	price	of	0.041	€/kWh,	this	resulted	in	a	
total	 cost	of	ownership	 (TCO)	of	11.9	M€	after	5	years,	 as	 listed	 in	Table	4.	The	 total	 costs	of	
ownership	of	the	heat	pump	must	be	below	that	of	the	e-boiler	to	be	competitive.	An	ideal	heat	
pump	would	operate	with	a	COP	of	6.6	and	reduce	electricity	consumption	by	85%.	As	a	result,	it	
would	require	1.0	MW	to	operate,	or	1.6	M€	after	:ive	years.	Therefore,	the	total	installed	costs	of	
the	heat	pump	must	be	below	10.3	M€,	or	520	€/kWth,	to	be	economically	viable.	

TTaabbllee		44..		Costs	comparison	of	an	ideal	e-boiler	with	an	ideal	heat	pump	based	on	5	years	of	operation,	8000	
h/year,	and	an	electricity	price	of	0.041	€/kWh		

Unit	 Supplied	
power	
[MWth]	

Required	
power	
[MWe]	

Specific	
costs	
[€/kWx]	

Bare	unit	
costs	
[M€]	

Total	
installed	
costs	[M€]	

Operational	
costs	[M€]	

Total	 costs	
of	

) can be calculated as Eq. (14): 

   
 

 

vessel	was	based	on	being	able	to	supply	the	outlet	streams	for	10	minutes	without	an	in:lux	of	
new	refrigerant.	The	heat	exchanging	area	(A)	of	 the	heat	exchangers	was	calculated	using	Eq.	
(12):	

𝑄𝑄&: = 𝑈𝑈 ⋅ 𝐴𝐴 ⋅ Δ𝑇𝑇;$	 	 	 	 	 	 (12)	

where	 “U”	 is	 the	 heat	 transfer	 coef:icient	 and	 Δ𝑇𝑇H(	 was	 the	 logarithmic	 mean	 temperature	
difference	between	the	hot	and	cold	streams.	A	heat	transfer	coef:icient	of	1000	W/m2K	was	used	
for	heat	transfer	between	a	liquid	and	an	evaporating	liquid	and	1250	W/m2K	was	used	when	both	
sides	were	changing	phases	[26].	The	operational	cost	(Cop,hp)	of	the	heat	pump	(hp)	was	de:ined	
to	be	equivalent	to	the	price	of	electricity	(cel)	times	the	exergy	destruction	by	component	(p)	and	
time	of	operation	(t),	as	shown	in	Eq.	(13):	

𝐶𝐶1-,&- = ∑𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (13)	

From	Eq.	(13),	the	cost	of	compensating	irreversibilities	(i)	required	due	to	exergy	destruction	of	
component	“p”	(𝐶𝐶H,'̇ )	can	be	calculated	as	Eq.	(14):	

𝐶𝐶<,-̇ = 𝐸𝐸𝐸̇𝐸"./,- ⋅ 𝑐𝑐.; ⋅ 𝑡𝑡	 	 	 	 	 	 (14)	

Economically	viable	investments	were	those	with	an	investment	cost	lower	than	savings	according	
to	Eq.	(14)	after	:ive	years	of	full-time	operation.	Moreso,	by	combining	the	TCI	and	the	Cop,hp	the	
total	cost	of	ownership	(TCO)	was	calculated,	as	in	Eq.	(15):	

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐶𝐶1-,&-	 	 	 	 	 	 (15)	

The	TCO	was	calculated	based	on	:ive	years	of	near	full-time	operation	(40,000	hours).		

3	Results	
This	section	presents	the	:indings	from	the	techno-economic	analysis	of	steam-generating	heat	
pumps.	Section	3.1	compares	the	economic	viability	of	an	ideal	heat	pump	with	that	of	an	electric	
boiler	(e-boiler),	establishing	a	baseline	for	comparison.	Section	3.2	provides	the	results	of	the	
energy,	economic,	and	exergy	(3-E)	analysis	of	the	subcritical	single-stage	(SS)	cycle,	highlighting	
key	performance	metrics.	Section	3.3	evaluates	the	performance	of	proposed	cycle	improvements,	
detailing	 the	 enhancements	 and	 their	 impacts.	 Finally,	 Section	 3.4	 compares	 the	 different	
con:igurations,	 summarizing	 the	 overall	 :indings	 and	 identifying	 the	 most	 effective	 design	
modi:ications.	

3.1	Cost	targets	for	a	steam-generating	heat	pump	
Producing	10	t/h	of	2.0	bar(a)	steam	with	an	e-boiler	required	6.6	MW	of	electricity.	Based	on	the	
assumed	installed	costs	of	165	€/kW	and	an	electricity	price	of	0.041	€/kWh,	this	resulted	in	a	
total	 cost	of	ownership	 (TCO)	of	11.9	M€	after	5	years,	 as	 listed	 in	Table	4.	The	 total	 costs	of	
ownership	of	the	heat	pump	must	be	below	that	of	the	e-boiler	to	be	competitive.	An	ideal	heat	
pump	would	operate	with	a	COP	of	6.6	and	reduce	electricity	consumption	by	85%.	As	a	result,	it	
would	require	1.0	MW	to	operate,	or	1.6	M€	after	:ive	years.	Therefore,	the	total	installed	costs	of	
the	heat	pump	must	be	below	10.3	M€,	or	520	€/kWth,	to	be	economically	viable.	

TTaabbllee		44..		Costs	comparison	of	an	ideal	e-boiler	with	an	ideal	heat	pump	based	on	5	years	of	operation,	8000	
h/year,	and	an	electricity	price	of	0.041	€/kWh		

Unit	 Supplied	
power	
[MWth]	

Required	
power	
[MWe]	

Specific	
costs	
[€/kWx]	

Bare	unit	
costs	
[M€]	

Total	
installed	
costs	[M€]	

Operational	
costs	[M€]	

Total	 costs	
of	

Economically viable investments were those with an investment cost lower than savings according 
to Eq. (14) after five years of full-time operation. Moreso, by combining the TCI and the Cop,hp the total 
cost of ownership (TCO) was calculated, as in Eq. (15): 
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The TCO was calculated based on five years of near full-time operation (40,000 hours). 

3 Results
This section presents the findings from the techno-economic analysis of steam-generating heat pumps. 
Section 3.1 compares the economic viability of an ideal heat pump with that of an electric boiler (e-boiler), 
establishing a baseline for comparison. Section 3.2 provides the results of the energy, economic, and 
exergy (3-E) analysis of the subcritical single-stage (SS) cycle, highlighting key performance metrics. 
Section 3.3 evaluates the performance of proposed cycle improvements, detailing the enhancements 
and their impacts. Finally, Section 3.4 compares the different configurations, summarizing the overall 
findings and identifying the most effective design modifications.

3.1 Cost targets for a steam-generating heat pump

Producing 10 t/h of 2.0 bar(a) steam with an e-boiler required 6.6 MW of electricity. Based on the 
assumed installed costs of 165 €/kW and an electricity price of 0.041 €/kWh, this resulted in a total 
cost of ownership (TCO) of 11.9 M€ after 5 years, as listed in Table 4. The total costs of ownership of 
the heat pump must be below that of the e-boiler to be competitive. An ideal heat pump would operate 
with a COP of 6.6 and reduce electricity consumption by 85%. As a result, it would require 1.0 MW to 
operate, or 1.6 M€ after five years. Therefore, the total installed costs of the heat pump must be below 
10.3 M€, or 520 €/kWth, to be economically viable.

Table 4. Costs comparison of an ideal e-boiler with an ideal heat pump based on 5 years of operation, 
8000 h/year, and an electricity price of 0.041 €/kWh 

Unit
Supplied 
power 
[MWth]

Required 
power 
[MWe]

Specific 
costs  
[€/kWx]

Bare unit 
costs [M€]

Total 
installed 
costs [M€]

Operational 
costs 
[M€]

Total 
costs of 
ownership 
[M€]

e-boiler 6.6 6.6 - - 1.1 10.8 11.9
Heat pump 6.6 1.0 <520 <3,4 <10.3 <1.6 <11.9
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3.2 Energy, Exergy, and Economic performance assessment of a subcritical single-stage heat 
pump

The SS cycle consists of an evaporator, compressor, condenser and expansion valve. The results of the 
3-E analysis of this cycle are presented in Table 5. These results show that the compressor’s drive is 
the largest energy consumer. The electric drive of the compressor required 2.9 MW and the COP was 
therefore 2.3. Hence, compared to the ideal heat pump’s 1.0 MW electricity consumption, 1.9 MW is 
required to compensate for exergy destruction. No costs were assigned to the expansion valve as the 
required capital investment was two orders of magnitude less than that of the other components. The 
compressor and its electric drive cost 3.2 M€, making up for more than 70% of the total installed costs. 
Total costs of ownership (TCO) of 9.2 M€ were based on the electricity consumption of the drive and 
the total installed costs. The indexed bare unit cost of the module was 233 €/kW.

The results presented in Table 5 highlight that energy is solely required by the compressor and its 
drive. Consequently, enhancing the compressor’s efficiency emerges as a logical solution based on the 
energy analysis. The table also shows that the expansion valve is responsible for most of the exergy 
destruction, accounting for 689 kW (or 37% of total exergy destroyed) and incurring operational 
losses of over 1.1 M€ after 5 years of operation. The compressor is the second largest source of exergy 
destruction (23% of total exergy destroyed at 545 kW) and adds 0.9 M€ to the operational losses 
after 5 years. The impact of the heat exchangers on the operational cost is below 5%. Consequently, 
utilizing the exergetic potential of the stream before the expansion valve whilst trying to improve on 
the performance of the compressor should be pursued based on the results of the exergy analysis.

Table 5. 3E-evaluation of a SS cycle heat pump based on 5 years of operation, 8000 h/year, and an 
electricity price of 0.041 €/kWh. 

Component Heat 
transfer 
[MW]

Required 
power 
[MW]

Exergy 
destruction 
[kW]

Operational 
losses [k€]

Scaling 
factor [X]

Indexed 
bare unit 
costs [k€]

TCI 
[k€]

TCO  
[M€]

Evaporator 4.1 0.0 95 156 278 161 514
Compressor 0.0 2.4 545 894 2,448 724 2,028
Drive 0.0 2.9 432 708 2,880 412 1,153
Condenser 6.6 0.0 87 142 1,054 248 792
Exp. Valve 0.0 0.0 689 1,131

Total 1,848 3,031 1,544 4,488 9.2

3.3 Improving the subcritical single-stage heat pump configuration

The results of the energy analysis indicated that increasing the efficiency of the compressor is 
pursued with a two-stage compression cycle with intermediate cooling (2IC), as depicted in Fig. 1.A.
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The results of the exergy analysis indicated that utilizing the exergy before the expansion valve. 
Utilization of exergy in another process step can either be achieved by exergy transfer through heat 
exchange or mixing. The use of an internal heat exchanger (IHX) (Fig. 1.B) is a cost effective way to 
exchange heat [36]. Mixing is realized in the two-stage compression with a flash vessel (2FV) cycle 
(Fig. 1.C). This cycle also increases the compressor’s efficiency by reducing the inlet temperature of the 
high pressure compression stage [17]. For this reason, this cycle design is selected over the additionally 
listed two-stage compression cycle with a closed economizer by Adamson et al. [10], as that option 
does not have this benefit. Another benefit of the 2FV cycle is that many industrial scale compressors 
allow for some form of two-stage compression within the same compressor unit and hence two-stage 
compression does not significantly increase equipment cost when applying intermediate cooling, 
something that would not be possible with a cascade cycle [7]. 

Figure 1 Overview of advanced configurations and their log p-H diagrams. A) two-stage compression and 
intermediate cooler (2IC) cycle, B) Internal heat exchanger (IHX) cycle, and C) two-stage compression 
with a flash vessel (2FV) cycle.

A B C
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3.3.1 Subcritical two-stage compression with intermediate cooling cycle
The introduction of a second compression stage with an intermediate cooling to transform the SS 
cycle into the 2IC cycle, configuration A, reduces the COP from 2.3 to 2.2. Exergy losses are dominated 
by the expansion valve at 641 kW, or 32% (Table 6). However, combined losses in both compressors 
and drives account for 1,042 kW of the total 2,016 kW exergy destroyed, i.e. 53%. Though the specific 
work requirements by the compressor were slightly reduced by the intermediate cooling step, these 
gains are negated by the required increase in refrigerant mass flow to meet the energy demand in 
the condenser. This is partially a result of not being able to utilize the apparent heat in the intercooler 
due to its relatively low temperature of 89 – 92 °C and an initial sink temperature of 80 °C with an 
advised minimal temperature difference of at least 5 K [26]. Due to the higher work requirements and 
the additional investment, the total cost of ownership of this configuration is higher than that of the 
original SS cycle. The total installed costs of the configuration are 4.9 M€, with a TCO of 9.4 M€, or 254 
€/kW as a bare module.

Table 6 3E-evaluation of the two-stage compression and intermediate cooling cycle based on 5 years of 
operation, 8000 h/year, and an electricity price of 0.041 €/kWh. 

Component
Heat 
transfer 
[MW]

Required 
power 
[MW]

Exergy 
destruction 
[kW]

Operational 
losses [k€]

Scaling 
factor 
[X]

Indexed 
bare unit 
costs [k€]

TCI [k€] TCO [M€]

Evaporator 4.3 0.0 174 286 282 161 516

Compressor 1 0.0 1.4 343 563 1,392 397 1,112

Drive 1 0.0 1.6 246 403 1,637 223 625

intercooler 0.3 0.0 55 90 102 121 388

Compressor 2 0.0 1.2 264 433 1,183 338 946

Drive 2 0.0 1.4 209 342 1,392 190 530

Condenser 6.6 0.0 84 138 1,054 248 792

Exp. Valve 0.0 0.0 641 1,052

Total 2,016 3,307 1,678 4,909 9.4
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3.3.2 Subcritical single stage with internal heat exchanger cycle
The addition of an internal heat exchanger (IHX) to the SS cycle, to form the IHX cycle (configuration 
B), significantly increases the overall performance of the heat pump, leading to a reduction in the total 
costs of ownership (TCO) by 0.5 M€ compared to the SS cycle. Although the installation of the IHX 
increases the initial installed costs by 0.5 M€, the reduction in the size of the compressor and electric 
drive results in savings of 135 k€ in installed costs and a reduction of 0.8 M€ in operational costs after 
5 years (Table 7). The total cost of ownership for the heat pump with the IHX is 8.7 M€ or 248 €/kW 
as a bare module.

The lower operational cost are reflected in the increase in the COP from 2.3 to 2.8. The total exergy 
destruction is reduced by 490 kW to 1,358 kW. The compressor is the main source of exergy destruction 
at 379 kW (28% of the total exergy destruction), followed by its driver at 351 kW (25%) and the 
condenser at 290 kW (22%). The exergy destruction becomes more evenly distributed among the 
components with the introduction of the IHX. The increase in exergy destruction in the evaporator is 
due to the higher COP, requires more energy from the sink and results in a temperature drop from 55 
to 54 °C of the source. The exergy destruction in the condenser significantly increases due to its high 
inlet temperature, which is caused by superheating the suction gas before the compressor with the 
IHX. The IHX itself has an exergy destruction of 64 kW. 

Table 7 3E-evaluation of the internal heat exchanger cycle based on 5 years of operation, 8000 h/year, 
and an electricity price of 0.041 €/kWh. 

Component Heat transfer 
[MW]

Required 
power [MW]

Exergy 
destruction 
[kW]

Operational 
losses [k€]

Scaling  
factor [X]

Indexed bare 
unit costs [k€] TCI [k€] TCO [M€]

Evaporator 4.6 0.0 195 319 288 162 520
Compressor 0.0 2.0 379 621 1,991 682 1,909
Drive 0.0 2.3 351 576 2,342 406 1,137
IHX 2.3 0.0 64 105 185 143 456
Condenser 6.6 0.0 290 476 1,054 248 792
Exp. Valve 0.0 0.0 79 130
Total 1,358 2,227 1,640 4,814 8.7
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TTaabbllee		77		3E-evaluation	of	the	internal	heat	exchanger	cycle	based	on	5	years	of	operation,	8000	h/year,	and	
an	electricity	price	of	0.041	€/kWh.		

Component	 Heat	
transfer	
[MW]	

Required	
power	
[MW]	

Exergy	
destruction	
[kW]	

Operational	
losses	[k€]	

Scaling	
factor	
[X]	

Indexed	
bare	
unit	
costs	
[k€]	

TCI	[k€]	 TCO	
[M€]	

Evaporator	 4.6	 0.0	 195		 319	 288	 162	 520	 	
Compressor	 0.0	 2.0	 379	 621	 1,991	 682	 1,909	 	
Drive	 0.0	 2.3	 351	 576	 2,342	 406	 1,137	 	
IHX	 2.3	 0.0	 64	 105	 185	 143	 456	 	
Condenser	 6.6	 0.0	 290	 476	 1,054	 248	 792	 	
Exp.	Valve	 0.0	 0.0	 79	 130	 	 	 	 	
Total	 	 	 1,358	 2,227	 	 1,640	 4,814	 8.7	
	
3.3.3	Subcritical	two-stage	compression	with	a	flash	vessel	cycle	
The	 two-stage	 compression	 with	 :lash	 vessel	 (2FV)	 cycle,	 con:iguration	 C,	 	 splits	 work	
requirements	over	two	compressors	with	a	combined	duty	of	2	MW,	or	2.4	MW	at	the	electric	drive	
(Table	8).	Hence,	the	required	6.6	MW	at	the	condenser	can	be	delivered	with	a	COP	of	2.8.	Exergy	
destruction	is	evenly	distributed	among	the	components.	The	second	stage	compressor	was	the	
main	source	of	exergy	destruction	at	269	kW	(19%	of	total	exergy	destroyed),	followed	by	its	drive	
at	212	kW	(15%)	and	the	expansion	valve	directly	after	the	condenser	at	207	kW	(15%).	Together	
with	 the	 :irst	 stage	 and	 their	 drives,	 the	 compressors	 accounted	 for	 60%	 of	 total	 exergy	
destruction,	compared	to	21%	of	both	expansion	valves.	The	exergy	destruction	in	the	evaporator	
increased	by	100	kW	as	more	heat	was	transferred.	The	intermediate	cooling	in	the	vessel	slightly	
reduced	exergy	destruction	 in	 the	 condenser	 compared	 to	 the	SS	 cycle.	The	vessel	 itself	 has	 a	
negligible	amount	of	exergy	destruction.	Exergy	destruction	in	the	expansion	valves	went	from	
689	kW	in	the	SS	cycle	to	294	kW	for	both	valves.	As	a	result,	total	exergy	destruction	was	reduced	
by	445	kW.	The	reduced	size	of	the	compressors	and	electric	drive	reduced	investment	costs	by	
43	k€.	However,	the	installation	of	the	vessel	requires	an	additional	0.55	M€.	The	TCO	is	8.8	M€,	
or	255	€/kW	as	a	bare	module.	Hence,	the	initial	investment	increases	compared	to	the	SS	cycle,	
but	the	increased	ef:iciency	mitigates	the	impact	of	operational	costs	and	reduces	the	TCO	by	0.4	
M€	during	the	:ive	years.		

TTaabbllee		88		3E-evaluation	of	the	two-stage	compression	and	a	flash	vessel	cycle	based	on	5	years	of	operation,	
8000	h/year,	and	an	electricity	price	of	0.041	€/kWh.		

Component	 Heat	
transfer	
[MW]	

Work	
transfer	
[MW]	

Exergy	
destruction	
[kW]	

Operational	
losses	[k€]	

Scaling	
factor	
[X]	

Indexed	
bare	
unit	
costs	
[k€]	

TCI	
[k€]	

TCO	
[M€]	

Evaporator	 4.5	 0	 192	 314	 287	 162	 519	 	
Compressor	1.		 0	 0.8	 204	 335	 826	 279	 781	 	
Driver	1.	 0	 1.0	 146	 239	 972	 165	 463	 	
Vessel	 5.4	 0	 1	 2	 690	 183	 548	 	
Compressor	2.	 0	 1.2	 269	 442	 1,207	 407	 1,140	 	
Driver	2.	 0	 1.4	 213	 349	 1,420	 241	 676	 	
Condenser	 6.6	 0	 84	 138	 1,054	 248	 792	 	
Exp.	Valve	1.	 0	 0	 207	 339	 	 	 	 	
Exp.	Valve	2.	 0	 0	 87.4	 143	 	 	 	 	
Total	 	 	 1,403	 2,301	 	 1,685	 4,919	 8.8	

3.3.3 Subcritical two-stage compression with a flash vessel cycle
The two-stage compression with flash vessel (2FV) cycle, configuration C, splits work requirements 
over two compressors with a combined duty of 2 MW, or 2.4 MW at the electric drive (Table 8). Hence, 
the required 6.6 MW at the condenser can be delivered with a COP of 2.8. Exergy destruction is evenly 
distributed among the components. The second stage compressor was the main source of exergy 
destruction at 269 kW (19% of total exergy destroyed), followed by its drive at 212 kW (15%) and 
the expansion valve directly after the condenser at 207 kW (15%). Together with the first stage and 
their drives, the compressors accounted for 60% of total exergy destruction, compared to 21% of 
both expansion valves. The exergy destruction in the evaporator increased by 100 kW as more heat 
was transferred. The intermediate cooling in the vessel slightly reduced exergy destruction in the 
condenser compared to the SS cycle. The vessel itself has a negligible amount of exergy destruction. 
Exergy destruction in the expansion valves went from 689 kW in the SS cycle to 294 kW for both valves. 
As a result, total exergy destruction was reduced by 445 kW. The reduced size of the compressors and 
electric drive reduced investment costs by 43 k€. However, the installation of the vessel requires an 
additional 0.55 M€. The TCO is 8.8 M€, or 255 €/kW as a bare module. Hence, the initial investment 
increases compared to the SS cycle, but the increased efficiency mitigates the impact of operational 
costs and reduces the TCO by 0.4 M€ during the five years. 

Table 8 3E-evaluation of the two-stage compression and a flash vessel cycle based on 5 years of 
operation, 8000 h/year, and an electricity price of 0.041 €/kWh. 



82 POWERING UP INDUSTRY82 POWERING UP INDUSTRY

3.4 Comparison of configurations

The results presented in tables 5 to 8 are visualized in Fig. 2. The left figure shows that all advanced 
cycles have a lower total exergy destruction than the SS cycle. The figure also shows the exergy 
destruction of the different components within the heat pump and, for example, the strong increase 
in exergy destruction at the evaporators of the advanced cycles due to the increased thermal demand. 
The figure also shows that the two exergy-based designs significantly reduced the exergy destruction 
in the expansion valve compared to the SS and the 2IC cycle. The IHX performed by far the best in this 
aspect. However, this is largely offset by the increase in exergy destruction in the condenser due to the 
high outlet temperature of the compressor. Due to this offset, the total exergy destruction by the IHX 
and the 2FV cycle are comparable. The exergy destruction in the 2FV cycle is more distributed among 
its components, which provides a lower basis for the next design iteration. Thermodynamically, the 
IHX cycle performs similar to the 2FV cycle, as the 2FV cycle has only a slightly higher total exergy 
destruction of 1,403 kW compared to 1,358 kW of the IHX cycle.

The figure on the right shows the required total capital investment of the four cycles on the primary 
y-axis and on the secondary y-axis their total cost of ownership. The graph shows the dominance of the 
compressor(s) and its/their drives in the total capital investment. The figure also shows that the IHX 
cycle economically outperforms the 2IC cycle based on by the energy analysis. The TCI of the IHX cycle 
is comparable to that of the 2FV cycle, as the 2FV cycle has a slightly higher TCI of 4,919 k€ versus 
4,814 k€ of the IHX cycle.

Combined, the two graphs in Fig. 2 show that the designs based on exergy-based cost minimization 
have a higher techno-economic performance than the designs based on energy analysis. Moreover, the 
design change in the 2IC cycle, based on by the energy analysis, increased exergy destruction whilst 
increasing the TCO to 9.4. The design changes in the exergy-based cost minimization, on the other 
hand, had a lower TCO than the SS cycle. Both design changes increased the SS cycle’s COP from 2.3 
to 2.8. The introduction of the IHX increased the total capital invested by 330 k€ whilst reducing the 
total cost of ownership after 5 years by 0.5 M€. The 2FV cycle was slightly more costly and required 
an additional 0.6 M€ investment, decreasing the reduction of the total cost of ownership to 0.4 M€ with 
respect to the SS cycle. 

Figure 2 Comparison of configurations. Figure A shows the exergy destruction by the subcritical single-
stage (SS) cycle, compared to that of the two-stage cycle with an intermediate cooler (2IC), the cycle 
with an internal heat exchanger (IHX), and that of the heat pump with the two-stage compressor and 
flash vessel (2FV). Figure B shows the total capital invested and total cost of operation of these cycles. 
4 Discussion
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4 Discussion 
The findings of this study are in line with the results of Bergamini [13] and Hu [22]. Similar to their 
work, our results showed that the expansion valve is the largest single source of exergy destruction 
in the SS cycle, followed by the compressor in steam-generating applications. Moreover, the COP of 
2.3 for the SS cycle is comparable to the COPs based on experiments and simulations, i.e. 1.7 to 2.3, 
when transferring heat of 60 - 100 °C to a heat sink of 140 °C listed by Adamson et al. [10]. Moreso, 
the COP of the IHX cycle is likely of the right order, as it is slightly below the 3.05 reported by Wang 
et al. [37] based on experiments with a SGHP with a 70 °C heat source. However, this improvement 
contradicts the listed performance by Adamson et al. [10] which shows that the IHX cycle does not 
significantly improve upon the SS’s performance (Table 1), which highlights the added value of the 
method proposed in this paper. Moreover, the COP of the heat pump with 2FV cycle is comparable the 
COP of 2.9 reported by Kosmadakis et al. [36] for the same process conditions using R1234ze(Z) and a 
numerical model for the efficiency of the compressor.

The results also show that the exergy-based improvements of the cycles outperform energy-based 
improvements due to their ability to utilize waste streams. The lower thermodynamic performance 
and high required investment cost of the 2CI cycle make it unlikely that changes in either operational 
or investment cost will alter this outcome. The techno-economic performance of the IHX cycle was 
comparable to that of the 2FV cycle, as there is no significant difference in the amount of total exergy 
destruction (1,403 kW for the 2FV cycle compared to 1,358 kW for the IHX cycle) and the total capital 
invested (TCI) (4,919 k€ for the 2FV cycle versus 4,814 k€ for the IHX cycle). Changes in modelling 
assumptions, assumed cost prices or installation cost factors might bring these performances even 
closer together or tip the scales. Herein, a key modelling assumption is working with a constant and 
relatively low isentropic efficiency for the compressor. The use of temperature dependent isentropic 
efficiencies, as proposed by Mateu-Royo et al. [11], might be a disadvantage for the IHX cycle where 
suction gas is preheated. However, this disadvantage might again be compensated by using a 
compressor with a higher isentropic efficiency, e.g. 80% compared to the used 70% [13]. The cost 
functions and installation cost factors are another key factor in this evaluation as the total indexed 
bare unit cost only differs by 40 k€ or 2%. 

Nonetheless, both solutions demOnstrate that using insights from exergy-based cost minimization 
improve the techno-economic performance of SGHPs more than energy-based solutions. However, the 
method is limited because important decision aspects such as process dynamics, maintainability and 
environmental impact are not included. Another point to consider is that, although the method allows 
for the addition of top/bottom cycles, an extension of the method to identify when adding or changing 
the working media improves performance would be beneficial. 
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5 Conclusions and recommendations
An iterative method was developed to identify techno-economic improvements for a steam-generating 
heat pump. It was demonstrated that exergy-based cost minimization can be used as a systematic 
assessment tool to identify techno-economic improvements for steam-generating heat pumps (SGHPs). 
By applying this approach, the study adds a new perspective to the limited body of literature in exergy-
based cost analysis of SGHPs. The method identified the most cost-effective design change to increase 
the techno-economic performance of the SS cycle. This is realized by adding an internal heat exchanger 
(IHX) and utilizing the exergetic potential of the stream after the condenser. This change increases the 
COP from 2.3 to 2.8 and lowers the total cost of ownership (TCO) from 9.2 M€ to 8.7 M€ after 5 years. 

Furthermore, the results showed that exergy-based design changes resulted in a higher COP and lower 
TCO than energy-based ones. The results of the energy analysis indicated that improving the compressor 
efficiency with the help of intermediate cooling. The COP of this cycle decreased by 0.1, whilst increasing 
the TCO. The exergy-based design changes increased the SS cycle’s COP from 2.3 to 2.8 at similar 
investments. Hence, the exergy-based cost minimization proved to be a better performing assessment 
tool than energy analysis to systematically identify improvement to SGHP cycles. 

Future work should develop a more detailed thermodynamic analysis (e.g., using temperature dependent 
isentropic efficiencies) to improve the assessment of strengths and weaknesses of a cycle, provide a 
framework to link working media to exergy destruction, and expand on the considered aspects during the 
decision process (e.g., environmental footprint and process dynamics).
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Nomenclature

2CI	 two-stage compression with interm. cooling 	 Subscripts & superscripts

2FV	 two-stage compression with flash vessel		 0,p	 bare unit value of component “p”

A	 heat exchanger area (m2)			   c	 compressor 

C	 costs (€)					     cd	 condenser 

COP	 Coefficient of Performance	 	 	 CEPI	 Chemical Engineering Plant Costs Index 

Ex	 exergy [kJ/kg]				    d	 drive 

f	 factor (-)					     des	 destruction 

h	 enthalpy [kJ/kg]				    el	 electricity 

IHX	 internal heat exchanger			   evap	 evaporator 

K	 costs factor (-)				    hp	 heat pump 

m	 mass flow rate [kg/s]	 	 	 hx	 heat exchanger 

q	 heat transfer rate [kW]			   i	 intermediate 

S	 entropy [kJ/kgK]				    if	 installation factor

SS	 subcritical single-stage	 	 	 in	 influx 

T	 temperature [K]				    ind	 index(ed)

t	 time (s)					     is	 isentropic 

TCI	 total capital investment (€)			   lm	 logarithmic mean 

TCO	 total costs of ownership (€)			   m	 mechanical

U	 heat transfer coefficient [W/m2K]	 	 out	 outflux 

W	 work/power [kW]				    op	 operational 

X	 scaling factor 				    r	 refrigerant 

Greek symbols 					   

ɳ	 efficiency 	 	 	 	 	

∆	 difference 	
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CHAPTER 5
ADVANCED EXERGO-ECONOMIC ANALYSIS 
OF STEAM-GENERATING HEAT PUMP 
CYCLES
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Abstract

SHeat pumps are key to industrial decarbonization, but their high installation costs hinder 
widespread adoption. Steam-generating heat pumps (SGHPs) offer a cost-effective solution 
by integrating with existing infrastructure. Their techno-economic performance is largely 
influenced by the required stream temperature and the configuration of the heat pump 
cycle, yet the exact causes remain unclear. This study employs advanced exergo-economic 
analysis to investigate these factors at a component level.

The results indicate that direct steam production via a mechanical vapor recompression 
(MVR) system is the most economically viable option. When direct production is infeasible, 
a single-stage subcritical (SS) cycle feeding steam at 80 °C into an MVR is optimal for 
steam temperatures above 130 °C. At intermediate temperatures between 80 °C and 130 °C, 
a closed cycle heat pump performs comparably or better, with the preferred configuration 
varying based on sink temperature and temperature lift. The study reveals that this is 
a result of different decline rates in efficiency and the quality of the ingoing stream. 
Moreover, it shows that exergy destruction becomes more endogenous to the components 
with higher sink temperatures and more dispersed throughout the cycle with additional 
components. These insights enhance the understanding of SGHP design and highlight 
pathways for industrial implementation.

1 Introduction
Heating processes are the primary source of industrial CO₂ emissions [1]. While upgrading waste heat 
with heat pumps powered by renewable electricity presents a promising decarbonization solution, the 
high initial investment costs of heat pumps remain a significant barrier compared to less sustainable 
alternatives [2]. These costs can be mitigated by integrating heat pumps with existing steam 
infrastructure [3]. Previous studies, such as those by Bless et al. [4] have shown that a closed cycle 
heat pump with sequential mechanical vapour recompression (MVR) (Fig. 1.a) is thermodynamically 
optimal for steam production. However, the impact of evaporation temperature and the configuration 
of closed cycle heat pumps on the techno-economic performance of steam-generating heat pumps 
(SGHPs) remains unclear.

Generating steam from waste heat requires a substantial temperature increase. The resulting 
thermodynamic losses render the typically used single-stage subcritical (SS) cycle heat pump (Fig. 
1.b) uneconomic [5]. Adding expanders, compressors, flash vessels, mixers, ejectors, heat exchangers 
or entire top or bottom cycles to the SS cycle are needed to enhance its economic viability [6]. A 
study by Kosmadakis et al. [7] on the impact of adding an internal heat exchanger (IHX) and a flash 
vessel (FV) with a secondary compressor to the SS cycle (Fig. 1.c and Fig. 1.d, resp.) revealed that 
the thermodynamic performance depends on the sink temperature and the required temperature lift, 
though the reasons for this are not well understood.
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Exergy analysis can identify thermodynamic inefficiencies, i.e. irreversibilities, in a system. Exergy is 
defined as the maximum amount of work that can be obtained from a system in relation to a specified 
reference environment and is, unlike energy, not a conserved quantity [8]. And exergy analysis shows 
how much the losses by a component add to the total work requirements and thus impact the COP 
of a heat pump [9]. Ally et al. [10] used exergy analysis to identify the irreversibilities in a ground 
source heat pump cycle for the production of domestic water at ~30 °C. They found that over 50% 
of the exergy destruction occurs within the compressor, 17% at the expansion valve, and 13% from 
desuperheating the pressure gas whilst preheating suction gas. Bergamini et al. [5] used exergy analysis 
to study the exergy destruction for a range of heat sources and high temperature heat sinks (e.g. heat of 
140 °C from an isothermal 30 °C source) and found that the main source of exergy destruction in the heat 
pump shifts when the sink temperature and the temperature lift increase. Their results show that the 
exergy destruction of the heat pump’s components increased at different rates. The exergy destruction 
in the expansion valve had the highest rate and became the main source of exergy destruction at high 
temperature lifts. Hu et al. [11] assessed the performance of a multi-stage R1234ze(Z) heat pump that 
produced pressurized water at 120 °C from a heat source ranging from 50 to 90 °C. They also found that 
the main source of exergy destruction within a heat pump changes with the temperature lift. 

The rate at which the exergy destruction in a component develops partially depends on its relation to 
other components [12]. Such interdependencies can be studied with advanced exergy analysis. Kelly 
et al. [13] compared different assessment strategies for advanced exergy analysis and found that the 
thermodynamic cycle approach is the most convenient option with the best results for a heat pump 
cycle. Their assessment of a refrigeration cycle operating between -25 °C and 50 °C showed that nearly 
60% of the exergy destruction in the throttling valve is caused by inefficiencies in other components. 
The thermodynamic cycle approach was also applied by Hu et al. [14] to a cascade high-temperature 
heat pump system producing hot water at 120 °C. The results of their advanced exergy analysis indicate 
that the exergy destruction at these conditions is mainly due to the component’s performance. 

The results of exergy analysis can be combined with economics to assist decision-makers in determining 
how additional components would affect both technical and economic performance [15]. This is known 
as exergo-economics. Wang et al. [16] used exergo-economics to show that exergy loss per capital 
investment as a function of temperature lift differs between mechanically and thermally driven heat 
pumps. They formulated a guide map to aid in the selection between these technologies. Moreover, 
in the study by Wang et al. [17] the same principles are used when evaluating the performance of a 
transcritical heat pump cycle for hot water production. The heat pump’s cost rate decreased by 17% 
after adding an internal heat exchanger and an ejector (thermal vapor compressor)(Fig 1.e). However, 
this approach has not yet been used to study steam generating heat pumps.

In this study, exergo-economics is combined with advanced exergy analysis to study how the 
temperature of steam formation and the configuration of the closed cycle heat pump impact the 
techno-economic performance of a SGHP. New in this study is the emphasis on the development of 
exergy destruction within a component and the source of that exergy destruction. The understanding 
that follows from this study will aid in identifying techno-economically viable SGHPs and foster their 
adoption in industry.
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2 Method
This section outlines the methodological framework used to evaluate the techno-economic performance 
of steam-generating heat pumps (SGHPs). Section 2.1 establishes the steady-state energy-based 
performance of the SGHP configurations shown in Fig. 1. Section 2.2 presents the framework to assess 
thermodynamic inefficiencies within each component based on advanced exergy analysis. Section 2.3 
details the economic and cost equations needed for the exergo-economic evaluation.

All cycles were used to produce 10 tonnes per hour (t/h) of steam at saturated temperatures of 80 to 140 
oC, in steps of 10 oC. Heat was extracted from (isothermal) heat sources with a constant temperature of 
50 °C, 60 °C, 70 °C and 80 °C. These conditions were selected for their common appearance in different 
industries like chemicals, paper, and food production [3]. All heat pumps were modelled using refrigerant 
R-1234ze(Z) because of its high critical point, low global warming potential and ozone depletion potential, 
and proven performance [18]. The open loop cycle used refrigerant R-718 (water), in line with the scope 
of steam-generating heat pumps. The fluid properties were calculated with Refprop 10.0 [19] and used to 
build a fundamental model of the heat pump using flow sheeting software (i.e. MS Excel). For the MVR 
heat sources between 80 °C and 130 °C were explored with a constant feedwater temperature of 80 °C. 
Here, the lower limit was based on technical limitations set by the inlet pressure of screw compressors 
[20]. 

2.1 Steady-state energy balance 

The mass flow rate of the refrigerant (mr) was defined by the heat demand at the condenser and the 
enthalpy (h) before (in) and after (out) the heat exchanger. For all cycles, the refrigerant exited the 
condenser as a saturated liquid. The energy balance of the heat exchangers (k) was solved as shown 
in Eq. (1): 
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compressor	with	water	 injection	(MVR)	where	the	dotted	line	represents	the	produced	steam,	b.	
single-stage	subcritical	(SS)	cycle,	c.		heat	pump	cycle	with	an	internal	heat	exchanger	(IHX),	d.	heat	
pump	with	 two-stage	 compression	and	a	 :lash	vessel	 (2FV),	 e.	 heat	pump	con:iguration	with	an	
ejector	(EJ).	Con:igurations	b-e	produce	steam	at	an	intermediate	level	and	have	a	sequential	MVR	
to	get	to	the	required	steam	conditions.	

The amount of heat transferred by the internal heat exchanger was limited by the temperature at the 
outlet of the compressor, which could not by higher than 175 °C to avoid degradation of compressor 
lubricants and seals [23]. Work added to the system (Wc) by the compressor was based on the 
isentropic enthalpy difference (
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The	intermediate	pressures	(pint)	were	based	on	a	quadratic	compression	ratio	and	were	corrected	by	
0.35	bar	to	minimize	compression	work	in	the	closed	cycle	[22],	as	shown	in	Eq.	(4):	

𝑝𝑝*03 = /𝑝𝑝*0𝑝𝑝123 + 0.35	 	 	 	 	 	 	 (4)	

where	pin	and	pout	are	the	pressures	before	and	after	the	compressor.	The	number	of	compression	stages	
was	 equal	 to	 the	 number	 of	 stages	 drawn	 in	 Fig.	 1.	 Pressure	 relief	 in	 expansion	 valves	 is	 considered	
isenthalpic.	Pressure	loss	was	neglected,	as	well	as	heat	losses.	The	COP	of	the	heat	pump	was	based	on	
the	heat	delivered	at	the	condenser	(Qcd)	and	the	work	required	by	the	compressor	(Wc),	as	shown	in	Eq.	
(5):	

𝐶𝐶𝐶𝐶𝑃𝑃&- = 𝑄𝑄!"/𝑊𝑊!	 	 	 	 	 	 	 (5)	

Energy	 recuperated	by	 the	ejector	was	based	on	 its	 expansion	and	 compression	ef:iciency.	Expansion	
work	 (Δℎ$S')	was	 de:ined	 based	 on	 isentropic	 expansion	 from	 the	 primary	 (a)	 to	 the	 secondary	 (b)	
stream	and	the	compression	work	(Δℎ+)	from	the	secondary	stream	to	the	product	stream	[24].	From	the	
work	requirements,	the	required	mass	:low	of	the	motive	steam	(𝜙𝜙(̇)	was	calculated	using	Eq.	(6)	[24]:	

𝜙𝜙(̇ = (̇1
(̇2

= °𝜂𝜂76,F+ ⋅ 𝜂𝜂76,$S' ⋅ UV345		
UV6

− 1			 	 	 	 	 	 	 	

	 (6)	

The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	

2.2	Advanced	exergy	analysis			
The	advanced	exergy	analysis	focussed	on	the	interdependencies	between	the	components	in	order	to	
localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
in	Eq.	(7)	[25]:	

𝜖𝜖= =
A:̇V,W
A:̇X,W

	 	 	 	 	 	 	 	 	 	 	 (7)		

Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	

𝐸𝐸𝐸̇𝐸( = 𝐸𝐸𝐸̇𝐸9 − 𝐸𝐸𝐸̇𝐸C	 	 	 	 	 	 	 (8)	

) between the pressure stages and an isentropic efficiency (
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from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	
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localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
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sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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) 
of 80% [5], as indicated in Eq. (3): 
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The	intermediate	pressures	(pint)	were	based	on	a	quadratic	compression	ratio	and	were	corrected	by	
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isenthalpic.	Pressure	loss	was	neglected,	as	well	as	heat	losses.	The	COP	of	the	heat	pump	was	based	on	
the	heat	delivered	at	the	condenser	(Qcd)	and	the	work	required	by	the	compressor	(Wc),	as	shown	in	Eq.	
(5):	

𝐶𝐶𝐶𝐶𝑃𝑃&- = 𝑄𝑄!"/𝑊𝑊!	 	 	 	 	 	 	 (5)	

Energy	 recuperated	by	 the	ejector	was	based	on	 its	 expansion	and	 compression	ef:iciency.	Expansion	
work	 (Δℎ$S')	was	 de:ined	 based	 on	 isentropic	 expansion	 from	 the	 primary	 (a)	 to	 the	 secondary	 (b)	
stream	and	the	compression	work	(Δℎ+)	from	the	secondary	stream	to	the	product	stream	[24].	From	the	
work	requirements,	the	required	mass	:low	of	the	motive	steam	(𝜙𝜙(̇)	was	calculated	using	Eq.	(6)	[24]:	

𝜙𝜙(̇ = (̇1
(̇2

= °𝜂𝜂76,F+ ⋅ 𝜂𝜂76,$S' ⋅ UV345		
UV6

− 1			 	 	 	 	 	 	 	

	 (6)	

The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
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sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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The intermediate pressures (pint) were based on a quadratic compression ratio and were corrected by 
0.35 bar to minimize compression work in the closed cycle [22], as shown in Eq. (4): 
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The	intermediate	pressures	(pint)	were	based	on	a	quadratic	compression	ratio	and	were	corrected	by	
0.35	bar	to	minimize	compression	work	in	the	closed	cycle	[22],	as	shown	in	Eq.	(4):	

𝑝𝑝*03 = /𝑝𝑝*0𝑝𝑝123 + 0.35	 	 	 	 	 	 	 (4)	

where	pin	and	pout	are	the	pressures	before	and	after	the	compressor.	The	number	of	compression	stages	
was	 equal	 to	 the	 number	 of	 stages	 drawn	 in	 Fig.	 1.	 Pressure	 relief	 in	 expansion	 valves	 is	 considered	
isenthalpic.	Pressure	loss	was	neglected,	as	well	as	heat	losses.	The	COP	of	the	heat	pump	was	based	on	
the	heat	delivered	at	the	condenser	(Qcd)	and	the	work	required	by	the	compressor	(Wc),	as	shown	in	Eq.	
(5):	

𝐶𝐶𝐶𝐶𝑃𝑃&- = 𝑄𝑄!"/𝑊𝑊!	 	 	 	 	 	 	 (5)	

Energy	 recuperated	by	 the	ejector	was	based	on	 its	 expansion	and	 compression	ef:iciency.	Expansion	
work	 (Δℎ$S')	was	 de:ined	 based	 on	 isentropic	 expansion	 from	 the	 primary	 (a)	 to	 the	 secondary	 (b)	
stream	and	the	compression	work	(Δℎ+)	from	the	secondary	stream	to	the	product	stream	[24].	From	the	
work	requirements,	the	required	mass	:low	of	the	motive	steam	(𝜙𝜙(̇)	was	calculated	using	Eq.	(6)	[24]:	

𝜙𝜙(̇ = (̇1
(̇2

= °𝜂𝜂76,F+ ⋅ 𝜂𝜂76,$S' ⋅ UV345		
UV6

− 1			 	 	 	 	 	 	 	

	 (6)	

The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	

2.2	Advanced	exergy	analysis			
The	advanced	exergy	analysis	focussed	on	the	interdependencies	between	the	components	in	order	to	
localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
in	Eq.	(7)	[25]:	

𝜖𝜖= =
A:̇V,W
A:̇X,W

	 	 	 	 	 	 	 	 	 	 	 (7)		

Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	

𝐸𝐸𝐸̇𝐸( = 𝐸𝐸𝐸̇𝐸9 − 𝐸𝐸𝐸̇𝐸C	 	 	 	 	 	 	 (8)	

where pin and pout are the pressures before and after the compressor. The number of compression 
stages was equal to the number of stages drawn in Fig. 1. Pressure relief in expansion valves is 
considered isenthalpic. Pressure loss was neglected, as well as heat losses. The COP of the heat 
pump was based on the heat delivered at the condenser  
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The	intermediate	pressures	(pint)	were	based	on	a	quadratic	compression	ratio	and	were	corrected	by	
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The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	
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localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
in	Eq.	(7)	[25]:	
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Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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Energy recuperated by the ejector was based on its expansion and compression efficiency. Expansion 
work (
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was	 equal	 to	 the	 number	 of	 stages	 drawn	 in	 Fig.	 1.	 Pressure	 relief	 in	 expansion	 valves	 is	 considered	
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The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	

2.2	Advanced	exergy	analysis			
The	advanced	exergy	analysis	focussed	on	the	interdependencies	between	the	components	in	order	to	
localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
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Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
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) from the secondary stream to the product stream [24]. 
From the work requirements, the required mass flow of the motive steam (
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to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
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) was calculated 
using Eq. (6) [24]: 
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Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
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Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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The isentropic efficiencies (of the thermo-compressor (tc) and expander (exp) were taken as 0.8 [24], 
from which the enthalpies were calculated similar to Eq. (2). The energy and mass balance were 
solved iteratively by equating the result of Eq. (6) with the energy balances of the condenser and 
evaporator.

2.2 Advanced exergy analysis 

The advanced exergy analysis focussed on the interdependencies between the components in order 
to localize the origin of the exergy destruction [12]. The exergetic performance of the cycle and its 
components was mainly assessed based on its exergy efficiency (
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sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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). This efficiency was defined as 
shown in Eq. (7) [25]: 
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0.35	bar	to	minimize	compression	work	in	the	closed	cycle	[22],	as	shown	in	Eq.	(4):	
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was	 equal	 to	 the	 number	 of	 stages	 drawn	 in	 Fig.	 1.	 Pressure	 relief	 in	 expansion	 valves	 is	 considered	
isenthalpic.	Pressure	loss	was	neglected,	as	well	as	heat	losses.	The	COP	of	the	heat	pump	was	based	on	
the	heat	delivered	at	the	condenser	(Qcd)	and	the	work	required	by	the	compressor	(Wc),	as	shown	in	Eq.	
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stream	and	the	compression	work	(Δℎ+)	from	the	secondary	stream	to	the	product	stream	[24].	From	the	
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The	isentropic	ef:iciencies	(𝜂𝜂76)	of	the	thermo-compressor	(tc)	and	expander	(exp)	were	taken	as	0.8	[24],	
from	which	the	enthalpies	were	calculated	similar	to	Eq.	(2).	The	energy	and	mass	balance	were	solved	
iteratively	by	equating	the	result	of	Eq.	(6)	with	the	energy	balances	of	the	condenser	and	evaporator.	

2.2	Advanced	exergy	analysis			
The	advanced	exergy	analysis	focussed	on	the	interdependencies	between	the	components	in	order	to	
localize	 the	 origin	 of	 the	 exergy	 destruction	 [12].	 	 The	 exergetic	 performance	 of	 the	 cycle	 and	 its	
components	was	mainly	assessed	based	on	its	exergy	ef:iciency	(𝜖𝜖8).	This	ef:iciency	was	de:ined	as	shown	
in	Eq.	(7)	[25]:	
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Herein,	𝐸𝐸𝐸̇𝐸W,8	was	the	exergy	that	fuels	component	k	and	𝐸𝐸𝐸̇𝐸X,8	was	its	output.	The	exergy	loss	was	the	
sum	of	internal	exergy	destruction	(𝐸𝐸𝐸̇𝐸Y)	and	transfer	of	exergy	to	external	sources	[26].	Since	heat	loss	
to	 the	 environment	 was	 neglected	 and	 all	 heat	 transferred	 from	 the	 heat	 pump	 to	 other	 systems	 is	
valuable,	the	exergy	balance	simpli:ies	to	Eq.	(8)	[17]:	
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𝐸𝐸𝐸̇𝐸( = 𝐸𝐸𝐸̇𝐸9 − 𝐸𝐸𝐸̇𝐸C	 	 	 	 	 	 	 (8)	

Exergy destruction will be zero in the case of ideal operation. The exergy flowing into an ideal system 
in the form of heat at the evaporator and work at the compressor equals the exergy of the outflow of 
heat at the condenser. The exergy value of the streams (i) is defined by the enthalpy (h) and entropy 
(s) of the stream shown in Eq. (9) [27]: 
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Exergy	destruction	will	be	zero	in	the	case	of	ideal	operation.	The	exergy	:lowing	into	an	ideal	system	in	
the	form	of	heat	at	the	evaporator	and	work	at	the	compressor	equals	the	exergy	of	the	out:low	of	heat	at	
the	condenser.	The	exergy	value	of	the	streams	(i)	is	de:ined	by	the	enthalpy	(h)	and	entropy	(s)	of	the	
stream	shown	in	Eq.	(9)	[27]:	

𝐸̇𝐸𝑥𝑥* = (𝐻𝐻* − 𝐻𝐻4) − 𝑇𝑇4(𝑆𝑆* − 𝑆𝑆4)	 	 	 	 	 	 	 (9)	

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298,15	K	and	p0	=	101325	Pa.	Substituting	Eq.	
(9)	in	Eq.	(8)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇&%)	at	the	average	temperature	(Tav)	
of	either	the	heat	source	or	sink	and	the	exergy	of	work:	W,	resulted	in	Eq.	(10)	[27]:	

𝐸𝐸𝐸̇𝐸(,= = C1 −
5I
5ZT
D 𝑄̇𝑄= − 𝑊̇𝑊= + 𝑚̇𝑚[ℎ*0 − ℎ123 − 𝑇𝑇4(𝑠𝑠*0 − 𝑠𝑠123)]=	 	 	 	 (10)	

The	exergy	destruction	of	a	component	was	separated	into	exergy	destroyed	due	to	inef:iciencies	of	the	
component	itself	(endogenous)	and	by	interdependencies	within	the	cycle	(exogenous).	The	endogenous	
exergy	destruction	of	 component	k	was	 found	by	 comparing	 an	 ideal	 (theoretical)	 cycle	 consisting	of	
solely	reversible	operations	with	an	ideal	cycle	with	a	real	component	k,	i.e,	a	hybrid	cycle	[13].		

Ideal	heat	 exchangers,	 thus	without	 a	 required	minimal	 temperature	difference	and	without	pressure	
changes	operated	with	an	isentropic	ef:iciency	of	100%.	In	this	analysis,	expansion	valves	were	replaced	
by	ideal	expanders	and	the	ejector	by	an	ideal	turbine	and	compressor,	both	with	an	isentropic	ef:iciency	
of	100%.	Also,	wet	compression	was	allowed	and	no	limit	was	set	to	the	compressor	outlet	temperature.	
For	the	hybrid	cycle	with	the	internal	heat	exchanger	(IHX),	the	50%	IHX	effectiveness	(i.e.	50%	of	the	
energy	available	from	the	source	stream)	was	used	in	calculating	the	endogenous	exergy	destruction.	This	
limit	was	 set	 to	mitigate	 the	 exergy	 destruction	 of	 the	 compressor	 and	 the	 condenser	 resulting	 from	
superheating.	 All	 exergy	 destruction	 at	 the	 evaporator	 was	 set	 to	 be	 endogenous,	 which	 is	 standard	
practice	 when	 using	 the	 theoretical	 cycle	 approach	 [13].	 The	 endogenous	 exergy	 destruction	 of	
component	k	was	set	equal	to	the	exergy	destruction	of	component	k	in	its	respective	hybrid	cycle	as	no	
exergy	was	 lost	 to	 the	environment	at	any	process	step	 [13].	After	 identifying	 the	endogenous	exergy	
destruction	(𝐸𝐸𝐸̇𝐸Y,8Z[),	the	exogenous	destruction	(𝐸𝐸𝐸̇𝐸Y,8ZP )	was	calculated	with	Eq	(11)	[25]:	

𝐸𝐸𝐸̇𝐸Y,8 = 𝐸𝐸𝐸̇𝐸Y,8Z[ + 𝐸𝐸𝐸̇𝐸Y,8ZP 			 	 	 	 	 	 	 	 	 (11)	

The	value	of	endogenous	exergy	destruction	of	a	component	was	limited	to	the	level	of	its	total	exergy	
destruction.		

2.3	Exergo-economic	analysis			
An	 exergo-economic	 analysis	 added	 an	 economic	 perspective	 to	 the	 differences	 in	 exergy	 destruction	
between	con:igurations.	The	total	cost	of	ownership,	the	cost	of	exergy	destruction	and	the	total	capital	
investment	were	taken	as	the	key	economic	performance	indicators.	Morosuk	and	Tsatsaronis	[12]	also	
combined	exergo-economics	with	advanced	exergy	analysis	to	study	a	SS	refrigeration	system.	In	their	
discussion,	they	note	that	the	part	of	the	advanced	exergy	analysis	that	covers	the	distinction	between	
avoidable	and	unavoidable	exergy	destruction	makes	the	routine	quite	complex	and	the	results	inaccurate.	

Where subscript “0” denoted the reference state at T0 = 298,15 K and p0 = 101325 Pa. Substituting Eq. 
(9) in Eq. (8) and accounting for the exergy value of heat: at the average temperature (Tav) of either 
the heat source or sink and the exergy of work: W, resulted in Eq. (10) [27]: 
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Exergy	destruction	will	be	zero	in	the	case	of	ideal	operation.	The	exergy	:lowing	into	an	ideal	system	in	
the	form	of	heat	at	the	evaporator	and	work	at	the	compressor	equals	the	exergy	of	the	out:low	of	heat	at	
the	condenser.	The	exergy	value	of	the	streams	(i)	is	de:ined	by	the	enthalpy	(h)	and	entropy	(s)	of	the	
stream	shown	in	Eq.	(9)	[27]:	

𝐸̇𝐸𝑥𝑥* = (𝐻𝐻* − 𝐻𝐻4) − 𝑇𝑇4(𝑆𝑆* − 𝑆𝑆4)	 	 	 	 	 	 	 (9)	

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298,15	K	and	p0	=	101325	Pa.	Substituting	Eq.	
(9)	in	Eq.	(8)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇&%)	at	the	average	temperature	(Tav)	
of	either	the	heat	source	or	sink	and	the	exergy	of	work:	W,	resulted	in	Eq.	(10)	[27]:	

𝐸𝐸𝐸̇𝐸(,= = C1 −
5I
5ZT
D 𝑄̇𝑄= − 𝑊̇𝑊= + 𝑚̇𝑚[ℎ*0 − ℎ123 − 𝑇𝑇4(𝑠𝑠*0 − 𝑠𝑠123)]=	 	 	 	 (10)	

The	exergy	destruction	of	a	component	was	separated	into	exergy	destroyed	due	to	inef:iciencies	of	the	
component	itself	(endogenous)	and	by	interdependencies	within	the	cycle	(exogenous).	The	endogenous	
exergy	destruction	of	 component	k	was	 found	by	 comparing	 an	 ideal	 (theoretical)	 cycle	 consisting	of	
solely	reversible	operations	with	an	ideal	cycle	with	a	real	component	k,	i.e,	a	hybrid	cycle	[13].		

Ideal	heat	 exchangers,	 thus	without	 a	 required	minimal	 temperature	difference	and	without	pressure	
changes	operated	with	an	isentropic	ef:iciency	of	100%.	In	this	analysis,	expansion	valves	were	replaced	
by	ideal	expanders	and	the	ejector	by	an	ideal	turbine	and	compressor,	both	with	an	isentropic	ef:iciency	
of	100%.	Also,	wet	compression	was	allowed	and	no	limit	was	set	to	the	compressor	outlet	temperature.	
For	the	hybrid	cycle	with	the	internal	heat	exchanger	(IHX),	the	50%	IHX	effectiveness	(i.e.	50%	of	the	
energy	available	from	the	source	stream)	was	used	in	calculating	the	endogenous	exergy	destruction.	This	
limit	was	 set	 to	mitigate	 the	 exergy	 destruction	 of	 the	 compressor	 and	 the	 condenser	 resulting	 from	
superheating.	 All	 exergy	 destruction	 at	 the	 evaporator	 was	 set	 to	 be	 endogenous,	 which	 is	 standard	
practice	 when	 using	 the	 theoretical	 cycle	 approach	 [13].	 The	 endogenous	 exergy	 destruction	 of	
component	k	was	set	equal	to	the	exergy	destruction	of	component	k	in	its	respective	hybrid	cycle	as	no	
exergy	was	 lost	 to	 the	environment	at	any	process	step	 [13].	After	 identifying	 the	endogenous	exergy	
destruction	(𝐸𝐸𝐸̇𝐸Y,8Z[),	the	exogenous	destruction	(𝐸𝐸𝐸̇𝐸Y,8ZP )	was	calculated	with	Eq	(11)	[25]:	

𝐸𝐸𝐸̇𝐸Y,8 = 𝐸𝐸𝐸̇𝐸Y,8Z[ + 𝐸𝐸𝐸̇𝐸Y,8ZP 			 	 	 	 	 	 	 	 	 (11)	

The	value	of	endogenous	exergy	destruction	of	a	component	was	limited	to	the	level	of	its	total	exergy	
destruction.		

2.3	Exergo-economic	analysis			
An	 exergo-economic	 analysis	 added	 an	 economic	 perspective	 to	 the	 differences	 in	 exergy	 destruction	
between	con:igurations.	The	total	cost	of	ownership,	the	cost	of	exergy	destruction	and	the	total	capital	
investment	were	taken	as	the	key	economic	performance	indicators.	Morosuk	and	Tsatsaronis	[12]	also	
combined	exergo-economics	with	advanced	exergy	analysis	to	study	a	SS	refrigeration	system.	In	their	
discussion,	they	note	that	the	part	of	the	advanced	exergy	analysis	that	covers	the	distinction	between	
avoidable	and	unavoidable	exergy	destruction	makes	the	routine	quite	complex	and	the	results	inaccurate.	

The exergy destruction of a component was separated into exergy destroyed due to inefficiencies 
of the component itself (endogenous) and by interdependencies within the cycle (exogenous). The 
endogenous exergy destruction of component k was found by comparing an ideal (theoretical) cycle 
consisting of solely reversible operations with an ideal cycle with a real component k, i.e, a hybrid 
cycle [13]. 

Ideal heat exchangers, thus without a required minimal temperature difference and without pressure 
changes operated with an isentropic efficiency of 100%. In this analysis, expansion valves were 
replaced by ideal expanders and the ejector by an ideal turbine and compressor, both with an isentropic 
efficiency of 100%. Also, wet compression was allowed and no limit was set to the compressor outlet 
temperature. For the hybrid cycle with the internal heat exchanger (IHX), the 50% IHX effectiveness (i.e. 
50% of the energy available from the source stream) was used in calculating the endogenous exergy 
destruction. This limit was set to mitigate the exergy destruction of the compressor and the condenser 
resulting from superheating. All exergy destruction at the evaporator was set to be endogenous, which 
is standard practice when using the theoretical cycle approach [13]. The endogenous exergy destruction 
of component k was set equal to the exergy destruction of component k in its respective hybrid cycle 
as no exergy was lost to the environment at any process step [13]. After identifying the endogenous 
exergy destruction (
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Exergy	destruction	will	be	zero	in	the	case	of	ideal	operation.	The	exergy	:lowing	into	an	ideal	system	in	
the	form	of	heat	at	the	evaporator	and	work	at	the	compressor	equals	the	exergy	of	the	out:low	of	heat	at	
the	condenser.	The	exergy	value	of	the	streams	(i)	is	de:ined	by	the	enthalpy	(h)	and	entropy	(s)	of	the	
stream	shown	in	Eq.	(9)	[27]:	

𝐸̇𝐸𝑥𝑥* = (𝐻𝐻* − 𝐻𝐻4) − 𝑇𝑇4(𝑆𝑆* − 𝑆𝑆4)	 	 	 	 	 	 	 (9)	

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298,15	K	and	p0	=	101325	Pa.	Substituting	Eq.	
(9)	in	Eq.	(8)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇&%)	at	the	average	temperature	(Tav)	
of	either	the	heat	source	or	sink	and	the	exergy	of	work:	W,	resulted	in	Eq.	(10)	[27]:	

𝐸𝐸𝐸̇𝐸(,= = C1 −
5I
5ZT
D 𝑄̇𝑄= − 𝑊̇𝑊= + 𝑚̇𝑚[ℎ*0 − ℎ123 − 𝑇𝑇4(𝑠𝑠*0 − 𝑠𝑠123)]=	 	 	 	 (10)	

The	exergy	destruction	of	a	component	was	separated	into	exergy	destroyed	due	to	inef:iciencies	of	the	
component	itself	(endogenous)	and	by	interdependencies	within	the	cycle	(exogenous).	The	endogenous	
exergy	destruction	of	 component	k	was	 found	by	 comparing	 an	 ideal	 (theoretical)	 cycle	 consisting	of	
solely	reversible	operations	with	an	ideal	cycle	with	a	real	component	k,	i.e,	a	hybrid	cycle	[13].		

Ideal	heat	 exchangers,	 thus	without	 a	 required	minimal	 temperature	difference	and	without	pressure	
changes	operated	with	an	isentropic	ef:iciency	of	100%.	In	this	analysis,	expansion	valves	were	replaced	
by	ideal	expanders	and	the	ejector	by	an	ideal	turbine	and	compressor,	both	with	an	isentropic	ef:iciency	
of	100%.	Also,	wet	compression	was	allowed	and	no	limit	was	set	to	the	compressor	outlet	temperature.	
For	the	hybrid	cycle	with	the	internal	heat	exchanger	(IHX),	the	50%	IHX	effectiveness	(i.e.	50%	of	the	
energy	available	from	the	source	stream)	was	used	in	calculating	the	endogenous	exergy	destruction.	This	
limit	was	 set	 to	mitigate	 the	 exergy	 destruction	 of	 the	 compressor	 and	 the	 condenser	 resulting	 from	
superheating.	 All	 exergy	 destruction	 at	 the	 evaporator	 was	 set	 to	 be	 endogenous,	 which	 is	 standard	
practice	 when	 using	 the	 theoretical	 cycle	 approach	 [13].	 The	 endogenous	 exergy	 destruction	 of	
component	k	was	set	equal	to	the	exergy	destruction	of	component	k	in	its	respective	hybrid	cycle	as	no	
exergy	was	 lost	 to	 the	environment	at	any	process	step	 [13].	After	 identifying	 the	endogenous	exergy	
destruction	(𝐸𝐸𝐸̇𝐸Y,8Z[),	the	exogenous	destruction	(𝐸𝐸𝐸̇𝐸Y,8ZP )	was	calculated	with	Eq	(11)	[25]:	

𝐸𝐸𝐸̇𝐸Y,8 = 𝐸𝐸𝐸̇𝐸Y,8Z[ + 𝐸𝐸𝐸̇𝐸Y,8ZP 			 	 	 	 	 	 	 	 	 (11)	

The	value	of	endogenous	exergy	destruction	of	a	component	was	limited	to	the	level	of	its	total	exergy	
destruction.		

2.3	Exergo-economic	analysis			
An	 exergo-economic	 analysis	 added	 an	 economic	 perspective	 to	 the	 differences	 in	 exergy	 destruction	
between	con:igurations.	The	total	cost	of	ownership,	the	cost	of	exergy	destruction	and	the	total	capital	
investment	were	taken	as	the	key	economic	performance	indicators.	Morosuk	and	Tsatsaronis	[12]	also	
combined	exergo-economics	with	advanced	exergy	analysis	to	study	a	SS	refrigeration	system.	In	their	
discussion,	they	note	that	the	part	of	the	advanced	exergy	analysis	that	covers	the	distinction	between	
avoidable	and	unavoidable	exergy	destruction	makes	the	routine	quite	complex	and	the	results	inaccurate.	

), the exogenous destruction (

83 

   
 

 

Exergy	destruction	will	be	zero	in	the	case	of	ideal	operation.	The	exergy	:lowing	into	an	ideal	system	in	
the	form	of	heat	at	the	evaporator	and	work	at	the	compressor	equals	the	exergy	of	the	out:low	of	heat	at	
the	condenser.	The	exergy	value	of	the	streams	(i)	is	de:ined	by	the	enthalpy	(h)	and	entropy	(s)	of	the	
stream	shown	in	Eq.	(9)	[27]:	

𝐸̇𝐸𝑥𝑥* = (𝐻𝐻* − 𝐻𝐻4) − 𝑇𝑇4(𝑆𝑆* − 𝑆𝑆4)	 	 	 	 	 	 	 (9)	

Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298,15	K	and	p0	=	101325	Pa.	Substituting	Eq.	
(9)	in	Eq.	(8)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇&%)	at	the	average	temperature	(Tav)	
of	either	the	heat	source	or	sink	and	the	exergy	of	work:	W,	resulted	in	Eq.	(10)	[27]:	

𝐸𝐸𝐸̇𝐸(,= = C1 −
5I
5ZT
D 𝑄̇𝑄= − 𝑊̇𝑊= + 𝑚̇𝑚[ℎ*0 − ℎ123 − 𝑇𝑇4(𝑠𝑠*0 − 𝑠𝑠123)]=	 	 	 	 (10)	

The	exergy	destruction	of	a	component	was	separated	into	exergy	destroyed	due	to	inef:iciencies	of	the	
component	itself	(endogenous)	and	by	interdependencies	within	the	cycle	(exogenous).	The	endogenous	
exergy	destruction	of	 component	k	was	 found	by	 comparing	 an	 ideal	 (theoretical)	 cycle	 consisting	of	
solely	reversible	operations	with	an	ideal	cycle	with	a	real	component	k,	i.e,	a	hybrid	cycle	[13].		

Ideal	heat	 exchangers,	 thus	without	 a	 required	minimal	 temperature	difference	and	without	pressure	
changes	operated	with	an	isentropic	ef:iciency	of	100%.	In	this	analysis,	expansion	valves	were	replaced	
by	ideal	expanders	and	the	ejector	by	an	ideal	turbine	and	compressor,	both	with	an	isentropic	ef:iciency	
of	100%.	Also,	wet	compression	was	allowed	and	no	limit	was	set	to	the	compressor	outlet	temperature.	
For	the	hybrid	cycle	with	the	internal	heat	exchanger	(IHX),	the	50%	IHX	effectiveness	(i.e.	50%	of	the	
energy	available	from	the	source	stream)	was	used	in	calculating	the	endogenous	exergy	destruction.	This	
limit	was	 set	 to	mitigate	 the	 exergy	 destruction	 of	 the	 compressor	 and	 the	 condenser	 resulting	 from	
superheating.	 All	 exergy	 destruction	 at	 the	 evaporator	 was	 set	 to	 be	 endogenous,	 which	 is	 standard	
practice	 when	 using	 the	 theoretical	 cycle	 approach	 [13].	 The	 endogenous	 exergy	 destruction	 of	
component	k	was	set	equal	to	the	exergy	destruction	of	component	k	in	its	respective	hybrid	cycle	as	no	
exergy	was	 lost	 to	 the	environment	at	any	process	step	 [13].	After	 identifying	 the	endogenous	exergy	
destruction	(𝐸𝐸𝐸̇𝐸Y,8Z[),	the	exogenous	destruction	(𝐸𝐸𝐸̇𝐸Y,8ZP )	was	calculated	with	Eq	(11)	[25]:	

𝐸𝐸𝐸̇𝐸Y,8 = 𝐸𝐸𝐸̇𝐸Y,8Z[ + 𝐸𝐸𝐸̇𝐸Y,8ZP 			 	 	 	 	 	 	 	 	 (11)	

The	value	of	endogenous	exergy	destruction	of	a	component	was	limited	to	the	level	of	its	total	exergy	
destruction.		

2.3	Exergo-economic	analysis			
An	 exergo-economic	 analysis	 added	 an	 economic	 perspective	 to	 the	 differences	 in	 exergy	 destruction	
between	con:igurations.	The	total	cost	of	ownership,	the	cost	of	exergy	destruction	and	the	total	capital	
investment	were	taken	as	the	key	economic	performance	indicators.	Morosuk	and	Tsatsaronis	[12]	also	
combined	exergo-economics	with	advanced	exergy	analysis	to	study	a	SS	refrigeration	system.	In	their	
discussion,	they	note	that	the	part	of	the	advanced	exergy	analysis	that	covers	the	distinction	between	
avoidable	and	unavoidable	exergy	destruction	makes	the	routine	quite	complex	and	the	results	inaccurate.	

) was calculated with Eq (11) [25]: 
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the	form	of	heat	at	the	evaporator	and	work	at	the	compressor	equals	the	exergy	of	the	out:low	of	heat	at	
the	condenser.	The	exergy	value	of	the	streams	(i)	is	de:ined	by	the	enthalpy	(h)	and	entropy	(s)	of	the	
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Where	subscript	“0”	denoted	the	reference	state	at	T0	=	298,15	K	and	p0	=	101325	Pa.	Substituting	Eq.	
(9)	in	Eq.	(8)	and	accounting	for	the	exergy	value	of	heat:	𝑄𝑄(1 − 𝑇𝑇G/𝑇𝑇&%)	at	the	average	temperature	(Tav)	
of	either	the	heat	source	or	sink	and	the	exergy	of	work:	W,	resulted	in	Eq.	(10)	[27]:	
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The	exergy	destruction	of	a	component	was	separated	into	exergy	destroyed	due	to	inef:iciencies	of	the	
component	itself	(endogenous)	and	by	interdependencies	within	the	cycle	(exogenous).	The	endogenous	
exergy	destruction	of	 component	k	was	 found	by	 comparing	 an	 ideal	 (theoretical)	 cycle	 consisting	of	
solely	reversible	operations	with	an	ideal	cycle	with	a	real	component	k,	i.e,	a	hybrid	cycle	[13].		

Ideal	heat	 exchangers,	 thus	without	 a	 required	minimal	 temperature	difference	and	without	pressure	
changes	operated	with	an	isentropic	ef:iciency	of	100%.	In	this	analysis,	expansion	valves	were	replaced	
by	ideal	expanders	and	the	ejector	by	an	ideal	turbine	and	compressor,	both	with	an	isentropic	ef:iciency	
of	100%.	Also,	wet	compression	was	allowed	and	no	limit	was	set	to	the	compressor	outlet	temperature.	
For	the	hybrid	cycle	with	the	internal	heat	exchanger	(IHX),	the	50%	IHX	effectiveness	(i.e.	50%	of	the	
energy	available	from	the	source	stream)	was	used	in	calculating	the	endogenous	exergy	destruction.	This	
limit	was	 set	 to	mitigate	 the	 exergy	 destruction	 of	 the	 compressor	 and	 the	 condenser	 resulting	 from	
superheating.	 All	 exergy	 destruction	 at	 the	 evaporator	 was	 set	 to	 be	 endogenous,	 which	 is	 standard	
practice	 when	 using	 the	 theoretical	 cycle	 approach	 [13].	 The	 endogenous	 exergy	 destruction	 of	
component	k	was	set	equal	to	the	exergy	destruction	of	component	k	in	its	respective	hybrid	cycle	as	no	
exergy	was	 lost	 to	 the	environment	at	any	process	step	 [13].	After	 identifying	 the	endogenous	exergy	
destruction	(𝐸𝐸𝐸̇𝐸Y,8Z[),	the	exogenous	destruction	(𝐸𝐸𝐸̇𝐸Y,8ZP )	was	calculated	with	Eq	(11)	[25]:	

𝐸𝐸𝐸̇𝐸Y,8 = 𝐸𝐸𝐸̇𝐸Y,8Z[ + 𝐸𝐸𝐸̇𝐸Y,8ZP 			 	 	 	 	 	 	 	 	 (11)	

The	value	of	endogenous	exergy	destruction	of	a	component	was	limited	to	the	level	of	its	total	exergy	
destruction.		

2.3	Exergo-economic	analysis			
An	 exergo-economic	 analysis	 added	 an	 economic	 perspective	 to	 the	 differences	 in	 exergy	 destruction	
between	con:igurations.	The	total	cost	of	ownership,	the	cost	of	exergy	destruction	and	the	total	capital	
investment	were	taken	as	the	key	economic	performance	indicators.	Morosuk	and	Tsatsaronis	[12]	also	
combined	exergo-economics	with	advanced	exergy	analysis	to	study	a	SS	refrigeration	system.	In	their	
discussion,	they	note	that	the	part	of	the	advanced	exergy	analysis	that	covers	the	distinction	between	
avoidable	and	unavoidable	exergy	destruction	makes	the	routine	quite	complex	and	the	results	inaccurate.	

The value of endogenous exergy destruction of a component was limited to the level of its total 
exergy destruction. 

2.3 Exergo-economic analysis 

An exergo-economic analysis added an economic perspective to the differences in exergy destruction 
between configurations. The total cost of ownership, the cost of exergy destruction and the total 
capital investment were taken as the key economic performance indicators. Morosuk and Tsatsaronis 
[12] also combined exergo-economics with advanced exergy analysis to study a SS refrigeration 
system. In their discussion, they note that the part of the advanced exergy analysis that covers the 
distinction between avoidable and unavoidable exergy destruction makes the routine quite complex 
and the results inaccurate. For this reason, the distinction between avoidable and unavoidable exergy 
destruction is not investigated in this research. 

The capital investment costs were based on the indexed bare unit costs of the components, the cost 
of installation and energy consumption. The bare unit costs (C0,p) required for all components, except 
the ejector. 
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Table 1 Parameters for estimation of component capital costs according to Zühlsdorf et al. [21] and 
their Chemical Engineering Price Index (CEPCI) [28]
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For	this	reason,	the	distinction	between	avoidable	and	unavoidable	exergy	destruction	is	not	investigated	
in	this	research.		

The	capital	investment	costs	were	based	on	the	indexed	bare	unit	costs	of	the	components,	the	cost	of	
installation	and	energy	consumption.	The	bare	unit	costs	(C0,p)	required	for	all	components,	except	the	
ejector			

TTaabbllee		11		Parameters	for	estimation	of	component	capital	costs	according	to	Zühlsdorf	et	al.		[21]	and	their	Chemical	
Engineering	Price	Index	(CEPCI)	[28]	

Component	 Scaling	
Parameter	
X	

Range	 𝑘𝑘J		 𝑘𝑘K	 𝑘𝑘L	 𝑓𝑓[\	 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶	

Centrifugal	
compressor	

Fluid	
power	

450	-	3000	kW	 2.2897	 1.13604	 -0.1027	 2.8 394.3	

Plain	vessel	 Volume	 1	–	800	m3 3.5970	 0.2163	 0.0934	 3.0	 444.2	
Shell	 &	 tube	 heat	
exchanger	

Area	 10	–	900	m2	 3.2476	 0.2264	 0.0953	 3.2	 444.2	

Radial	turbine	 Fluid	
power	
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and	 expansion	 valve,	 were	 based	 on	 the	 costs	 function	 provided	 by	 Zühlsdorf	 et	 al.	 [21]	 ,	 which	 is	
presented	in	Eq	(12):	

logL𝐶𝐶4,=M = 𝑘𝑘+ + 𝑘𝑘, log 𝑥𝑥 + 𝑘𝑘7 (log 𝑥𝑥),	 (12)	

where	“x”	was	the	scaling	parameter	(e.g.	:luid	power	or	volume)	of	a	certain	technology	and	“ki”	was	a	
calibrated	value.	Table	1	shows	the	values	used	in	this	paper,	which	were	taken	from	Zühlsdorf	et	al.	[21].	

The	 bare	 unit	 costs	 of	 Table	 1	 were	 homogenized	 into	 the	 equivalent	 costs	 of	 the	 components	 for	
September	2023	based	on	the	Chemical	Engineering	Price	Index	(CEPCI)	of	that	date:	793.3	[29].	This	was	
done	by	calculating	a	conversion	factor	(fcepci)	which	was	de:ined	as	the	ratio	between	the	CEPCI	value	of	
September	2023	and	the	listed	CEPCI	value	in	Table	1.	The	cost	of	the	expansion	valve	was	set	at	€	700	in	
2014	with	a	CEPCI-value	of	576.1	[17].	The	installed	cost	of	the	ejector	was	calculated	with	Eq.	(13)	[17].	
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This	cost	was	dated	to	2019,	with	a	CEPCI-value	of	607.5.	In	this	equation,	subscript	“M”	stands	for	the	
ejectors	primary	(motive)	stream	conditions.	For	the	expansion	valve	and	the	ejector	an	installation	factor	
equal	to	that	of	a	vessel	was	used.	Bare	unit	cost	were	converted	into	(indexed)	capital	investment	(zk)	
using	the	installation	costs	factors	(fIF)	listed	in	Table	1,	as	in	Eq.	(14):	

𝑧𝑧= = 𝐶𝐶4,=𝑓𝑓!.-!*𝑓𝑓89	 (14)	

For	the	expansion	valve,	an	installation	cost	factor	of	3	was	used	[30].	When	multiple	compressors	were	
used,	their	(:luid)	power	was	combined	to	account	for	economies	of	scale.	Their	respective	costs	were	
based	on	the	ratio	between	the	scaling	factor	of	the	individual	component	and	the	scaling	factor	of	the	

and expansion valve, were based on the costs function provided by Zühlsdorf et al. [21] , which is presented in Eq 
(12): 
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For	the	expansion	valve,	an	installation	cost	factor	of	3	was	used	[30].	When	multiple	compressors	were	
used,	their	(:luid)	power	was	combined	to	account	for	economies	of	scale.	Their	respective	costs	were	
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where “x” was the scaling parameter (e.g. fluid power or volume) of a certain technology and 
“ki” was a calibrated value. Table 1 shows the values used in this paper, which were taken from 
Zühlsdorf et al. [21]. 

The bare unit costs of Table 1 were homogenized into the equivalent costs of the components for 
September 2023 based on the Chemical Engineering Price Index (CEPCI) of that date: 793.3 [29]. This 
was done by calculating a conversion factor (fcepci) which was defined as the ratio between the CEPCI 
value of September 2023 and the listed CEPCI value in Table 1. The cost of the expansion valve was 
set at € 700 in 2014 with a CEPCI-value of 576.1 [17]. The installed cost of the ejector was calculated 
with Eq. (13) [17].  
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This	cost	was	dated	to	2019,	with	a	CEPCI-value	of	607.5.	In	this	equation,	subscript	“M”	stands	for	the	
ejectors	primary	(motive)	stream	conditions.	For	the	expansion	valve	and	the	ejector	an	installation	factor	
equal	to	that	of	a	vessel	was	used.	Bare	unit	cost	were	converted	into	(indexed)	capital	investment	(zk)	
using	the	installation	costs	factors	(fIF)	listed	in	Table	1,	as	in	Eq.	(14):	
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For	the	expansion	valve,	an	installation	cost	factor	of	3	was	used	[30].	When	multiple	compressors	were	
used,	their	(:luid)	power	was	combined	to	account	for	economies	of	scale.	Their	respective	costs	were	
based	on	the	ratio	between	the	scaling	factor	of	the	individual	component	and	the	scaling	factor	of	the	

This cost was dated to 2019, with a CEPCI-value of 607.5. In this equation, subscript “M” stands for the 
ejectors primary (motive) stream conditions. For the expansion valve and the ejector an installation 
factor equal to that of a vessel was used. Bare unit cost were converted into (indexed) capital 
investment (zk) using the installation costs factors (fIF) listed in Table 1, as in Eq. (14): 
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This	cost	was	dated	to	2019,	with	a	CEPCI-value	of	607.5.	In	this	equation,	subscript	“M”	stands	for	the	
ejectors	primary	(motive)	stream	conditions.	For	the	expansion	valve	and	the	ejector	an	installation	factor	
equal	to	that	of	a	vessel	was	used.	Bare	unit	cost	were	converted	into	(indexed)	capital	investment	(zk)	
using	the	installation	costs	factors	(fIF)	listed	in	Table	1,	as	in	Eq.	(14):	

𝑧𝑧= = 𝐶𝐶4,=𝑓𝑓!.-!*𝑓𝑓89	 (14)	

For	the	expansion	valve,	an	installation	cost	factor	of	3	was	used	[30].	When	multiple	compressors	were	
used,	their	(:luid)	power	was	combined	to	account	for	economies	of	scale.	Their	respective	costs	were	
based	on	the	ratio	between	the	scaling	factor	of	the	individual	component	and	the	scaling	factor	of	the	
For the expansion valve, an installation cost factor of 3 was used [30]. When multiple compressors 
were used, their (fluid) power was combined to account for economies of scale. Their respective 
costs were based on the ratio between the scaling factor of the individual component and the scaling 
factor of the combined components. The volume of a vessel was based on being able to supply the 
outlet streams for 10 minutes without an influx. The heat exchanging area (A) of the heat exchangers 
was calculated using Eq. (15): 
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combined	components.	The	volume	of	a	vessel	was	based	on	being	able	to	supply	the	outlet	streams	for	
10	minutes	without	an	in:lux.	The	heat	exchanging	area	(A)	of	the	heat	exchangers	was	calculated	using	
Eq.	(15):	

𝑄𝑄&: = 𝑈𝑈 ⋅ 𝐴𝐴 ⋅ Δ𝑇𝑇;$	 	 	 	 	 	 	 (15)	

where	 “U”	was	 the	heat	 transfer	 coef:icient	 and	Δ𝑇𝑇H(	 is	 the	 logarithmic	mean	 temperature	difference	
between	the	hot	and	cold	streams.	A	heat	transfer	coef:icient	of	1000	W/m2K	was	used	for	heat	transfer	
between	a	liquid	and	an	evaporating	liquid,	and	1250	W/m2K	was	used	when	both	sides	were	changing	
phases	 [21].	 The	 total	 costs	 of	 the	 installation	were	 equal	 to	 the	 sum	of	 all	 the	 zk.	 The	 (total)	 hourly	
levelized	cost	of	investment	was	derived	with	the	capital	recovery	factor	(CRF)	as	shown	in	Eq.	(16)	[17]:	

𝐶𝐶𝐶𝐶𝐶𝐶 = 7(7f<)8

(7f<)8d<
		 	 	 	 	 	 	 	 	 	 (16)	

with	 an	 interest	 rate	 (i)	 of	 8%	 and	 a	 lifetime	 (n)	 of	 	 15	 years,	 the	 total	 (T)	 hourly	 levelized	 cost	 of	
investment	(𝑧̇𝑧8^))	was	calculated	with	the	assumption	of	8000	hours	of	operation	per	year	(top)	as	shown	
in	Eq	(17)	[16]:	

𝑧̇𝑧8^ = ghW
F95

𝑧̇𝑧8		 	 	 	 	 	 	 	 	 	 	 (17)	

The	difference	in	cost	of	energy	consumption	was	based	on	the	cost	of	exergy	destruction,	which	was	assumed	to	
equal	the	additional	electricity	cost	of	the	compressor.	The	cost	rate	of	exergy	destruction	(𝐶̇𝐶],^)	was,	therefore,	
equal	to	the	exergy	destruction	in	the	cycle	times	the	marginal	cost	of	electricity	consumption	by	the	compressor	
(cel)	at	0.041	€/kWh		[31],	as	shown	in	Eq.	(18):		

	𝐶̇𝐶(,= = 𝐸𝐸𝐸̇𝐸(,= ⋅ 𝑐𝑐.;	 	 	 	 	 	 	 (18)	

Similar	to	Eq.	(11),	the	cost	rate	of	exergy	destruction	was	split	into	endogenous	and	exogenous	to	study	
the	interdependencies	within	the	cycle,	see	Eq.	(19)	[12]:	

𝐶̇𝐶Y,8 = 𝐶̇𝐶Y,8Z[ + 𝐶̇𝐶Y,8ZP 		 	 	 	 	 	 	 	 	 	 (19)	

The	ratio	between	the	endogenous	and	exogenous	parts	of	Eq.	 (10)	was	used	 to	split	 the	 total	hourly	
levelized	cost	of	investment	into	endogenous	and	exogenous	[12].		

3	Results	
The	hourly	cost	of	the	different	SGHPs	are	compared	on	a	cycle-level	in	section	3.1.	Section	3.2	presents	
the	 cause	 of	 the	 differences	 in	 the	 performance	 of	 these	 cycles	 on	 a	 component-level.	 Section	 3.3	
elaborates	on	the	origin	of	these	differences.	

3.1	Cycle-level	exergo-economic	comparison		
The	total	hourly	levelized	cost	of	investment	and	cost	of	exergy	destruction	of	the	four	closed	SGHP	cycles	
at	different	source	temperatures	are	presented	in	Fig.	2.	An	increase	in	temperature	lift	results	in	a	higher	
total	hourly	levelized	cost	of	investment	and	cost	of	exergy	destruction	for	all	cases.	The	results	also	show	
that	for	temperature	lifts,	i.e.	Tsink	–	Tsource,	up	to	40	oC,	the	single-stage	subcritical	(SS)	cycle	has	the	lowest	
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where “U” was the heat transfer coefficient and is the logarithmic mean temperature difference 
between the hot and cold streams. A heat transfer coefficient of 1000 W/m2K was used for heat 
transfer between a liquid and an evaporating liquid, and 1250 W/m2K was used when both sides were 
changing phases [21]. The total costs of the installation were equal to the sum of all the zk. The (total) 
hourly levelized cost of investment was derived with the capital recovery factor (CRF) as shown in Eq. 
(16) [17]: 
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The difference in cost of energy consumption was based on the cost of exergy destruction, which 
was assumed to equal the additional electricity cost of the compressor. The cost rate of exergy 
destruction (
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) was, therefore, equal to the exergy destruction in the cycle times the marginal 
cost of electricity consumption by the compressor (cel) at 0.041 €/kWh [31], as shown in Eq. (18):  
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Similar to Eq. (11), the cost rate of exergy destruction was split into endogenous and exogenous to 
study the interdependencies within the cycle, see Eq. (19) [12]: 

85 

   
 

 

combined	components.	The	volume	of	a	vessel	was	based	on	being	able	to	supply	the	outlet	streams	for	
10	minutes	without	an	in:lux.	The	heat	exchanging	area	(A)	of	the	heat	exchangers	was	calculated	using	
Eq.	(15):	

𝑄𝑄&: = 𝑈𝑈 ⋅ 𝐴𝐴 ⋅ Δ𝑇𝑇;$	 	 	 	 	 	 	 (15)	

where	 “U”	was	 the	heat	 transfer	 coef:icient	 and	Δ𝑇𝑇H(	 is	 the	 logarithmic	mean	 temperature	difference	
between	the	hot	and	cold	streams.	A	heat	transfer	coef:icient	of	1000	W/m2K	was	used	for	heat	transfer	
between	a	liquid	and	an	evaporating	liquid,	and	1250	W/m2K	was	used	when	both	sides	were	changing	
phases	 [21].	 The	 total	 costs	 of	 the	 installation	were	 equal	 to	 the	 sum	of	 all	 the	 zk.	 The	 (total)	 hourly	
levelized	cost	of	investment	was	derived	with	the	capital	recovery	factor	(CRF)	as	shown	in	Eq.	(16)	[17]:	

𝐶𝐶𝐶𝐶𝐶𝐶 = 7(7f<)8

(7f<)8d<
		 	 	 	 	 	 	 	 	 	 (16)	

with	 an	 interest	 rate	 (i)	 of	 8%	 and	 a	 lifetime	 (n)	 of	 	 15	 years,	 the	 total	 (T)	 hourly	 levelized	 cost	 of	
investment	(𝑧̇𝑧8^))	was	calculated	with	the	assumption	of	8000	hours	of	operation	per	year	(top)	as	shown	
in	Eq	(17)	[16]:	

𝑧̇𝑧8^ = ghW
F95

𝑧̇𝑧8		 	 	 	 	 	 	 	 	 	 	 (17)	

The	difference	in	cost	of	energy	consumption	was	based	on	the	cost	of	exergy	destruction,	which	was	assumed	to	
equal	the	additional	electricity	cost	of	the	compressor.	The	cost	rate	of	exergy	destruction	(𝐶̇𝐶],^)	was,	therefore,	
equal	to	the	exergy	destruction	in	the	cycle	times	the	marginal	cost	of	electricity	consumption	by	the	compressor	
(cel)	at	0.041	€/kWh		[31],	as	shown	in	Eq.	(18):		

	𝐶̇𝐶(,= = 𝐸𝐸𝐸̇𝐸(,= ⋅ 𝑐𝑐.;	 	 	 	 	 	 	 (18)	

Similar	to	Eq.	(11),	the	cost	rate	of	exergy	destruction	was	split	into	endogenous	and	exogenous	to	study	
the	interdependencies	within	the	cycle,	see	Eq.	(19)	[12]:	

𝐶̇𝐶Y,8 = 𝐶̇𝐶Y,8Z[ + 𝐶̇𝐶Y,8ZP 		 	 	 	 	 	 	 	 	 	 (19)	

The	ratio	between	the	endogenous	and	exogenous	parts	of	Eq.	 (10)	was	used	 to	split	 the	 total	hourly	
levelized	cost	of	investment	into	endogenous	and	exogenous	[12].		

3	Results	
The	hourly	cost	of	the	different	SGHPs	are	compared	on	a	cycle-level	in	section	3.1.	Section	3.2	presents	
the	 cause	 of	 the	 differences	 in	 the	 performance	 of	 these	 cycles	 on	 a	 component-level.	 Section	 3.3	
elaborates	on	the	origin	of	these	differences.	

3.1	Cycle-level	exergo-economic	comparison		
The	total	hourly	levelized	cost	of	investment	and	cost	of	exergy	destruction	of	the	four	closed	SGHP	cycles	
at	different	source	temperatures	are	presented	in	Fig.	2.	An	increase	in	temperature	lift	results	in	a	higher	
total	hourly	levelized	cost	of	investment	and	cost	of	exergy	destruction	for	all	cases.	The	results	also	show	
that	for	temperature	lifts,	i.e.	Tsink	–	Tsource,	up	to	40	oC,	the	single-stage	subcritical	(SS)	cycle	has	the	lowest	

The ratio between the endogenous and exogenous parts of Eq. (10) was used to split the total hourly 
levelized cost of investment into endogenous and exogenous [12]. 

3 Results
The hourly cost of the different SGHPs are compared on a cycle-level in section 3.1. Section 3.2 
presents the cause of the differences in the performance of these cycles on a component-level. 
Section 3.3 elaborates on the origin of these differences.

3.1 Cycle-level exergo-economic comparison 

The total hourly levelized cost of investment and cost of exergy destruction of the four closed SGHP 
cycles at different source temperatures are presented in Fig. 2. An increase in temperature lift results 
in a higher total hourly levelized cost of investment and cost of exergy destruction for all cases. The 
results also show that for temperature lifts, i.e. Tsink – Tsource, up to 40 oC, the single-stage subcritical 
(SS) cycle has the lowest hourly cost as the cost of exergy destruction is comparable among all 
configurations, but that the total hourly levelized cost of investment is significantly lower. This can also 
be deduced from Table 2, where the total capital investment of the SS cycle is significantly lower than 
that the other cycles, i.e., 2.6 M€ compared to 2.9 M€ for the IHX cycle, which is followed by the heat 
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pump with the two-stage compressor and flash vessel (2FV) cycle and the ejector (EJ) cycle, which 
requires the largest investment based on the prices listed in section 2.3. Table 2 shows that for the 
2FV and EJ cycle, the increase in investment cost mainly comes from the flash vessel, which is more 
expensive for the EJ cycle due to a larger mass flow.

The role of capital investment in the total hourly levelized cost of investment reduces with increasing 
sink temperatures and temperature lifts, as the cost of exergy destruction develops exponentially and 
becomes dominant. The preference for the SS cycle changes at a source temperature of 50 oC and a sink 
temperature of around 100 oC with (Fig. 2.a). The total cost of the different heat pump configurations 
is comparable at this level. The difference lies in the ratio of operational cost to investment cost. For 
the SS cycle, this is much higher than for the others. This share of operational cost increases with 
temperature lift. Similar trends can also be seen in Figs. 2.b-d. However, the temperature at which 
the preference shifts from the SS to the IHX increases with the source temperature. The SS cycle is 
preferred for temperature lifts up to 30- 50 oC, where the temperature of the heat source negatively 
affects the maximal temperature lift with the 30 oC belonging to an 80 oC heat source and 50 oC to 
that of a 50 oC heat source. The IHX cycle has the lowest hourly cost up to temperature lifts of 40-70 
oC, again depending on the temperature’s source. Thereafter, the 2FV cycle is the closed cycle with the 
lowest hourly cost.

An MVR can be used as a top cycle to the four closed cycles depicted in Fig. 1.b-e, to increase 
the temperature lift. Fig. 3 shows the total hourly cost of an MVR for different source and sink 
temperatures. This figure shows that the hourly cost is heavily dominated by the total hourly levelized 
cost of investment. However, a comparison between Fig. 2.d and Fig. 3, where both solutions work with 
a source temperature of 80 oC, shows that the hourly cost of the MVR is significantly lower than the 
hourly costs of the closed cycle. The results indicate that an MVR is the economically preferred option 
when (sub atmospheric) steam can be directly produced at the required minimal pressure with the 
heat available in the heat source. 

If a heat source cannot directly produce steam at the minimal required pressure by the MVR, the 
open loop cycle has to be combined with a closed loop heat pump cycle to get the heat source to 
the appropriate level. The economic performance of using a closed or a combined heat pump cycle 
to generate steam at a temperature between 100-140 oC from a heat source between 50-70 oC is 
presented in tables 3 to 5. 

With a source temperature of 50 oC, steam with a temperature of up to 100 oC is produced with the 
lowest total hourly levelized cost of investment and exergy destruction by the SS, after which the IHX 
cycle is preferred. Table 3 shows that the combined cycle with a SS cycle producing steam at 80 oC 
is the preferred option for all presented temperatures. However, Table 3 also shows that up to a sink 
temperature of 130 oC, the closed cycle with the lowest hourly cost, i.e. the optimal (opt.) closed cycle, 
can produce steam more cost-effectively than by combining a closed heat pump and an MVR. The IHX 
is preferred for the lower saturated steam temperature, whereas the 2FV cycle performs better at 
higher temperatures. Both cycles perform equally well at 110 oC.

Steam production from a 60 oC source reduces the temperature lift with respect to the 50 oC case. As 
a result, the levelized hourly cost of producing saturated steam temperature at 100 oC is less in the 
50 oC case. The SS cycle has the lowest combined cost. The combination appears the most effective 
when the SS cycle delivers steam at the minimal intake pressure of the MVR (80 oC)(Table 4). The SS 
cycle is also the preferred option for direct steam production until 100 oC. At 110 oC, IHX and the 2FV 
cycle perform equally well and better than the combined cycle. At higher temperatures, the 2FV cycle 
performs best until a saturated steam temperature of 140 oC. The SS cycle with MVR performs best 
at 140 oC. 
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The hourly cost reduces further for a source temperature of 70 oC. The SS cycle is the preferred option 
for steam production until 100 oC with further reduced cost in exergy destruction. The preference shifts 
to the IHX cycle until the 2FV cycle is preferred at a sink temperature of 130 oC, as seen in Table 5. The 
closed cycles performs better for all sink temperatures with a source temperature of 70 oC.

Table 2 Component-level and total capital investment of heat pump configurations based on a low 
temperature lift from a 70 oC heat source to 90 oC sink (low) and a high temperature lift from a 50 oC 
heat source to 140 oC heat sink (high) based on the price data from Table 1.

Component SS IHX 2FV EJ
low high low high low high low high

Evaporator (k€) 694 496 695 569 695 576 696 572

Condenser (k€) 672 657 672 657 672 657 672 657

Compressor 1 (k€) 1193 1961 1184 1795 624 510 1169 1786
Compressor 2 (k€) - - - - 565 1264 - -
Expansion valve 1 (k€) 3 3 3 3 1 1 3 3
Expansion valve 2 (k€) - - - 1 1 - -

Internal heat exchanger 
(k€)

- 301 294 - - - -

Flash vessel (k€) - - 462 484 688 703

Ejector (k€) - - - - - 307 511

Total (M€) 2.6 3.1 2.9 3.3 3.0 3.5 3.5 4.2
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Figure 3 Comparison of the total hourly levelized cost of investment (𝑧̇) and the cost of exergy 
destruction (𝐶 ̇𝑑) of an MVR for different source (noted in the legend) and sink temperatures.

Table 3 Hourly cost (€/h) of combined heat pump cycles and the optimal closed heat pump cycle 
with a source temperature of 50 oC. With the single stage subcritical cycle (SS), the internal heat 
exchanger cycle (IHX), the mechanical vapor recompression (MVR), and the cycle with a two-stage 
compressor and flash vessel (2FV). 

Sink 
temperature [oC]

Combination 100 110 120 130 140

SS (50-80) +MVR 91 94 97 99 101

SS (50-90) +MVR 93 97 100 102 104

IHX (50-100) +MVR - 100 103 106 108

Opt. closed cycle 71 (IHX) 77 (IHX/2FV) 83 (2FV) 91 (2FV) 104 (2FV)
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Table 4 Hourly cost (€/h) of combined heat pump cycles and the optimal closed heat pump cycle 
with a source temperature of 60 oC With the single stage subcritical cycle (SS), the internal heat 
exchanger cycle (IHX), the mechanical vapor recompression (MVR), and the cycle with a two-stage 
compressor and flash vessel (2FV).

Sink temperature [oC]

Combination 100 110 120 130 140

SS (60-80) +MVR 85 88 91 93 95

SS (60-90) +MVR 86 90 93 95 98

SS (60-100) +MVR - 93 96 99 101

Opt. closed cycle 64 (SS) 71 (IHX/2FV) 78 (2FV) 85 (2FV) 97 (2FV)

Table 5 Hourly cost (€/h) of combined heat pump cycles and the optimal closed heat pump cycle 
with a source temperature of 70 oC. With the single stage subcritical cycle (SS), the internal heat 
exchanger cycle (IHX), the mechanical vapor recompression (MVR), and the cycle with a two-stage 
compressor and flash vessel (2FV).

Sink temperature [oC]

Combination 100 110 120 130 140

SS (70-90) +MVR 80 84 87 89 92

SS (70-100) +MVR - 86 89 92 95

SS/ IHX (70-110) +MVR - - 93 96 99

Opt. closed cycle 58 (SS) 65 (SS/IHX) 72 (IHX) 79 (2FV) 90 (2FV)

3.2 Component-level exergy analysis 

In this section, the differences in hourly costs between the heat pump cycles are explained with the 
help of a component-level exergy analysis. Here, the emphasis is on the compressor (CP) and expansion 
valve (EV) as they are main sources of exergy destruction at higher temperature lifts [5]. Fig. 4 shows 
that for all cycles the exergy efficiency develops linearly for all pressure altering processes (regression 
coefficient is 0.998 in case of EV2 in 2FV cycle). The exponential growth in exergy destruction seen in 
Fig. 2 can, therefore, be explained by the exponential growth in the ingoing, fuel, exergy of a component. 
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Fig 4.a shows the changes in exergy efficiency for the SS cycle. The exergy efficiency at the minimal 
temperature lift of the expansion valve is lower than that of the compressor, or any of the other 
expansion processes shown in Fig. 4.b-d at the same temperature lift. The cycle performs quite well at 
low temperature lifts, e.g. 50 oC to 80 oC. However, the high average decline rate of exergy efficiency 
in the EV of 5.2 10-3 percent per degree Celsius (%/oC) results in a low exergy efficiency at higher 
temperature lifts. 

The exergy efficiency of the internal heat exchanger (IHX) cycle (Fig. 4.b) is 7% higher at the minimal 
temperature lift. The improvement at the EV is partially offset by a reduction in exergy efficiency in 
the CP, due to the superheating of the suction gas. Moreover, the exergy efficiency of the internal heat 
exchanger (IHX) itself is always well above 90% and, therefore, does not introduce a significant source 
of exergy destruction. The high exergy efficiency of the EV at low-temperature lifts declines with an 
average rate of exergy efficiency of 4.9 10-3 %/oC and is reduced to 56% at the highest temperature lift.

The addition of the ejector (EJ) to the SS cycle increases the exergy efficiency of the expansion valve, as 
shown in Fig. 4.c. The total exergy efficiency increases even more than an IHX or 2FV for temperature 
lifts up to 60 oC. The expansion valve in the EJ cycle operates with an exergy efficiency of 90% at the 
highest temperature lift. The ejector, however, introduces a new source of exergy destruction into the 
system. At the lowest source temperature and temperature lift, the ejector has an exergy efficiency of 
93% resulting in the most efficient cycle. The exergy efficiency declines at an average rate of 3.3 10-3 
%/oC resulting in an exergy efficiency of 73% at the highest temperature lift. 

The 2FV cycle has a high overall exergy efficiency. At high-temperature lifts, the lowest exergy 
efficiency is at the second expansion valve which operates with an exergy efficiency of 76 % (Fig. 
4.d). The exergy destruction in this component is, however, limited due to a low fuel quality. At 
low-temperature lifts, all components in the cycle have an exergy efficiency above 90%. The 
exergy efficiency of the compressors remain relatively constant, whereas the exergy efficiency of 
expansion valves 1 and 2 declines at an average rate of 2.0 and 2.6 10-3 %/oC, respectively, at a source 
temperature of 50 oC. This results in the highest overall exergy efficiency of all compared closed 
cycles. 
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Figure 5 Endogenous part of exergy destruction of the compressor (CP) and the expansion valve (EV)  
as a function of sink temperature: 
a) single-stage subcritical (SS) cycle and 
b) internal heat exchanger (IHX) cycle, 
c) ejector (EJ) cycle and 
d) �two-stage flash vessel (2FV) cycle. 

Here, the abbreviations CP, IHX and EV stand for compressor, internal heat exchanger and expansion 
valve respectively.
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3.3 The origin of exergy destruction

The exergy destruction by a component, as shown in section 3.2, cannot necessarily be allocated to that 
component. Interdependencies with other components may also be the cause of this exergy destruction. 
Insight into the origins of exergy destruction helps to identify the fundamental inefficiencies of a cycle 
due to interdependencies and can help explain why exergy destruction arises. 

Fig. 5 shows that although the exergy destruction of the compressor and expansion valve is mostly 
endogenous, the ratio between endogenous and exogenous exergy destruction differs among cycles. 

Fig. 5.a shows a clear trend in the exergy destruction in the SS cycle, becoming more endogenous as 
the temperature lift increases. The ratio of endogenous: exogenous exergy destruction is 1:1 at low-
temperature lifts to nearly 4:1 at higher lifts. Overall, the compressor’s exergy destruction is more 
endogenous than the expansion valve over the entire sink temperature range. 

The addition of the internal heat exchanger (IHX) to form the IHX cycle mainly affects the origin of the 
exergy destruction in the expansion valve (Fig. 5.b). Whereas the exergy destruction of the expansion 
valve (Fig. 5.a) was mostly endogenous (48-84%), the exergy destruction of the expansion valve in 
combination with the IHX (Fig. 5.b) is highly exogenous (~30%). The compressor in the IHX cycle follows 
a similar trend as in the SS cycle. However, the compressor in the IHX cycle has a slightly higher 
endogenous part at each temperature lift, resulting from the higher fuel exergy due to the preheating 
by the IHX. The exergy destruction of the internal heat exchanger follows a trend similar to the 
compressor as the increasing exergy of the fuel overshadows external factors. However, this is not the 
case for the expansion valve in the IHX cycle, as in the model the performance of the IHX is optimized 
for each scenario. The introduction of the internal heat exchanger increases the exergy efficiency of 
the expansion valve but makes the exergy destruction more dependent on the performance of other 
components in the cycle.

Alternatively, the addition of the ejector greatly reduces the dependency of the compressor and 
expander on other components as can be seen in Fig. 5.c. The endogenous part of the ejector (EJ) itself 
develops similarly to the trends seen in Fig. 5.a-b of increasing endogeneity. 

The 2FV cycle also shows these trends in Fig. 5.d for the high-pressure compressor (CP2) and the high-
pressure expansion valve (EV1). The low-pressure compressor (CP1) and the low-pressure expansion 
valve (EV2) show a more linear development towards complete endogenous exergy destruction 
because of the highly endogenous performance and the increased mass flows in the hybrid models.
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4 Discussion
The results of the exergo-economic assessment largely depend on the electricity price and the capital 
investment cost. An electricity price of 0.041 €/kWh was used in the assessment together with the 
investment cost parameters in Table 2. Fig. 2 shows the relation between the total hourly levelized 
cost of investment and the cost of exergy destruction. For low-temperature heat lifts (e.g., from 50 
to 80 oC), the cost of the capital investment is two times the cost of the exergy destruction. However, 
this ratio reduces with increasing temperature lifts (e.g., from 50 to 140 oC) to 1:1 for thermodynamic 
efficient cycles, like the 2FV, and 2.5:1 for the less efficient SS cycle. Changes in the electricity price will 
impact this ratio. Lower prices will increase the role of the capital investment, whereas increased prices 
will reduce it. In the Netherlands, due to COVID-19 and the Ukraine war, the electricity price rose by 374 
% from 0.057 €/kWh in 2020 to 0.213 €/kWh in 2023 [32]. With 2023 prices, the EJ cycle would be 
much more competitive as it is 9% more efficient but is currently held down by an 11% higher capital 
cost than the 2FV cycle when lifting heat from a 70 oC source to a 110 oC sink. Moreso, an increase in 
operational cost would result in more efficient cycles having lower hourly costs at lower temperature 
lifts. E.g., at 0.213 €/kWh, the IHX cycle would already have a lower hourly cost than the SS cycle when 
lifting heat from 60 oC to 90 oC , instead of from 60 oC to 110 oC at 0.041 €/kWh.

The cost factors underlying the capital investment are another major aspect. Table 2 shows that the 
more expensive cycles are more expensive due to the cost of added components and that this increase 
is partially balanced by a lower cost of the compressor due to increases in thermodynamic efficiency. 
However, the increase in cost is also amplified by the need for a larger and more costly evaporator. 
Lower cost factors for the heat exchangers, for example, could lead to a lower increase in capital 
investment for the more complex cycles and increase their competitiveness in respect to the SS cycle. 
Table 2 also shows that most added costs for the 2FV and the EJ cycle stem from the need for a flash 
vessel. Though significant price reductions from learning are not expected for this mature industrial 
technology, a smaller storage capacity could reduce the required cost. However, even halving storage 
time from 10 to 5 minutes reduces the investment cost of the vessel by just 20% and thereby not 
even close to the cost of the 2FV cycle. Moreso, learning might bring the cost of the ejector down, 
however, a 95% reduction is required to be competitive with multistage compressors according to 
the listed prices in table 2. Moreover, the costs in Table 2-5 of the compressors are based upon shaft 
power, whereas the volumetric flow rate is likely to impact the cost. This is especially the case for sub-
atmospheric steam with its low density. Since the hourly cost difference between the optimal closed 
cycle and the cheapest combination of SS cycle and MVR is limited, detailing this aspect might shift the 
results in favour of the closed cycle heat pump. 

Hence, higher electricity prices are therefore likely to favour more efficient heat pump technologies. 
The increase in operational cost will also lower the 40 oC economic temperature limit for the SS cycle 
mentioned by Bless et al. [4], Bergamini et al. [5], and Hu et al. [11]. Changes to the cost of investment 
of individual components in the closed cycle are not likely to change the heat pump configuration 
with the lowest hourly cost as the cost difference between added components is likely to remain in 
the same order of magnitude. Detailing the design of the MVR might shift the preference towards the 
closed cycle. Nonetheless, the used capital costs were comparable with the costs listed by the IEA 
annex 58 [33]. In our model, the SS cycle with a source temperature of 80 oC and a sink temperature 
of 120 oC to 140 oC, has a specific installed cost of 420 – 500 €/kW. This is in the same order as the 
6 MW Heaten reciprocating custom design heat pump (250-350 €/kW) [33] and the Enertime two-
stage centrifugal compressor 10 MW heat pump (300-400 €/kW) [33], though those prices exclude 
integration cost [20].
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5 Conclusions and recommendations
The impact of the temperature of steam formation and the configuration of the closed-cycle heat 
pump on the techno-economic performance of a SGHP is studied by an advanced exergo-economic 
analysis that combines exergo-economics with advanced exergy analysis. 

From the results the following key insights can be derived:

First, when a heat source can directly produce steam that meets the minimal pressure requirement of 
a mechanical vapor recompression (MVR) system, this is the preferred option from a exergo-economic 
perspective. 

Second, at sink temperatures of about 130- 140 °C, a combination of a closed cycle and an MVR has a 
marginally better economic performance than the considered closed cycles. Here, the lowest hourly 
cost comes from combining an MVR with an SS cycle that produces steam at 80 oC. 

Third, with an electricity price of 0.041 €/kWh, the subcritical single-stage (SS) cycle has the best 
exergo-economic performance for temperature lifts up to 40°C. For higher temperature lifts, the 
internal heat exchanger (IHX) cycle becomes the preferred option until about 70°C, depending on the 
heat source. Beyond this point, the two-stage flash vessel (2FV) cycle is preferred. The preference for 
more complex cycles increases with higher electricity costs.

Fourth, the shift in preference results from different decline rates in exergy efficiency. The average 
decline rate is the highest in the expansion valve of the SS cycle, which explains the cycles limited 
application at high temperatures. The 2FV cycle counters this decline the most without introducing 
new significant sources of exergy destruction like the IHX or the ejector cycle do. 

Finally, the advanced exergy analysis shows that exergy destruction tends to become more endogenous 
with increasing temperature lifts. Moreover, it shows that overall exergy destruction in compressors is 
more endogenous compared to expansion valves and that adding new components to the cycle design 
changes the origin of exergy destruction and makes it more evenly distributed throughout the cycle. 

This study shows how the exergo-economic performance of steam-generating heat pumps is affected 
by the temperature of steam formation and the configuration of the closed cycle. Further research 
is needed to address how factors like operability, compatibility with other (electrified) utilities and 
storage, part-load performance, and dynamic response to foster the adoption of Steam Generating 
Heat Pumps.
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Nomenclature

2FV	 two-stage compression and a flash vessel
A		  heat exchanger area (m2)		
C		  costs (€)				  
COP	 Coefficient of Performance	 	
CRF	 Capital Recovery Factor
Ex		  exergy [kJ/kg]
EJ		  ejector					   
f		  factor (-)
h	 	 specific enthalpy [kJ/kg]
i		  interest rate
IHX	 internal heat exchanger
K		  costs factor (-)	
m	 	 mass flow rate [kg/s]	
MVR	 Mechanical Vapor Recompression
s	 	 specific entropy [kJ/kgK]
SGHP	 Steam Generating Heat Hump
SS		  single-stage subcritical	
T		  temperature [K]
t		  time (s)
TCI	     total capital investment [€]
TCO	 Total costs of ownership (€)
Q	 	 heat (flow)
q		  heat transfer rate [kW]	
U	 	 heat transfer coefficient [W/m2K]
W		  work/power [kW]
X		  scaling factor		

z 	 total hourly levelized cost of investment

Greek symbols
ɳ	 	 efficiency
∆	 	 difference
		  effectiveness	

Subscripts
c       compressor
cd      condenser
d		  destruction
el		  electricity
en		  endogenous
ev		  evaporator
ex		  exogenous 
exp	     expander
f		  fuel
hp		  heat pump
hx		  heat exchanger 
in 	 	 flux
int		  intermediate
if       installation factor
Ihx		 internal heat exchanger
is		  isentropic
lm		  logarithmic mean
k		  component	
M		  motive
p		  product
r		  refrigerant
suc		 suction		
T       total
tc       thermo-compressor
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SECTION 3
ELECTRIFICATION OF INDUSTRIAL 
UTILITY SYSTEMS UNDER VARYING 
ENERGY PRICES
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CHAPTER 6
THE IMPACT OF ENERGY PRICES ON THE 
ELECTRIFICATION OF UTILITY SYSTEMS IN 
INDUSTRIES WITH FLUCTUATING ENERGY 
DEMAND 

This chapter is currently in press as S.E. Bielefeld, B.W. de Raad, L. Stougy, M. Cvetkovic, M. van Lieshout, C.A. Ramirez, "The impact of 
Energy Prices on the Electrification of Utility Systems in Industries with Fluctuating Energy Demand", in Elsevier's Energy. 
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Abstract

Industrial greenhouse gas emissions, primarily carbon dioxide (CO2), constitute about one-
third of global emissions, and 75% are caused by the generation of heat from fossil fuels. 
Electrifying heat generation using renewable sources and power-to-heat technologies is 
therefore a key decarbonization strategy. This study explores the impact of the energy 
price on the optimal choice and sizing of power-to-heat and storage technologies in 
existing energy-intensive industries with a variable heat demand. A mixed integer linear 
program is used to find the technology portfolio which leads to the lowest total annual 
cost of the utility system, while ensuring that heat demand is always fulfilled. The 
results of a case study in the Netherlands show that adding power-to-heat and storage 
technologies to a fossil fuel-based combined heat and power plant is economically viable 
under all explored scenarios. The mean and the variance of electricity prices significantly 
influence the sizing of heat pumps, electric boilers, and thermal energy storage. High and 
stable electricity prices lead to larger heat pump capacities compared to scenarios with 
low and more variable electricity prices. Electric boilers are primarily sized based on the 
variance of electricity prices and the capacity of thermal energy storage, which plays a 
crucial role in managing electricity price fluctuations. The study emphasises the potential 
for cost-effective electrification and provides valuable insights for reducing industrial CO2 
emissions.

1 Introduction
International commitments aim to reduce greenhouse gas (GHG) emissions significantly [1]. 
Approximately one-third of global GHG emissions stem from the industry, consisting mainly of CO2 
emissions [2]. Roughly 75% of these emissions are related to the combustion of fossil fuels for 
fulfilling heating requirements [3]. Therefore, electrifying heat generation with renewable sources is 
considered a key pathway to reducing industrial CO2 emissions [4].

Power-to-heat (PtH) technologies have gained attention as they can a) directly convert electrical 
power into heat (using, e.g., an electric boiler (ElB)), b) use electrical power to produce an intermediate 
energy carrier, such as hydrogen (H2), that can be stored and thereafter converted into heat, or c) 
use electrical power to upgrade waste heat streams (with, e.g., a heat pump (HP)) [5]. Among the 
three options, waste heat-upgrading technologies such as heat pumps require the least electricity 
to generate heat [5, 6]. Yet, the technical performance of a heat pump is highly dependent on the 
temperature at which heat is demanded and available [7]. Combining PtH technologies with energy 
storage can increase the use of renewable electricity, reduce CO2 emissions and improve the economic 
performance of an industrial plant’s energy conversion facility (utility system) as they enable energy 
use when it is abundant and cheap [8-11]. However, identifying cost-effective combinations of PtH and 
storage technologies is challenging due to varying and uncertain equipment costs and efficiencies, as 
well as the fluctuating availability and cost of renewable electricity.

This challenge has been studied from different perspectives in the literature and can be categorized into 
three groups. The first compares different PtH technologies with each other in scenarios with constant 
energy price and demand. Son et al. [12], for example, study the potential role of PtH technologies in an 
oil refinery with a pinch analysis and identify economically feasible HP and ElB solutions. Wiertzema et 
al. used the same approach to study the impact of electrifying the utility system on the heat integration 
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of a chemical process and found that replacing a gas boiler with an electric boiler reduces the waste 
heat and therefore the potential for heat integration. However, they also found that the operational 
cost of the selected electric boiler halved in 2040, compared to a 2030 energy market scenario [13]. 
Kim et al. used pinch analysis at the site level and found several electrification options, but excluded an 
assessment of their economic performance [14]. Walden and Stathapopoulos used a time-sliced pinch 
approach to study the impact of a fluctuating heat demand on the optimal integration of a heat pump 
and found that a heat pump can provide flexibility up to a point at which part-load behaviour leads to 
diminishing returns [15].

 The second group considers fluctuating energy prices, but only for a single PtH (e.g. a heat pump) and 
storage technology. Walden et al. [15], for example, used optimisation to study the operation of a high 
temperature heat pump and a sensible thermal energy storage with electricity coming from the power 
grid and a wind turbine in a process with a constant heat demand. Trevisan et al. used mixed integer 
linear optimisation to study the techno-economic feasibility of molten salt-based thermal energy 
storage with embedded electrical heaters for a process with a variable heat demand and different 
electricity spot market prices [16].

 The third group considers multiple PtH and storage technologies and fluctuating energy prices. 
Baumgaertner et al. [17], for example, studied the impact of time-dependent grid emissions on the design 
and operation of an electrified utility system with a mixed integer linear model for a pharmaceutical 
facility with a fluctuating  energy demand. While they include varying electricity prices in their study, 
the gas price is kept constant. Reinert et al. [18] expanded this work and added the possibility of pumped 
thermal energy storage. However, again, gas prices were kept constant. Previous work by some of the 
authors of this study explored the potential for cost-optimal electrification of existing utility systems 
for chemical plants with fluctuating electricity and gas prices. Direct and indirect electrification with 
electric and hydrogen boilers was considered, but the option to upgrade waste heat with a heat pump 
was not included [19]. Fleschutz et al. [20] studied using the combination of an ElB, hydrogen as an 
energy carrier, a heat pump and forms of energy storage for electrification for industrial applications. 
However, the assessment was carried out for low-temperature heat requirements, for which the 
performance of the heat pump is significantly different from the performance in the case of high-
temperature applications.

The studies presented thus far do not analyse the impact of energy price profiles on the combination 
of PtH and storage technologies under fluctuating energy prices and operational conditions for existing 
high-temperature industrial applications. Insight into the potential role of electrification technologies 
under these circumstances is needed to enable cost-effective electrification of current fossil industrial 
heating systems.

The aim of this work is thus to evaluate the impact of variable energy prices on deploying PtH and 
storage technologies in an energy-intensive industry with variable high-temperature heat demand and 
existing heating infrastructure. Herein, the trade-off between options with a higher efficiency and a 
higher cost, i.e., heat pumps, and options with lower efficiency and cost, i.e., electric boilers, is explored. 
The contribution to the existing literature on electrified utility systems for industrial plants is twofold;

1.	 This work presents a feasibility assessment of technology portfolios that enable cost-effective 
electrification of fluctuating high-temperature heat demand requiring minimal changes to the 
plant’s existing infrastructure.

2.	 The impact of the mean and variance of energy prices and the electricity to gas price-ratio on the 
selection and sizing of technologies, specifically on heat pumps, is shown.
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2 Methods
This section introduces the model used to design and simulate the utility system and the energy price 
and technology cost scenarios that were explored (sections 2.1 and 2.5). The model is formulated in 
section 2.2. Then, the industrial plant that served as a case study is presented (section 2.3.) and a 
reference utility system is formulated in 2.4.

2.1 Existing utility system and potential investment options

The model used to design and assess cost-optimal electrified utility systems is based on an existing 
utility system fueled by natural gas (NG). This system, shown in Figure 1, comprises a bidirectional 
connection to the local power grid, a gas-fired gas turbine (GT) and a heat recovery steam generator 
(HRSG) with additional natural gas co-firing in a gas boiler (GB). The co-firing allows additional heat 
generation without producing power and enables the system to react to fluctuations in process 
heat demand. The GT, HRSG, and GB are referred to as combined heat and power plant (CHP) for the 
remainder of this paper. Since the CHP has already been installed, it is assumed that it does not require 
further investments. Investments due to maintenance are also not included. To electrify the utility 
system, PtH technologies and storage technologies can be added to the system as shown in Figure 
2. The PtH technologies considered in this study include an HP, which utilises excess heat from a heat 
recovery unit, an electric boiler (ElB), and a hydrogen boiler (H2B) fueled with hydrogen generated by 
a proton exchange membrane water electrolyser (H2E). The decision to include hydrogen is based on 
low-cost storage opportunities in hydrogen tanks (see Table 5). The storage units considered are a Li-
Ion battery (Bat), a sensible TES and a hydrogen storage tank (H2S). Due to the different temperature 
levels at which the PtH technologies produce heat, in practice, they would not be connected to the 
same TES unit. To reduce complexity, the TES is considered one unit in the model. Furthermore, it is 
assumed that the HP and the TES produce heat at the temperature required by the process and that 
the heat from the ElB is cascaded down to the required level by using throttling valves. The cost of 
these valves is not included in the model as it is considered minor compared to the cost of the PtH and 
storage equipment.

Figure 1 Fossil fuel-based utility system assumed to be the existing utility system for the plant 
considered in this study. Note that the onsite power grid and steam header are added to the figure 
for better readability, but are not included in the model. The heat demand is supplied by a CHP, which 
consists of a gas turbine (GT) and a heat recovery steam generator (HRSG) with additional natural gas 
co-firing in a gas boiler (GB). The power demand is supplied by the power produced by the GT or by 
electricity from the national power grid.
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2.2	 Model formulation

This work explores how changes in the electricity price affect the technology portfolio and economic 
performance of the system. Deterministic optimisation in combination with scenario analysis is used as 
the paper does not aim to find the best solution for all uncertain parameters but rather to understand 
the model’s response to them. The model is implemented using the Python-based optimisation package 
’Pyomo’ and solved using Gurobi solvers. Its time resolution is ∆t = 0.5 h, following the resolution of 
the demand data of the case study. The solving time depends on the scenario. Some scenarios could 
not be solved to full optimality on a laptop (with Intel CORE i7 vPRO processor) and had to be solved 
on a supercomputing cluster. The default optimality gap was set to 0.005%.

The model departs from a model presented in [18] and was extended to include an HP and a more 
flexible CHP. The objective of the optimisation is to minimise the total cost of the utility system for 
the duration of one operational year, including the investment cost (CapEx) and the operational costs 
(OpEx), see Eq. (1). Since the model runs in half-hourly steps and the operational time of the process is 
8000 hours, assuming 760 hours of downtime per year, the model includes 16000 time steps.
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min∑ 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶Fô<ö.GGG
	FôG 	 	 	 	 	 	 	 	 (1)	

The	OpEx	is	calculated	using	Eq.(2).	 It	consists	of	the	cost	of	consuming	grid	electricity	minus	the	potential	
revenue	 from	 selling	 electricity	 from	 the	 CHP	 back	 to	 the	 grid	 and	 the	 cost	 of	 consuming	 natural	 gas	
(including	the	cost	of	purchasing	CO2	emission	allowances	within	the	European	Emission	Trading	System	
(EU	ETS)).	Taxes	and	other	fees	for	selling	power	back	to	the	grid	are	not	included	in	the	model.	In	Eq.(2),	
pel,	grid(t)	is	the	electricity	price	at	time	t	in	[euro/MWh].	Power	:low	from	the	grid	to	technology	i	is	denoted	
as	Pgr,i(t)	and	power	:low	from	technology	back	to	the	grid	as	Pi,gr(t).	Both	are	expressed	in	[MW].	pNG(t)	is	
the	 cost	of	using	 	natural	 gas	 at	 time	 t	 in	 [euro/MWh].	The	quantity	of	 gas	 consumed	per	 time	 step	 is	
denoted	by	NGin(t)	in	[MW].	

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = 𝑝𝑝$H,õ.7*(𝑡𝑡) ⋅ ¢𝑃𝑃õ.,7(𝑡𝑡) − 𝑃𝑃7,õ.(𝑡𝑡)£ Δ𝑡𝑡 + 𝑝𝑝[ú(𝑡𝑡) ⋅ 𝑁𝑁𝐺𝐺7-(𝑡𝑡)Δ𝑡𝑡	 	 	 	 (2)	

The	CapEx	(Eq.	(3))	includes	the	investment	required	for	all	newly	installed	technologies	i	and	is	a	product	
of	their	technology	cost	ci	(in	[euro/MW]	or	[euro/MWh]),	their	installation	factor	Infi	and	their	size	si	(in	
[MW]	or	[MWh]).	

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 	∑ 𝑐𝑐7 × 𝑖𝑖𝑛𝑛𝑛𝑛7 × 𝑠𝑠7 × 𝐴𝐴𝐹𝐹77 	 	 	 	 	 	 	 	 (3)	

Since	the	model	only	considers	one	operational	year,	the	investment	is	annualized	using	an	annualisation	
factor	of	the	respective	technology	AFi,	which	is	calculated	using	Eq.(4).	LTi	is	the	lifetime	of	equipment	i,	
and	the	discount	rate	r	is	set	to	10%,	as	in	[20].	

𝐴𝐴𝐹𝐹7 =
.

<d(<f.);<=>
	 	 	 	 	 	 	 	 	 	 (4)	

The OpEx is calculated using Eq.(2). It consists of the cost of consuming grid electricity minus 
the potential revenue from selling electricity from the CHP back to the grid and the cost of 
consuming natural gas (including the cost of purchasing CO2 emission allowances within the 
European Emission Trading System (EU ETS)). Taxes and other fees for selling power back to the 
grid are not included in the model. In Eq.(2), pel, grid(t) is the electricity price at time t in [euro/MWh]. 
Power flow from the grid to technology i is denoted as Pgr,i(t) and power flow from technology 
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time t in [euro/MWh]. The quantity of gas consumed per time step is denoted by NGin(t) in [MW]. 
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The	model	departs	from	a	model	presented	in	[18]	and	was	extended	to	include	an	HP	and	a	more	:lexible	
CHP.	The	objective	of	the	optimisation	is	to	minimise	the	total	cost	of	the	utility	system	for	the	duration	of	
one	operational	year,	including	the	investment	cost	(CapEx)	and	the	operational	costs	(OpEx),	see	Eq.	(1).	
Since	the	model	runs	in	half-hourly	steps	and	the	operational	time	of	the	process	is	8000	hours,	assuming	
760	hours	of	downtime	per	year,	the	model	includes	16000	time	steps.	

min∑ 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶Fô<ö.GGG
	FôG 	 	 	 	 	 	 	 	 (1)	

The	OpEx	is	calculated	using	Eq.(2).	 It	consists	of	the	cost	of	consuming	grid	electricity	minus	the	potential	
revenue	 from	 selling	 electricity	 from	 the	 CHP	 back	 to	 the	 grid	 and	 the	 cost	 of	 consuming	 natural	 gas	
(including	the	cost	of	purchasing	CO2	emission	allowances	within	the	European	Emission	Trading	System	
(EU	ETS)).	Taxes	and	other	fees	for	selling	power	back	to	the	grid	are	not	included	in	the	model.	In	Eq.(2),	
pel,	grid(t)	is	the	electricity	price	at	time	t	in	[euro/MWh].	Power	:low	from	the	grid	to	technology	i	is	denoted	
as	Pgr,i(t)	and	power	:low	from	technology	back	to	the	grid	as	Pi,gr(t).	Both	are	expressed	in	[MW].	pNG(t)	is	
the	 cost	of	using	 	natural	 gas	 at	 time	 t	 in	 [euro/MWh].	The	quantity	of	 gas	 consumed	per	 time	 step	 is	
denoted	by	NGin(t)	in	[MW].	

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = 𝑝𝑝$H,õ.7*(𝑡𝑡) ⋅ ¢𝑃𝑃õ.,7(𝑡𝑡) − 𝑃𝑃7,õ.(𝑡𝑡)£ Δ𝑡𝑡 + 𝑝𝑝[ú(𝑡𝑡) ⋅ 𝑁𝑁𝐺𝐺7-(𝑡𝑡)Δ𝑡𝑡	 	 	 	 (2)	

The	CapEx	(Eq.	(3))	includes	the	investment	required	for	all	newly	installed	technologies	i	and	is	a	product	
of	their	technology	cost	ci	(in	[euro/MW]	or	[euro/MWh]),	their	installation	factor	Infi	and	their	size	si	(in	
[MW]	or	[MWh]).	

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 	∑ 𝑐𝑐7 × 𝑖𝑖𝑛𝑛𝑛𝑛7 × 𝑠𝑠7 × 𝐴𝐴𝐹𝐹77 	 	 	 	 	 	 	 	 (3)	

Since	the	model	only	considers	one	operational	year,	the	investment	is	annualized	using	an	annualisation	
factor	of	the	respective	technology	AFi,	which	is	calculated	using	Eq.(4).	LTi	is	the	lifetime	of	equipment	i,	
and	the	discount	rate	r	is	set	to	10%,	as	in	[20].	

𝐴𝐴𝐹𝐹7 =
.

<d(<f.);<=>
	 	 	 	 	 	 	 	 	 	 (4)	

The CapEx (Eq. (3)) includes the investment required for all newly installed technologies i and is a  
product of their technology cost ci (in [euro/MW] or [euro/MWh]), their installation factor Infi  
and their size si (in [MW] or [MWh]).
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Since the model only considers one operational year, the investment is annualized using an annualisation 
factor of the respective technology AFi, which is calculated using Eq.(4). LTi is the lifetime of equipment 
i, and the discount rate r is set to 10%, as in [20].
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𝐴𝐴𝐹𝐹7 =
.

<d(<f.);<=>
	 	 	 	 	 	 	 	 	 	 (4)	

The power or heat generation and storage technologies are represented by energy flow balances 
and the respective technological constraints, as described in section 2.1 of [19]. The CHP in this study 
is modelled as a combination of a gas turbine, a heat recovery steam generator, and a gas boiler. 
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Mirroring the situation of the case study, the operational flexibility of the GT is based on the combined 
operation of two gas turbines, which both have the ability to operate at 60-100% of their capacity. It is 
assumed that one turbine can be shut down completely. One GT, or 30% of the total GT capacity, has 
to operate at all times to limit the number of cold starts, which damage the equipment. Therefore, 
the minimal load of the CHP is assumed to be 30% of its capacity. The heat generation of the CHP is 
calculated using Eq. (5), where NGGT,in(t) is the amount of natural gas converted in the gas turbine, ηGT,th 
the thermal conversion efficiency of the gas turbine, NGGB,in(t) the amount of natural gas going to the 
gas boiler, ηGB the conversion efficiency of the gas boiler and HCHP,out(t) the heat output of the CHP.
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The	power	or	heat	generation	and	storage	technologies	are	represented	by	energy	:low	balances	and	the	
respective	technological	constraints,	as	described	in	section	2.1	of	[19].	The	CHP	in	this	study	is	modelled	
as	a	combination	of	a	gas	turbine,	a	heat	recovery	steam	generator,	and	a	gas	boiler.	Mirroring	the	situation	
of	 the	 case	 study,	 the	 operational	 :lexibility	 of	 the	 GT	 is	 based	 on	 the	 combined	 operation	 of	 two	 gas	
turbines,	which	both	have	the	ability	to	operate	at	60-100%	of	their	capacity.	It	is	assumed	that	one	turbine	
can	be	shut	down	completely.	One	GT,	or	30%	of	the	total	GT	capacity,	has	to	operate	at	all	times	to	limit	the	
number	of	cold	starts,	which	damage	the	equipment.	Therefore,	the	minimal	load	of	the	CHP	is	assumed	to	
be	30%	of	its	capacity.	The	heat	generation	of	the	CHP	is	calculated	using	Eq.	(5),	where	NGGT,in(t)	is	the	
amount	 of	 natural	 gas	 converted	 in	 the	 gas	 turbine,	 ηGT,th	 the	 thermal	 conversion	 ef:iciency	 of	 the	 gas	
turbine,	NGGB,in(t)	the	amount	of	natural	gas	going	to	the	gas	boiler,	ηGB	the	conversion	ef:iciency	of	the	gas	
boiler	and	HCHP,out(t)	the	heat	output	of	the	CHP.	

¢𝑁𝑁𝐺𝐺ú^,7-(𝑡𝑡) ⋅ 𝜂𝜂ú^,FV + 𝑁𝑁𝐺𝐺úù,7-(𝑡𝑡)£ ⋅ 𝜂𝜂úù = 𝐻𝐻g"X,,AF(𝑡𝑡)		 	 	 	 	 (5)	

The	energy	conversion	of	the	HP	is	modelled	as	stated	in	Eq.	(6),	where	HHP,out(t)	is	the	heat	output	of	the	
HP,	which	is	a	function	of	the	power	input	PHP,in(t)	and	the	Ideal,	or	Carnot,	coef:icient	of	performance	(COP)	
COPideal	multiplied	by	0.5	because	a	mechanical	closed-cycle	HP	is	expected	to	operate	at	50%	of	its	ideal	
COP	[21,	22].	The	ideal	COP	is	calculated	using	Eq.	(7).	

𝐻𝐻"X,,AF(𝑡𝑡) = 𝑃𝑃"X,7-(𝑡𝑡) ⋅ 𝐶𝐶𝐶𝐶𝑃𝑃7*$&H ⋅ 0,5	 	 	 	 	 	 	 	 (6)	

The	ideal	COP	is	calculated	using	Eq.	(7).	

𝐶𝐶𝐶𝐶𝑃𝑃7*$&H = 𝑇𝑇67-8/(𝑇𝑇67-8 − 𝑇𝑇6,A.+$)	 	 	 	 	 	 	 	 (7)	

All	equations	of	the	model	are	presented	in	Appendix	D.	

2.3.	Case	study	
This	study	explores	the	electri:ication	of	the	utility	supply	for	the	energy-intensive	industry	with	a	highly	
:luctuating	electricity	and	(high-temperature)	heat	demand.	These	conditions	are	commonly	observed	in	
sectors	with	a	large	product	portfolio,	batch	processing,	and	or	cleaning-in-place	processes	such	as	in	the	
food	 and	 beverage,	 the	 chemical	 and	 pharmaceutical,	 the	 textile	 and	 the	 paper	 and	 pulp	 industry.	 An	
existing	paper	mill	in	the	Netherlands	with	various	paper	recipes	is	used	as	a	representative	case	study	for	
this	group	of	discontinuous	processes.	Of	the	considered	paper	mill,	only	the	heat	demand	of	the	drying	
section	was			considered,	as	it	requires	over	80%	of	the	total	heat	demand.	The	heat	demand,	between	100	
◦C	and	160	◦C,	varies	in	capacity	every	30	minutes.	The	maximum	heat	demand	is	21.5	MW,	the	average	
13.7	MW	and	the	minimum	1.1	MW.	Figure	3	shows		the	demand	duration	curve	of	the	process	(in	blue)	
and	the	heat	delivered	by	 the	CHP	when	 it	operates	at	 its	minimal	 load	(in	orange).	For	con:identiality	
reasons,	a	more	detailed	description	of	the	underlying	demand	data	cannot	be	disclosed.	Excess	heat	can	
be	recovered	from	the	drying	hood	at	T	=	55	◦C	and	fed	to	a	HP.	Since	the	HP	is	required	to	generate	heat	
at	160	◦C,	the	COP	of	the	HP	for		this	paper	mill	is	2	based	on	a	second	law	ef:iciency	of	50%.	The	electricity	
demand	is	assumed	to	be	10%	of	the	heat	demand	based	on	information	obtained	from	the	plant	operator.	

The energy conversion of the HP is modelled as stated in Eq. (6), where HHP,out(t) is the heat output of the 
HP, which is a function of the power input PHP,in(t) and the Ideal, or Carnot, coefficient of performance 
(COP) COPideal multiplied by 0.5 because a mechanical closed-cycle HP is expected to operate at 50% of 
its ideal COP [21, 22]. The ideal COP is calculated using Eq. (7).
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sectors	with	a	large	product	portfolio,	batch	processing,	and	or	cleaning-in-place	processes	such	as	in	the	
food	 and	 beverage,	 the	 chemical	 and	 pharmaceutical,	 the	 textile	 and	 the	 paper	 and	 pulp	 industry.	 An	
existing	paper	mill	in	the	Netherlands	with	various	paper	recipes	is	used	as	a	representative	case	study	for	
this	group	of	discontinuous	processes.	Of	the	considered	paper	mill,	only	the	heat	demand	of	the	drying	
section	was			considered,	as	it	requires	over	80%	of	the	total	heat	demand.	The	heat	demand,	between	100	
◦C	and	160	◦C,	varies	in	capacity	every	30	minutes.	The	maximum	heat	demand	is	21.5	MW,	the	average	
13.7	MW	and	the	minimum	1.1	MW.	Figure	3	shows		the	demand	duration	curve	of	the	process	(in	blue)	
and	the	heat	delivered	by	 the	CHP	when	 it	operates	at	 its	minimal	 load	(in	orange).	For	con:identiality	
reasons,	a	more	detailed	description	of	the	underlying	demand	data	cannot	be	disclosed.	Excess	heat	can	
be	recovered	from	the	drying	hood	at	T	=	55	◦C	and	fed	to	a	HP.	Since	the	HP	is	required	to	generate	heat	
at	160	◦C,	the	COP	of	the	HP	for		this	paper	mill	is	2	based	on	a	second	law	ef:iciency	of	50%.	The	electricity	
demand	is	assumed	to	be	10%	of	the	heat	demand	based	on	information	obtained	from	the	plant	operator.	

The ideal COP is calculated using Eq. (7).
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The	power	or	heat	generation	and	storage	technologies	are	represented	by	energy	:low	balances	and	the	
respective	technological	constraints,	as	described	in	section	2.1	of	[19].	The	CHP	in	this	study	is	modelled	
as	a	combination	of	a	gas	turbine,	a	heat	recovery	steam	generator,	and	a	gas	boiler.	Mirroring	the	situation	
of	 the	 case	 study,	 the	 operational	 :lexibility	 of	 the	 GT	 is	 based	 on	 the	 combined	 operation	 of	 two	 gas	
turbines,	which	both	have	the	ability	to	operate	at	60-100%	of	their	capacity.	It	is	assumed	that	one	turbine	
can	be	shut	down	completely.	One	GT,	or	30%	of	the	total	GT	capacity,	has	to	operate	at	all	times	to	limit	the	
number	of	cold	starts,	which	damage	the	equipment.	Therefore,	the	minimal	load	of	the	CHP	is	assumed	to	
be	30%	of	its	capacity.	The	heat	generation	of	the	CHP	is	calculated	using	Eq.	(5),	where	NGGT,in(t)	is	the	
amount	 of	 natural	 gas	 converted	 in	 the	 gas	 turbine,	 ηGT,th	 the	 thermal	 conversion	 ef:iciency	 of	 the	 gas	
turbine,	NGGB,in(t)	the	amount	of	natural	gas	going	to	the	gas	boiler,	ηGB	the	conversion	ef:iciency	of	the	gas	
boiler	and	HCHP,out(t)	the	heat	output	of	the	CHP.	

¢𝑁𝑁𝐺𝐺ú^,7-(𝑡𝑡) ⋅ 𝜂𝜂ú^,FV + 𝑁𝑁𝐺𝐺úù,7-(𝑡𝑡)£ ⋅ 𝜂𝜂úù = 𝐻𝐻g"X,,AF(𝑡𝑡)		 	 	 	 	 (5)	

The	energy	conversion	of	the	HP	is	modelled	as	stated	in	Eq.	(6),	where	HHP,out(t)	is	the	heat	output	of	the	
HP,	which	is	a	function	of	the	power	input	PHP,in(t)	and	the	Ideal,	or	Carnot,	coef:icient	of	performance	(COP)	
COPideal	multiplied	by	0.5	because	a	mechanical	closed-cycle	HP	is	expected	to	operate	at	50%	of	its	ideal	
COP	[21,	22].	The	ideal	COP	is	calculated	using	Eq.	(7).	

𝐻𝐻"X,,AF(𝑡𝑡) = 𝑃𝑃"X,7-(𝑡𝑡) ⋅ 𝐶𝐶𝐶𝐶𝑃𝑃7*$&H ⋅ 0,5	 	 	 	 	 	 	 	 (6)	

The	ideal	COP	is	calculated	using	Eq.	(7).	

𝐶𝐶𝐶𝐶𝑃𝑃7*$&H = 𝑇𝑇67-8/(𝑇𝑇67-8 − 𝑇𝑇6,A.+$)	 	 	 	 	 	 	 	 (7)	

All	equations	of	the	model	are	presented	in	Appendix	D.	

2.3.	Case	study	
This	study	explores	the	electri:ication	of	the	utility	supply	for	the	energy-intensive	industry	with	a	highly	
:luctuating	electricity	and	(high-temperature)	heat	demand.	These	conditions	are	commonly	observed	in	
sectors	with	a	large	product	portfolio,	batch	processing,	and	or	cleaning-in-place	processes	such	as	in	the	
food	 and	 beverage,	 the	 chemical	 and	 pharmaceutical,	 the	 textile	 and	 the	 paper	 and	 pulp	 industry.	 An	
existing	paper	mill	in	the	Netherlands	with	various	paper	recipes	is	used	as	a	representative	case	study	for	
this	group	of	discontinuous	processes.	Of	the	considered	paper	mill,	only	the	heat	demand	of	the	drying	
section	was			considered,	as	it	requires	over	80%	of	the	total	heat	demand.	The	heat	demand,	between	100	
◦C	and	160	◦C,	varies	in	capacity	every	30	minutes.	The	maximum	heat	demand	is	21.5	MW,	the	average	
13.7	MW	and	the	minimum	1.1	MW.	Figure	3	shows		the	demand	duration	curve	of	the	process	(in	blue)	
and	the	heat	delivered	by	 the	CHP	when	 it	operates	at	 its	minimal	 load	(in	orange).	For	con:identiality	
reasons,	a	more	detailed	description	of	the	underlying	demand	data	cannot	be	disclosed.	Excess	heat	can	
be	recovered	from	the	drying	hood	at	T	=	55	◦C	and	fed	to	a	HP.	Since	the	HP	is	required	to	generate	heat	
at	160	◦C,	the	COP	of	the	HP	for		this	paper	mill	is	2	based	on	a	second	law	ef:iciency	of	50%.	The	electricity	
demand	is	assumed	to	be	10%	of	the	heat	demand	based	on	information	obtained	from	the	plant	operator.	

All equations of the model are presented in Appendix D.

2.3. Case study

This study explores the electrification of the utility supply for the energy-intensive industry with a highly 
fluctuating electricity and (high-temperature) heat demand. These conditions are commonly observed 
in sectors with a large product portfolio, batch processing, and or cleaning-in-place processes such as 
in the food and beverage, the chemical and pharmaceutical, the textile and the paper and pulp industry. 
An existing paper mill in the Netherlands with various paper recipes is used as a representative case 
study for this group of discontinuous processes. Of the considered paper mill, only the heat demand 
of the drying section was  considered, as it requires over 80% of the total heat demand. The heat 
demand, between 100 0C and 160 0C, varies in capacity every 30 minutes. The maximum heat demand 
is 21.5 MW, the average 13.7 MW and the minimum 1.1 MW. Figure 3 shows the demand duration curve 
of the process (in blue) and the heat delivered by the CHP when it operates at its minimal load (in 
orange). For confidentiality reasons, a more detailed description of the underlying demand data cannot 
be disclosed. Excess heat can be recovered from the drying hood at T = 55 0C and fed to a HP. Since the 
HP is required to generate heat at 1600C, the COP of the HP for this paper mill is 2 based on a second 
law efficiency of 50%. The electricity demand is assumed to be 10% of the heat demand based on 
information obtained from the plant operator. The grid connection capacity that limits the power flow 
from or to the local power grid was assumed to be 30 MW based on the capacity of the actual grid 
connection of the case study plant.
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Figure 2 Potential utility system design including a fossil-based legacy utility system (CHP) consisting 
of a gas turbine (GT) with a heat recovery steam generator (HRSG) and a gas boiler (GB), and an electric 
boiler (ELB), a heat pump (HP), and a power-to-gas-to-heat system consisting of an electrolyser (H2E), 
a hydrogen storage tank (H2S), and a hydrogen boiler (H2B). Energy can be stored in batteries (Bat) and 
thermal energy storage (TES). Note that the onsite power grid and steam header are used to improve 
the visualisation. In the model, all interconnections between technologies and from the technologies to 
the gas or power grid are modelled separately. 

2.3.1 Technical parameters
The parameters used to model the technologies are shown in Tables 1 and 2. Except for the minimal 
load factor of the CHP, the data is derived from literature. The minimal load factor of the gas turbine 
is dictated by the equipment installed in the paper mill, and in line with the proposed 50% operational 
flexibility by Voll et  al. [23]. Appendix C shows how the results would look like for more flexible CHPs.
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Figure 3 Heat demand duration curve of the process in the case study and the demand that the CHP 
supplies at its minimal possible load

Table 1 Data used to model conversion technologies

Gas turbine Gas boiler El. Boiler Heat pump Electrolyser H2 boiler

Thermal capacity [MWth] 20% of GT Decision 
variable

Decision 
variable

Decision 
variable

Decision  
variableElectric capacity [MWe] - -

Efficiency [%] 82 99 [24, 25] 0.5 COPideal 69 [26] 92 [27, 28] 

Minimal load factor 
[% of max. load]

0 0 0 0 0

Lifetime LTi (years) Not included in the model 20 [26]	 20 [29] 15 20 (21, 30)

 
Table 2 Data used to model storage technologies

Battery TES Hydrogen tank

Capacity Decision variable Decision variable Decision variable

Efficiency [%] 90 [31] 90 [32] 90 [31]

Max. energy output 
[% of capacity/∆t]

70 [31] 50 [31] 100

Liftime LTi [years] 15 [33] 25 [34] 20 [35]
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FFiigguurree		33	Heat	demand	duration	curve	of	the	process	in	the	case	study	and	the	demand	that	the	CHP	
supplies	at	its	minimal	possible	load	

TTaabbllee		11	Data	used	to	model	conversion	technologies	

	 Gas	
turbine	

Gas	
boiler	

El.	Boiler	 Heat	
pump	

Electrolyser	 H2	boiler	

Thermal	capacity	
[MWth]	

𝐻𝐻*$(,(&S
/𝜂𝜂úù	

20%	of	
GT	 Decision	

variable	
Decision	
variable	

Decision	
variable	

Decision	
variable	Electric	capacity	

[MWe]	
-	 -	

Efficiency	[%]	 𝜂𝜂FV$.(&H
= 604	
𝜂𝜂$H = 30	

82	 99	[24,	
25]	

0.5	
COPideal	

69	[26]	 92	[27,	
28]		

Minimal	load	
factor	[%	of	max.	
load]	

0.5 ⋅ 60	 0	 0	 0	 0	 0	

Lifetime	LTi	
(years)	

Not	included	in	the	
model	

20	[26]	
	 	
	

20	[29]	 15	 20	[21,	
30]	

		
TTaabbllee		22	Data	used	to	model	storage	technologies	

	 Battery	 TES	 Hydrogen	tank	
Capacity	 Decision	variable	 Decision	variable	 Decision	variable	
Ef:iciency	[%]	 90	[31]	 90	[32]	 90	[31]	
Max.	energy	output	
[%	of	capacity/∆t]	

70	[31]		 50	[31]		 100	

 
4 Note: the 𝜂𝜂fg>h=i?	concerns the generation of heat from natural gas 



121POWERING UP INDUSTRY

2.4 Reference utility system

The fossil fuel-based legacy utility system described in 2.1 is the reference system of this study. The 
reference system’s total cost consists of only operational costs. They are calculated according to the 
cost-optimal operation of the system as described in Eq. (8). The total cost of the reference system is 
the sum of the costs for grid power and NG use. The cost for grid power use is a function of the electricity 
price at time t and the difference between electricity consumed by the process Pgr,process(t) minus the 
power generated by the GT and sold to the grid, PGT,gr(t). The cost for NG consumption is a function of 
the natural gas price at t and the gas used by the gas turbine and the boiler, NGGT,in(t) and NGGB,in(t). 
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Liftime	LTi	[years]	 15	[33]	 25	[34]	 20	[35]	

2.4	Reference		utility	system	
The	 fossil	 fuel-based	 legacy	 utility	 system	 described	 in	 2.1	 is	 the	 reference	 system	 of	 this	 study.	 The	
reference	system’s	total	cost	consists	of	only	operational	costs.	They	are	calculated	according	to	the	cost-
optimal	operation	of	the	system	as	described	in	Eq.	(8).	The	total	cost	of	the	reference	system	is	the	sum	of	
the	costs	for	grid	power	and	NG	use.	The	cost	for	grid	power	use	is	a	function	of	the	electricity	price	at	time	
t	and	the	difference	between	electricity	consumed	by	the	process	Pgr,process(t)	minus	the	power	generated	
by	the	GT	and	sold	to	the	grid,	PGT,gr(t).	The	cost	for	NG	consumption	is	a	function	of	the	natural	gas	price	at	
t	and	the	gas	used	by	the	gas	turbine	and	the	boiler,	NGGT,in(t)	and	NGGB,in(t).	

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑚𝑚𝑚𝑚𝑚𝑚∑ (𝑃𝑃$H,õ.7*(𝑡𝑡) ⋅ Δ𝑡𝑡 ⋅ ¢𝑃𝑃õ.,'.,+$66(𝑡𝑡) − 𝑃𝑃ú^,õ.(𝑡𝑡)£Fô<ö.GGG
FôG 	 	 	 (8)	

	 	 	 	 +𝑃𝑃[ú	(𝑡𝑡) ⋅ 𝛥𝛥𝛥𝛥 ⋅ (𝑁𝑁𝐺𝐺(ú^,7-)	(𝑡𝑡) + 𝑁𝑁𝐺𝐺(úù,7-)	(𝑡𝑡)))	

The	same	technical	parameters	and	constraints	are	used	as	in	the	optimisation	model	described	in	2.1.	All	
equations	used	are	shown	in	Appendix	D.2.	

2.5	Scenarios	with	differing	techno-economic	assumptions	
The	optimisation	model	is	run	for	a	number	of	energy	price	scenarios	and	technology	cost	(TC)	scenarios	
since	 the	design	of	 an	electri:ied	utility	 system	depends	on	capital	 and	operational	 costs,	 and	both	are	
subject	to	uncertainties.	The	scenario	tree	containing	all	explored	scenarios	is	included	in	the	Appendix	
(Figure	A.15).	

2.5.1	Energy	price	scenarios	

Three	uncertainties	have	been	addressed	in	this	paper,	namely	1)	The	average	energy	price	because	of	the	
trade-off	between	 investment	and	operational	 cost,	2)	energy	price	variability	because	of	 the	potential	
value	 of	 :lexibility	 in	 the	 utility	 system,	 and	 3)	 the	 electricity-to-gas	 price	 ratio	 (EGR)	 because	 PtH	
technologies	 	 compete	 with	 existing	 gas-based	 technologies.	 To	 understand	 the	 impact	 of	 these	
uncertainties,	several	energy	price	scenarios	were	designed.		

The	average	electricity	price	for	the	’low	mean’	scenario	is	30	euro/MWh	and	is	based	on	the	average	price	
of	electricity	on	the	Dutch	day-ahead	market	in	2020	[36]	.	The	mean	electricity	price	of	the	’high	mean’	
scenario	 is	100	euro/MWh	and	is	based	on	2023	data	 from	the	same	market	[36].	The	electricity	price	
volatility	(its	variance)	is	included	via	two	scenarios,	i.e.	with	a	low	variance,	based	on	2019	data,	and	with	
a	high	variance,	based	on	2023	(Dutch	day-ahead	market)	data	[36].	A	combination	of	the	two	mean	and	
the	 two	variance	 scenarios	 leads	 to	 four	 electricity	price	 scenarios.	The	abbreviations	used	 in	 the	 :irst	
column	of	Tables	3	and	4	are	based	on	the	mean	price	and	the	 level	of	price	variance	of	 the	respective	
scenario.	The	 scenario	with	 a	 low	mean	price	 and	high	 levels	 of	 price	 variance,	 for	 example,	 is	 named	
’LMHV’	(’Low	Mean	High	Variance’).		

 
 
The same technical parameters and constraints are used as in the optimisation model described in 2.1. 
All equations used are shown in Appendix D.2.

2.5 Scenarios with differing techno-economic assumptions

The optimisation model is run for a number of energy price scenarios and technology cost (TC) 
scenarios since the design of an electrified utility system depends on capital and operational costs, 
and both are subject to uncertainties. The scenario tree containing all explored scenarios is included in 
the Appendix (Figure A.15).

2.5.1 Energy price scenarios
Three uncertainties have been addressed in this paper, namely 1) The average energy price because 
of the trade-off between investment and operational cost, 2) energy price variability because of the 
potential value of flexibility in the utility system, and 3) the electricity-to-gas price ratio (EGR) because 
PtH technologies compete with existing gas-based technologies. To understand the impact of these 
uncertainties, several energy price scenarios were designed. 

The average electricity price for the ’low mean’ scenario is 30 euro/MWh and is based on the average 
price of electricity on the Dutch day-ahead market in 2020 [36] . The mean electricity price of the ’high 
mean’ scenario is 100 euro/MWh and is based on 2023 data from the same market [36]. The electricity 
price volatility (its variance) is included via two scenarios, i.e. with a low variance, based on 2019 data, 
and with a high variance, based on 2023 (Dutch day-ahead market) data [36]. A combination of the two 
mean and the two variance scenarios leads to four electricity price scenarios. The abbreviations used 
in the first column of Tables 3 and 4 are based on the mean price and the level of price variance of the 
respective scenario. The scenario with a low mean price and high levels of price variance, for example, 
is named ’LMHV’ (’Low Mean High Variance’). 

Two gas price scenarios are added to each electricity price scenario to explore the impact of the EGR. 
One scenario has cheaper gas than electricity prices, based on the average EGR (including EU ETS 
allowance price) in 2023 of 1.6 (see data in [36-38]). Note that companies in the Netherlands did not 
have to pay for all of their CO2 emissions and that including free allocation rights would result in an 
EGR of >2 in 2023. For the second scenario, an EGR of 1 was assumed to simulate scenarios with 
increased gas use prices. The gas price profiles are based on Dutch TTF market data [38] and were 
adapted to have a mean price matching the desired EGR. To avoid negative gas prices, the gas price is 
capped at 10 euro/MWh, which aligns with the lowest price in the period 2021 to 2024 (see data in [38, 
39]). 17 euro/MWhNG (85 euro/tonCO2 ) are added to the gas price, mimicking prices in 2023, to include 
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the cost of purchasing CO2 emission certificates to the cost of using natural gas [40]. This CO2 price is 
used in all gas price scenarios. 

Tables 3 and 4 provide information about the resulting price scenarios. All price profiles are shown in 
Figures A.11 to A.14 in Appendix A.

Table 3 Electricity price and negative price statistics in the energy price scenarios.

Electricity Price Negative Prices

Scenario EGR Mean

(Euro/MWh)

Variance

(Euro/MWh)2

Number of hours Average Value

(Euro/MWh)

LMLV 1.6 30 127 30 -6.82

1 30 127 30 -6.82

LMHV 1.6 30 2,405 1,641 -43.67

1 30 2,405 1,641 -43.67

HMLV 1.6 100 127 - -

1 100 127 - -

HMHV 1.6 100 2,405 155 -47.46

1 100 2,405 155 -47.46

Table 4 Natural gas use cost and hours when the electricity price is lower than the gas cost 
(including the price for emitting CO2).

Natural Gas Use Cost Electricity Price < Gas 
Cost

Scenario EGR Mean

(Euro/MWh)

Variance

(Euro/MWh)2 Number of hours

LMLV 1.6 35.75 10 6,649

1 47 10 8,269

LMHV 1.6 35.75 113 4,431

1 47 113 5,814

HMLV 1.6 79.5 10 121

1 117 10 8,269

HMHV 1.6 79.5 113 1,945

1 117 113 5,816
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2.5.2. Technology cost scenarios
In this study, the cost for new equipment is the product of technology cost and its installation cost factor. 
The technology cost was based on a literature review and is shown in Table 5. The installation cost 
factors were taken from Sinnot and Towler [41]. HPs were considered to be a collection of compressors 
(2.5) and heat exchangers (3.5), storage technologies miscellaneous equipment (2.5). The hydrogen 
boiler was considered a gas-fired boiler (2), and the hydrogen storage a pressure vessel (4). For the ElB 
and the electrolyser, a factor of 1 was used as the technology cost was derived from a reference, which 
had already included the installation cost. Two technology cost scenarios (TC scenarios) are explored 
to account for the uncertainty of the TC of Bat, TES, H2E and HP. The technology cost of the ElB, the 
H2B and the H2S were kept the same for both the high- and low technology cost scenarios, as these 
technologies are mature and less price development is expected than for the remaining technologies. 
The first scenario favours installing HPs by assuming low HP costs and high costs for other equipment 
(’LowHP-HighRest’). In the second scenario, it is the other way around, i.e. HP costs are high, and the 
cost of the remaining equipment is low (’HighHP-LowRest’). The ranges in technology cost deliberately 
span a wide range for the purpose of exploring the impact of these cost scenarios on the operation 
and sizing of the utility system.

Table 5 Technology cost scenarios

Technology Technology cost per scenario Reference Lang Factor

“HighHP-LowRest” “LowHP-HighRest”

ElB 60 [Euro/kW] 60 [Euro/kW] [22] 1

HP 500 [Euro/kW] 300 [Euro/kW] [26] 3

Battery 180 [Euro/kWh] 320 [Euro/kWh] [29] 2.5

TES 15 [Euro/kWh] 40 [Euro/kWh] [42] 2.5

Electrolyzer 760 [Euro/kW] 980 [Euro/kW] [26, 43] 1

Hydrogen boiler 35 [Euro/kW] 35 [Euro/kW] [27] 2

Hydrogen storage 10 [Euro/kWh] 10 [Euro/kWh] [28] 4
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3 Results and discussion

In sections 3.1 to 3.4, the cost-optimal utility systems for the energy price scenarios 
are presented, and it is discussed how they differ from each other and the respective 
reference systems.	In section 3.5, the sizing of new equipment across scenarios is discussed. 
 
3.1 Cost-optimal utility systems for energy price scenarios with low mean and low 
variance

This scenario explores the electrification of the utility system if the prices are low and have low 
fluctuations. Table 6 shows that, while ElB and TES are installed for all values of the EGR and TC 
scenarios, HPs are only 

Table 6 Installed PtH and storage capacities in the energy price scenarios with low mean and variance

EGR TC scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 14 24 0

LowHP-HighRest 6 5 5

1 HighHP-LowRest 14 28 0

LowHP-HighRest 6 6 5

installed in the ’LowHP-HighRest’ scenarios. No HPs are installed in the ’HighHP-LowRest’ scenario. 
Since the same trends in technology choice and sizing can be observed in both EGR scenarios, only the 
operation of the systems in the ’EGR 1.6’ scenarios is discussed in detail.

In the TC scenario with high HP cost (’HighHP-LowRest’), shown in Figure 4a, the CHP operates 97% of 
the time at its minimum possible load (30% of its capacity) and ramps up to full capacity only when 
electricity prices are higher than 3 times the average price. The power generated by the CHP is either 
sold to the power grid when electricity prices are high or directly fed to the paper mill (herein referred 
to as the process) and the ElB when electricity prices are low. The heat generated by the CHP goes 
to the process, and excess heat goes to the TES. 6% of the time, when electricity prices are very low, 
all energy from the CHP goes to the TES (directly or via the ElB). Power and heat are wasted (neither 
used nor stored) when the electricity price reaches its negative peak, to consume as much electricity 
as possible with the ElB. The ElB operates 68% of the time and supplies roughly 50% of the total heat 
demand, as Figure 4a shows. It charges the TES when either heat demand is low enough and excess 
heat is available, electricity is cheap enough to allow for cost-effective use of the maximum capacity of 
the ElB, or when electricity prices are negative. Around 25% of the power for the ElB is supplied by the 
CHP (see Figure 4a). The TES supplies heat to the process during hours with a heat demand exceeding 
the minimal heat output by the CHP and electricity prices that render using the ElB unfavourable.

When an HP is installed, like in the ’LowHP-HighRest’ TC scenario shown in Figure 4b, the CHP still 
operates at its minimal load 97% of the time. In this scenario, the HP is the main heat supplier next 
to the CHP, as Figure 4b shows. It operates 94% of the time, mostly at full capacity (its load factor, 
i.e. the total energy supplied in one operational year over the installed capacity times the number of 
operational hours, is 92%). Only during peak heat demand and a relatively high electricity-to-gas-
price ratio, e.g., 2, is the HP turned off, and the CHP delivers all heat required by the process. This, 
however, only happens 3% of the time. As Figure 4b shows, the CHP supplies approximately two-
thirds of the power the HP requires to run and delivers almost half of the power the ElB uses. The TES 
supplies heat to the process at peak heat demand. It is charged mainly by the CHP and the HP. The ElB 
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charges the TES only when electricity prices are very low, and the HP is operating at full capacity, which 
happens 5% of the time. The ElB operates for a similar amount of hours as in the previous scenario 
but contributes less to the heat demand of the process than before (compare the two diagrams in 
Figure 4) as it supplies heat to the process during peak demand when the electricity prices are low, or 
the TES is empty. The gas boiler is used only 2% of the time and operates for two reasons. Either to 
supply heat demand exceeding what the ElB, TES, HP and CHP operating at minimal load combined can 
deliver (maximum 16 MW) and electricity prices or PtH capacities do not allow storing the additional 
power from the CHP, or it is used instead of the ElB when electricity prices are much higher than gas 
prices (e.g., 1.5 times higher).

Finally, compared to the reference utility system, less power is sold to the grid in the new systems, 
as Table 7 shows. The combination of PtH technologies and TES would enable an economically more 
efficient use of the power generated by the CHP. This is also illustrated by the reduced total use of 
energy (see Table 7) and the consequent cost savings.

(a) TC scenario ’HighHP-LowRest’

(b) TC scenario ’LowHP-HighRest’
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Table 7 Total annual cost (TAC), savings in TAC compared to the reference system, energy consumption 
including gas and power from the grid, and power sold to the grid in the energy price scenarios with 
low mean and variance

EGR System TC Scenario TAC 
[M.Euro]

Savings [%] NG to system 
[GWh]

Power Power 
grid to system 
[GWh]

System to 
power grid 
[GWh]

1.6 Ref. - 5.9 196.5 0.02 35.1

New HighHP-
LowRest

4.9 16.9 109.9 43.4 8.6

New LowHP-
HighRest

4.9 16.9 107.9 21.1 3.8

1 Ref. - 8.1 195.2 0.02 34.2

New HighHP-
LowRest

6.1 24.7 105.3 45.7 7.2

New LowHP-
HighRest

6.1 24.7 105 20.5 2.7

3.2 Cost-optimal utility systems for energy price scenarios with low 
mean and high variance

As Table 8 shows, only ElBs and TES are installed in the scenarios with low mean and high variance 
energy prices. The capacities of the installed ElBs come close to the available grid connection capacity 
of 30 MW to exploit periods of low electricity prices. Note that the lowest price peaks are stronger than 
in the scenario discussed in the previous section (see ’Negative Price’ column in Table 3 and Figures 
A.11 to A.14). The high price variance also results in TES units from 55 to 112 MWh, a strong increase 
compared to the TES capacities in the scenarios in 3.1. The cost of the TES has a strong impact on its 
size as its capacity in the ’HighHP-LowRest’ scenarios is about twice as big as in the ’LowHP-HighRest’ 
scenarios.

Scenario ’EGR 1, HighHP-LowRest’ is shown in Figure 5 as an exemplary scenario of the energy price 
scenarios with low mean and high variance. The CHP operates similarly to the ’HighHP-LowRest’ 
scenario in 3.1. The TES enables selling excess power from the CHP to the grid when electricity prices 
are high, while the CHP operates at its minimum possible load as the TES supplies heat to the process 
when the demand exceeds what the CHP can generate at minimal load. The TES is either charged by 
the CHP when demand is lower than the heat generated by the CHP at minimal load or by the ElB 
when electricity prices are low. Figure 5 shows that the ElB is predominantly used to charge the TES. 
Table 9 shows that an increase in gas prices leads to a decreased use of the CHP. This explains the 
slightly larger TES capacities in the ’EGR 1’ scenarios compared to those in the ’EGR 1.6’ scenarios. The 
electrified utility systems lead to a higher reduction in TAC than the scenarios with a low price variance 
(compare Tables 7 and 9). This illustrates that the value of the flexibility to choose the energy carrier 
is higher than in the scenarios with lower price variance. Since ElB capacity is cheaper than HP capacity, 
the model chooses to install large over-capacities of ElB combined with large storage capacities 
to maximise the flexibility of the utility systems. Finally, more power is sold to the grid than in the 
scenarios with a low variance because the peaks of the electricity price profile are higher (see Table 9).
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Table 8 Installed PtH and storage capacities in the energy price scenarios with low mean and high 
variance

EGR TC scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 29 103 0

LowHP-HighRest 28 55 0

1 HighHP-LowRest 29 112 0

LowHP-HighRest 28 61 0

Table 9 Total annual cost (TAC), savings in TAC compared to the reference system, energy consumption 
including gas and power from the grid, and power sold to the grid in the energy price scenarios with 
low mean and high variance

EGR System TC TAC Savings NG to 
system

Power grid 
to system

System to 
power grid

scenario [M. Euro] [%] [GWh] [GWh] [GWh]

1.6 Reference - 5.4 207.1 1.9 36.4

New HighHP-
LowRest

2.6 51.9 134.8 53.5 23.5

New LowHP-
HighRest

3.1 42.6 139.7 50.6 24.0

1 Reference - 7.7 201.1 1.9 32.5

New HighHP-
LowRest

4.0 48.1 115.4 61.7 15.8

New LowHP-
HighRest

4.5 41.6 117.5 60.2 16.6

Figure 5 Energy exchange in [MWh] in the utility systems for the energy price scenario with low mean 
prices, high variance, EGR 1 and TC scenario ’HighHP-LowRest’. 



128 POWERING UP INDUSTRY

3.3 Cost-optimal utility systems for energy price scenarios with high mean and high 
variance

Table 10 shows the installed technologies for the scenarios with high variance and high average prices. 
Compared to the scenarios discussed previously, additional investments are made, and the capacities 
installed show larger differences between the sub-scenarios. HP capacities range from 2 to 9 MWth, 
TES from 15 to 113 MWh and ElB from 9 to 31 MWth.

The combination of a high HP price and low gas cost in the ’EGR 1.6, HighHP-LowRest’ sub-scenario results 
in the highest consumption of natural gas among all cost-optimal utility systems. The resulting energy 
flows are shown in Figure 6. The figure shows that most electricity generated by the CHP is sold to the 
grid, which can be explained by the high electricity prices in this scenario (price peaks reach 470 euro/
MWh), which make selling power economically more attractive than storing it in the form of heat for 
later use. The figure also shows that the ElB supplies more heat than the HP, unlike in other scenarios 
with ElB and HP instalments, such as the one shown in Figure 4b in 3.1. This is because the combination of 
ElB and TES allows more flexibility at lower costs than a combination of HP and TES, as explained in the 
previous section. As a result, only a small HP of 2 MWth is installed. When electricity prices are negative, 
the ElB operates at full capacity instead of the HP because the ElB is less efficient and consumes more 
electricity, which is beneficial when prices are negative. The technology portfolio and operation of the 
utility system in the ’EGR 1, LowHP-HighRest’ sub-scenario is very different, as Figure 7 shows. In this 
scenario, the CHP delivers half of what it did in the HighHP-LowRest scenario depicted in Figure 6, as the 
thermal output by the ElB doubles and that of the HP nearly triples.

The energy use across the sub-scenarios differs greatly, as shown in Table 11. Even more power is sold to 
the grid than in the scenario discussed in 3.2, because (mean and peak) electricity prices have increased. In 
the ’EGR 1.6 HighHP-LowRest’ sub-scenario, this results in more power being sold to the grid than consumed. 
The relative savings in TAC differ by a factor of almost 2 between the EGR scenarios.

Figure 6 Energy exchange in [MWh] in the utility systems for the energy price scenario with high mean 
prices, high variance, EGR 1.6 and TC scenario ’HighHP-LowRest’.
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Figure 7 Energy exchange in [MWh] in the utility systems for the energy price scenario with high mean 
prices, high variance, EGR 1 and TC scenario ’LowHP-HighRest’.

 
Table 10 Installed PtH and storage capacities in the energy price scenarios with high mean and high 
variance

EGR TC scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 31 113 2

LowHP-HighRest 10 15 8

1 HighHP-LowRest 26 97 6

LowHP-HighRest 9 17 9

 
Table 11 Total annual cost (TAC), savings in TAC compared to the reference system, energy consumption 
including gas and power from the grid, and power sold to the grid in the energy price scenarios with high 
mean and high variance

EGR System TC TAC Savings NG to system Power grid 
to system

System to 
power grid

scenario [M. Euro] [%] [GWh] [GWh] [GWh]

1.6 Reference - 11.8 210.5 0.2 45.0

New HighHP-LowRest 9.9 16.1 148.2 25.8 26.0

New LowHP-HighRest 9.9 16.1 121.0 11.3 26.0

1 Reference - 19.4 196.8 0.2 34.8

New HighHP-LowRest 14.2 26.8 105.5 22.0 3.7

New LowHP-HighRest 14.0 27.8 105.2 14.7 4.1
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3.4 Cost-optimal utility systems for energy price scenarios with high mean and  
low variance

In the scenarios with high mean price and low variance, HPs and TES units are installed in all scenarios, 
with capacities ranging from 7 to 9 MW and 6 to 32 MWh, respectively. ElBs are only installed in 
scenarios with an electricity-to-gas-price ratio of 1 and their capacity is limited to 2 MW.

The CHP operates at minimal capacity most (i.e. 95-100%) of the time across all sub-scenarios. The 
heat from the CHP is fed to the process, whereas its power is used to drive the HP, the process itself 
and the ElB, if installed. When the process demands little heat and power, power from the CHP is sold 
to the grid because electricity prices are high and storage capacity is limited. The HP operates as a 
baseload heat supply next to the CHP, as shown for scenario ’EGR 1, HighHP-LowRest’ in Figure 8. When 
heat demand is low, the HP is used to charge the TES. About 8% of the time, the HP is off because the 
CHP alone provides enough heat. In the ’LowHP-HighRest’ scenarios, HP capacity increases while the 
TES capacity decreases. Since the load factor of the HP in this scenario is up to 10% lower than in the 
scenario discussed in 3.1, this means that the HP becomes economically viable at high mean electricity 
prices even when it is not operated at maximum capacity throughout the year. Table 13 shows that 
in all sub-scenarios, around 3 GWh are sold to the grid, which is less than in all other scenarios and 
less than one-tenth of the amount sold by the CHP in the reference model. This is due to the use of 
electricity from the CHP to power the HP. Like in the energy price scenario with high mean and variance 
(section 3.3), the relative savings in TAC differ by a factor of 2 between the EGR scenarios, reflecting 
the difference in gas prices. This can be explained by the amount of natural gas consumed, which is 
relatively similar in both scenarios (see Table 13).

Figure 8 Energy exchange in [MWh] in the utility systems for the energy price scenario with high mean 
prices, low variance, EGR 1 and TC scenario ’HighHP-LowRest’.
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Table 12 Installed PtH and storage capacities in the energy price scenarios with high mean and low 
variance

EGR TC scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 0 19 8

LowHP-HighRest 0 6 9

1 HighHP-LowRest 2 24 8

LowHP-HighRest 2 7 9

Table 13 Total annual cost (TAC), savings in TAC compared to the reference system, energy consumption 
including gas and power from the grid, and power sold to the grid in the energy price scenarios with  
high mean and low variance

EGR System TC TAC Savings NG to 
system

Power grid 
to system

System to 
power grid

scenario [M. Euro] [%] [GWh] [GWh] [GWh]

1.6 Reference - 12.0 202.1 0 39.5

New HighHP-LowRest 10.7 11.3 109.3 8.5 2.9

New LowHP-HighRest 10.2 15.4 107.5 10.1 3.5

1 Reference - 19.4 195.0 0 34.1

New HighHP-LowRest 14.6 24.6 104.6 11.4 2.5

New LowHP-HighRest 14.1 27.2 104.6 12.0 3.5

3.5 Equipment sizing

Fig. 9 shows the normalised equipment sizing of the ElBs, the HPs and the TESs in all considered 
scenarios. The small overlap between the PtH technologies shows that, in most cases, either HPs 
or ElBs are installed, and rarely both. Large HPs are predominantly installed in scenarios with high 
mean prices on the left side of Fig.9, and large ElBs are predominantly installed in the case of low and 
volatile energy prices, depicted on the right side of the figure. The large ElBs are combined with large 
TES, sized according to equipment cost. The highest HPs are installed when prices are, on average, 
high and show small fluctuations (’High mean low variance’ scenarios). In these scenarios, neither the 
relative HP cost nor the electricity-to-gas price ratio leads to significant changes in the HP capacity. The 
large HPs in these scenarios are economically viable despite lower load factors because higher mean 
electricity prices lead to overall higher operational costs, which in turn leave more room for additional 
investment that enables operational cost savings.

Figure 9 shows that ElB and HP capacities are combined in the energy price scenarios with a low mean 
and low variance (LMLV), and with a high mean and a high variance (HMHV). In the LMLV scenarios, 
HP and ElB capacities are low, as energy prices are too low to justify the investment in HPs and too 
stable for large ElBs. In the HMHV scenarios, the large positive and negative price peaks lead to a large 
(26 MW) ElB capacity alongside a 6 MW HP and a 97 MWh TES when the equipment cost of the HP 
is high (’HMHV HighHP-LowRest’). The HP load factor ranges from 78 to 92%, which means that the 
HP operates as base load technology next to the CHP and confirms that high mean energy prices are 
required for the installation of HPs.
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When an HP is installed, its size is affected by the EGR when HP capacities are below 5 MW, as seen in 
Table 10. Higher capacities of the HP are installed when the mean gas price is equal to the electricity 
price because switching from gas to  electricity use leads to higher cost savings than in the scenarios 
with a lower gas price. The observed threshold of 5 MW can be explained by looking at Figure 10. The 
curve declines sharply around 12 MW. Since the CHP has to operate at minimal load at all times, the 
steady heat output of the CHP of around 6.5 MW reduces the heat that is required during around 7000 
hours per year to 5.5 MW. HPs that operate above 5.5 MW, therefore, operate with a lower load factor 
and are only economically viable under HP-favourable conditions, i.e. high mean electricity prices. HPs 
that operate under those conditions are less sensitive to the EGR.

Figure 9 Overview of normalized installed capacities across all scenarios. The right half of the diagram shows 
the installed capacities in energy price scenarios with a high mean price and the upper half for scenarios with 
a high price variance.
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Figure 10 Heat demand duration curve with the minimal heat output by the CHP and the added capacities 
by the HP and ElB in the HMHV EGR 1 HighHP-LowRest 

4 Limitations of the study
Though the results provide valuable insights for electrifying utility systems for the energy-intensive 
industry with fluctuating energy demand, the chosen method, assumptions, and scenarios have 
limitations. This section addresses them, offering important considerations for interpreting the results 
of this study.

The selected energy price scenarios are based on the assumption that companies pay for all their 
CO2 emissions. Allowing free allocation of CO2 permits would increase the EGR and likely limit the 
electrification technologies’ economic viability. Additional price scenarios could be added to the 
analysis to explore ”tipping points” for increasing levels of electrification.

Including the cost of energy transport in the model, such as network cost and peak tariffs, is also likely 
to affect the capacities and may reduce the share of electrification seen in the results. The authors 
expect that the effect would be more significant for the ElB capacity due to its less efficient use of 
electricity compared to an HP.

Peak tariffs would likely lead to decreased ElB and TES capacities because they disincentivise the 
consumption of large amounts of power. However, transport costs would not need to be added to 
the consumption of power generated by the CHP. Therefore, it would not affect the power exchange 
between the CHP and the PtH technologies, which is high in the systems presented. Hence, (partial) 
electrification of utility systems is likely still cost-optimal if grid use costs were included in the model.

The explored energy price scenarios do not account for energy price uncertainty since the system 
has perfect foresight. Accounting for operational difficulties any system encounters in the real 
world, where prices might deviate from the forecast, would result in capacities different from those 
presented, especially those of the  storage units. Stochastic programming could be used to explore 
this aspect in future studies.
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The main objective of the model is to minimise the total annual cost of the utility system. While 
this performance indicator provides valuable insights, other aspects, such as payback time and 
environmental impact, have not been considered, despite their importance to industry [44]. Including 
these indicators will likely result in other optimal solutions. The CO2 emissions related to grid electricity 
(scope 2 emissions) are currently not considered in the model as they are case-specific and subject 
to change due to the ongoing decarbonisation of the national power generation. The model could 
be extended to include multiple objectives to explore the trade-offs between CO2 emission reduction 
and TAC. This would likely result in higher PtH capacities, especially HP capacity, because of their 
conversion efficiency. 

The sizing of the HP, ElB and other technologies also depends on the selected discount rate of 10%, 
and the absence of eventual retrofitting costs for the CHP in the model. A lower discount rate would 
incentivise investments and lead to larger installed capacities. The need to invest in the CHP due 
to required maintenance or retrofitting would likely have a similar effect. Larger PtH and storage 
capacities were also observed in model runs without the constraint limiting the CHP’s operation to a 
minimum of 30% of its capacity. These results and a brief discussion are included in Appendix C. They 
indicate that more flexible CHPs would likely supply less energy to the process lead to higher levels of 
electrification in the utility system.

In this study, a CHP exists before electrifying the utility system. Since the results show that PtH and 
storage technologies use power generated by the CHP, the results would change if the CHP did not 
exist. The model was used to study the optimal electrification of a utility system for a paper mill with a 
grid connection capacity of 30 MW, which exists because of the plant’s previous role as energy supplier. 
The size of the grid connection affects the sizing of the PtH technologies. The results show that the ElB 
is sized to this capacity when energy prices are highly volatile. Hence, a smaller connection capacity 
would result in a smaller ElB. As a consequence, the TES would be charged less and potentially scaled 
down. The size of the grid connection is likely to also affect the sizing of the HP, but only in cases when 
the HP’s size exceeds that of the grid connection. 

The variable operation of the utility system result in part-load operation of the PtH technologies. While 
this is not expected to affect the ElB, it would lead to a suboptimal efficiency of the HP. However, a 
change in the HP’s efficiency in part load operation is neglected in the model to decrease its complexity. 
Accounting for it could lead to changes in HP capacity. Either the capacity would decrease while 
operation at full capacity would be increased, or the capacities would remain, but the share of heat 
generation of the HP would increase by reducing the use of any of the other technologies.

Finally, the TES in this study is modelled based on a latent heat storage unit with isothermal operation. 
This technology was selected based on the isothermal temperature supply by the HP for effective 
implementation [45]. When multiple TES systems were to be considered, the high-temperature 
potential of direct electrification could be combined with sensible heat storage that comes at a lower 
cost than latent heat storage [32]. The option for cheaper TES capacity might lead to higher ElB 
capacities.
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5	� Conclusions and recommendations for future work
This study presented an analysis of the influence of energy prices on the electrification of industrial 
utility systems for processes with highly variable energy demand. To this end, energy price profiles 
with differing average prices and variances and technology cost scenarios were explored. The analyses 
were carried out for a paper mill in the Netherlands with an existing utility system comprising a CHP 
and a connection to the national power grid of 30 MW. 

The results show that under the assumed technical and economic conditions (presented in Tables 
3, 4 and 5), electrification reduces the total annual cost by between 11 and 52 per cent. The model 
added heat pumps and/or electric boilers and thermal energy storage to the existing utility system; 
batteries and hydrogen technologies were not selected. A sensitivity analysis, presented and briefly 
discussed in Appendix B, shows that the cost for the electrolyser capacity has to decrease by between 
one and more than three orders of magnitude (depending on the energy price scenario) to become 
part of the cost-optimal technology portfolio. The difference between the scenarios is likely due to 
the number of hours with negative electricity prices, which allow the system to generate revenues 
because of the losses in hydrogen production. The fact that hydrogen is not picked up by the model 
can thus be explained by the high upfront cost. Therefore, we conclude that for the explored energy 
price and technology cost scenarios, hydrogen as an energy carrier is not required for cost-optimal 
electrification, as long as temperature requirements do not exceed what electric boilers and heat 
pumps can deliver. Using hydrogen might become more interesting when energy prices are high for 
extended periods of time, and the required storage capacity would become larger, as hydrogen storage 
costs are lower than the cost for alternative means of energy storage.

The heat supplied by the CHP is reduced to the minimum possible amount in most scenarios and 
replaced by power-to-heat and storage technologies. By using a large share of the power generated 
by the CHP to run the power-to-heat technologies, the amount of power sold to the grid is reduced 
compared to the reference case without power-to-heat and storage technologies. 

Heat pumps are sized based on the process’s heat demand duration curve, the minimal load of the 
CHP and the mean energy price. High and stable energy prices lead to the largest installed heat pump 
capacities. Lower energy prices limit the profitability of the investment-intensive heat pump and 
result in smaller capacities. The impact of the relative technology cost of heat pumps on their size 
increases with the variance of energy prices because the heat pump competes with the electric boiler 
and thermal energy storage, which have a lower cost and are, therefore, the cheaper peak technology.

The size of the electric boiler is mainly defined by the variance of electricity prices and is limited by the 
size of the grid connection and the thermal energy storage capacity. The operation of all components 
is a function of the electricity-to-gas-price ratio and the absolute electricity price.

It is recommended to further study utility system electrification. The presented model can serve as 
a basis for future research, which should explore valuing flexibility by a) assessing different energy 
markets (e.g., imbalance markets) and b) providing grid services. Moreover, including uncertainty in 
the analysis would add further understanding of optimal electrification strategies for industries with 
fluctuating energy demand.
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Data availability
The code, selected input data and all results are going to be uploaded to a 4TU repository  
(DOI: 10.4121/3badc1a4-a0ac-4560-8e1e-2355214331fe) and a GitHub repository (https://github.com/
SvenjaBie/ ElectrUtilPapIndOpen) once the article is ready for publication. They can be shared earlier 
upon request.

	 List of abbreviations

	 Bat	 Battery
	 CO2	 Carbon Dioxide
	 CaPex	 Capital expenditure
	 CHP	 Combined heat and power plant 
	 COP	 Coefficient of performance 
	 EGR	 Electricity-to-gas price ratio 
	 ElB	 Electric boiler
	 EU ETS	 EU Emissions Trading System
	 GB	 Gas boiler
	 GHG	 Greenhouse gases
	 GT	 Gas turbine
	 H2	 Hydrogen
	 H2B	 Hydrogen boiler
	 H2E	 Electrolyzer
	 HMHV 	 High Mean High Variance 
	 HMLV 	 High Mean Low Variance 
	 H2S	 Hydrogen storage tank

	 HRSG	 Heat recovery steam-generator 
	 LMHV	 Low Mean High Variance 
	 LMLV	 Low Mean Low Variance
	 NG	 Natural gas 
	 OpEx	 Operating expense 
	 PtH	 Power-to-heat
	 TAC	 Total Annual Cost
	 TC	 Technology Cost
	 TES	 Thermal energy storage
	 TTF	 Title Transfer Facility



137POWERING UP INDUSTRY

Nomenclature of parameters and variables

Symbol Explanation Unit

Time-dependent variables (per time step)
Hi,out(t) heat output from technology i MW

NGin(t) quantity of natural gas consumption MW

NGi,in(t) quantity of natural gas consumption of technology i MW
Pi,j(t) power flow from technology/system i to j MW
Sizing variables
si Sizing of technology i MW or MWh

Time-dependent variables

Pel,grid(t) Electricity price at time t Euro/MWh
PNG(t) Natural gas price at time t Euro/MWh
Hdem(t) heat demand of the process at time t MW
Pdem(t) power demand of the process at time t MW
Constants
AFi Annualization factor of technology i -
ci Capital cost of component i Euro/unit
COPideal Carnot Coefficient of Performance -
Hdem,max Maximal heat demand MW
Infi Installation or Lang factor of technology i -
LTi Lifetime of component i years
r Discount rate %
Tsink Temperature of the heat sink of the heat pump K
Tsource Temperature of the heat source of the heat pump K
∆t Time step duration h
η efficiency -
ηi,therm percentage of energy conversion into heat by  

technology i
-

ηi,el Electric efficiency of technology i -
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This dissertation presents the development of design methods that support the deployment of heat 
pump solutions in a transitioning industrial sector. These are developed by addressing potential changes 
in production processes, heat pump configurations, integration with other utilities and energy storage 
units, energy prices, and equipment costs. These methods will support decision-making processes 
because the deployment of heat pumps is often hindered by challenges such as identifying the right 
process connections, identifying economically feasible solutions, and integrating heat pumps with 
other power-to-heat and storage technologies. By addressing these aspects, this thesis aims to foster 
the deployment of heat pump technologies in industry and thereby decarbonize its heat demand, 
which accounts for about 75% of industrial greenhouse gas emissions.

Section 7.1 presents the research outcomes of this study. Section 7.2 discusses the overall limitations 
and section 7.3 presents the overarching conclusions. Section 7.4 closes this dissertation with 
recommendations for future research.

1 Research outcomes 
The development of design methods that support the deployment of heat pump solutions for industrial 
processes in the context of the energy transition is based on the answers to the research sub-questions 
presented in Chapter 1. This section presents the answers to each of these questions.

Question 1: How does the deployment sequence of a heat pump and other industrial CO2 
mitigation measures influence their combined CO2 reduction potential?

A state-of-the-art review conducted in Chapter 2 showed that in decarbonization pathways currently 
proposed in the literature, potential interactions between mitigation measures that could affect the 
overall performance are not explicitly addressed but are often assumed to be covered by choosing 
conservative estimates and working with ballpark figures [1, 2]. However, some authors, like Johanson 
et al. [3], indicate that while this might be sufficient for changes to core processes, it may be inadequate 
for heat integration measures. In this thesis, the impact of the deployment sequence on the combined 
CO2 reduction potential was studied by exploring future plant layouts using a biodiesel production 
process as a case study. These layouts were developed based on a literature review of CO2 mitigation 
measures with a Technology Readiness Level (TRL) of at least 8 as the focus was on technologies that 
could be implemented in the short and medium term. For each future plant layout, consistent energy 
and mass balances were constructed and used in a pinch analysis to estimate the performance of the 
heat pump. Subsequently, all possible sequence variations were compared to assess their impact on 
total CO2 mitigation potential.

The results show that heat pumps, as a heat integration measure, are particularly sensitive to changes 
in process conditions. This sensitivity is illustrated in the extreme case presented in the decomposition 
graph in Fig. 1. This figure shows that although the heat pump could significantly reduce direct  
(scope 1) CO2 emissions of the plant (from 4.6 to 1.1 kt/a), this reduction will be largely canceled out by 
the sequential deployment of the divided-wall column (+2.2 kt/a), as the required temperature of its 
reboiler was deemed too high for the heat pump and therefore steam from natural gas was needed 
to reach the required temperature. The later addition of a membrane reactor would not significantly 
affect the total mitigation potential. 
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Figure 1 Decomposition graphs of a deployment sequence, where changes in the amount of CO2 emissions 
from natural gas combustion and electricity generation are presented in the curve. A heat pump (HP) is 
deployed at the first step on the x-axis, thereafter a divided wall column (DWC), and a membrane reactor 
(MR).

The mutual exclusivity between the heat pump and the divided wall column highlights the risk of lock-
in. This risk is especially apparent when considering heat integration measures, like heat pumps, at the 
outer rings of the Douglas onion-diagram. The deployment of mitigation measures belonging to the 
inner rings of the onion, such as the reactor and separation sections, seemed to have less effects on 
each other. When such mitigation measures are considered, a conservative estimation of the reduction 
potential is likely to provide a good enough representation of the combined CO2 mitigation potential.

Hence, the study presented in Chapter 2 shows that when heat pumps are considered in the portfolio of 
mitigation options, the combined CO2 reduction potential cannot be estimated as the sum of individual 
measures. In the case study, only 58% of the expected combined CO2 reductions would be achieved 
in the deployment sequence with the highest CO2 reduction, where the combination of a membrane 
reactor and a divided wall column enable the use of a heat pump. The deployment sequence, thus, 
determines the combined CO2 reduction potential of a set of technologies, especially when heat 
integration measures such as heat pumps are considered, as it can exclude other technologies from 
being effective, reduce the effectiveness of existing processes, or enable new opportunities for to-be-
installed technologies. Careful consideration of interactions between measures is, therefore, essential 
to maximize the effectiveness of industrial CO2 mitigation strategies and achieve deep decarbonization.
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Question 2: How to identify CO2 mitigation measures that improve the performance of 
an already installed heat pump?

Heat pumps are a promising option to decarbonize industrial heat demand, as they can use a surplus 
of heat existing within a given process to meet heating requirements. This requires placing the heat 
pump across the pinch point and thereby connecting a region with a net surplus of heat to a region 
with a net heat demand. However, additional CO2 mitigation measures are likely to be needed to meet 
CO2 reduction goals, for instance, processes may need to change. These process changes might affect 
the location of the pinch point and, therefore, the performance of the heat pump. 

In Chapter 3, the impact of process changes on the location of the pinch point and the performance of 
the heat pump was studied by using Process Change Analysis. In this approach, streams of interest, 
such as heat pump connections, are extracted from the rest of the process to study how those streams 
relate to the pinch point formed by the remaining (background) process. In this chapter, the method 
was extended by including the concept of exergy to examine how process changes affect the work 
requirements of a heat pump. By extending this approach with exergy analysis, it was possible to 
assess the impact of deploying CO2 mitigation measures on the pinch point of the rest of the process 
and, consequently, on the heat pump’s work targets. This approach was used in two case studies: a 
biodiesel production plant and a vinyl chloride monomer purification process.

The split- Exergy Grand Composite Curve of the biodiesel production plant showed that the performance 
of the heat pump was limited by a 40 kW pocket that resulted from the heat pump connections being 
above the pinch point of the background process. Lifting the pinch point of the background process 
would therefore improve the plant-level coefficient of performance (COP) of the heat pump. The pinch 
point was lifted by replacing the wet water washing column with a membrane separation unit, which 
resulted in a reduction of heating requirements from 0.9 MW to 0.3 MW, whilst increasing the plant-
level COP of the heat pump from 4.0 to 4.1.

The split-grand composite curve of the vinyl chloride monomer purification process showed that the 
heat source of the heat pump could provide heat in several ways with regard to the pinch point of the 
background process. Heat could be extracted at a higher temperature whilst crossing the background 
pinch, or from a lower temperature whilst extracting heat from below the background pinch, as depicted 
in Fig. 2. Extracting heat from the top-end minimized work requirements, but resulted in a penalty due 
to the inappropriate placement. Extracting heat from the bottom-end would avoid this penalty, but it 
requires more work. Extracting heat over the entire temperature range, a split heat extraction achieved 
the highest plant-level COP by extracting heat at a higher temperature without incurring a penalty. 
This split heat extraction led to a 6.5 % increase in COP compared to the top-end extraction approach. 

In conclusion, when selecting CO2 mitigation measures that are to be placed alongside an already 
installed heat pump, their impact on the pinch of the background process and its relation to the 
connections of the heat pump is vital. Chapter 3 shows that a combination of Process Change Analysis 
and a Split-Exergy Grand Composite Curve can assist in this process, as it not only visualized the 
relation between the pinch of the background process and the heat pump connections, but also the 
work requirements by the heat pump.



145POWERING UP INDUSTRY

Figure 2 Split grand composite curve. a) A split grand composite curve for a given process, where heat 
pump connections are extracted from the background process. The heat source of the heat pump is 
split into two sections; Qa and Qb, representing the top and bottom end of the stream, respectively. b) A 
split grand composite curve of the same process, where a heat pump is extracted, but the bottom-end 
of the heat available in the heat source is transferred back into the background process, forming Qc in 
the process. 

Question 3: How to identify the optimal techno-economic heat pump configuration in 
case of high temperature lifts?

Irreversibilities cause the subcritical single-stage (SS) cycle, Fig. 3.a, to become uneconomical at higher 
temperature lifts, leading to increased operational costs. Advanced heat pump configurations aim to 
minimize these irreversibilities, reducing the work required by the compressor and thus increasing the 
COP. While many advanced configurations are discussed in the literature for specific sink temperatures 
and temperature lifts, they are often benchmarked against each other or based on new ideas. However, 
we lack a) a systematic approach to develop an SS cycle into an advanced cycle for specific applications, 
and b) a thorough understanding of how the heat sink temperature and temperature lift impact the 
contributions of these changes.

In Chapter 4, both energy and exergy-based cost minimization were used to identify the origin of the 
operational cost in a heat pump cycle. Energy use by the compressor was used as the main metric for 
the energy-based analysis. For the exergy-based analysis, the flow rate of exergy destruction was used 
to calculate the cost flow rate at a component level, as all exergy destruction had to be compensated 
by additional work requirements at the compressors drive. Both approaches were illustrating by 
optimizing the techno-economic performance of a steam-generating heat pump that produced  
10 tonnes per hour of 2 bar steam from 50 kg/s wastewater at 80 oC. 

(a) (b)
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Figure 3 Overview of advanced HP configurations. 
a) Subcritical single-stage (SS) cycle, 
b) two-stage compression and intermediate cooler (2IC) cycle; 
c) Internal heat exchanger (IHX) cycle, and 
d) two-stage compression with a flash vessel (2FV) cycle. 

The results of the energy-based analysis showed that the compressor was the cause of most operational 
losses for a steam-generating SS cycle heat pump. Intermediate compression, as in Fig 7.3.b, was 
used to improve the compressor’s efficiency and reduce operational cost. Contrary, the exergy-based 
analysis pinpointed the expansion valve as the main source of operational cost. Therefore, an internal 
heat exchanger (IHX), as shown in Fig 7.3.c, or a two-stage compressor with a flash vessel (2FV), as 
shown in Fig 7.3.d, were introduced to reduce exergy destruction in the expansion valve and its related 
operational cost. Opposed to the introduction of the intermediate cooler that reduced the COP by 0.1 
and increased the total cost of ownership (TCO), the exergy-based changes resulted in both a higher 
COP and a lower TCO after five years. Under the assumed equipment cost and energy price, the addition 
of the internal heat exchanger showed the largest improvement on the techno-economic performance 
(it increased the COP from 2.3 to 2.8 and lowered the TCO from 9.2 M€ to 8.7 M€ after five years).

In addition, Chapter 5 shows how the performance of heat pump cycles is affected by changes in the 
sink temperature and the temperature lift. In this chapter, an exergo-economic analysis was used to 
compare heat pumps at a cycle-level and explain these differences by mapping declines in exergy 
efficiency at a component-level. Moreover, advanced exergy analysis was used to identify the origin 
of the decline in exergy efficiency by separating component-level exergy destruction into destruction 
caused by inefficiencies of the component itself (endogenous) from the exergy destruction caused by 
interactions and inefficiencies of other components (exogenous).

Chapter 5 explored the hourly cost rate, composed of the hourly levelized cost of investment and the 
cost of exergy destruction of a single stage subcritical cycle (SS), the internal heat exchanger cycle 
(IHX), the ejector cycle (EJ), and the cycle with a two-stage compressor and flash vessel (2FV). The key 
results of this study are depicted in Fig. 4 for a heat source of 50 oC. The figure shows that the hourly 
cost rate of the SS cycle is the lowest at a sink temperature of 80 oC, and the highest at a sink 
temperature of 140 oC. Moreover, the graph shows that the rate of decrease in the cost of exergy 
destruction differs between cycles. This is due to the different decline rates of exergy efficiency, as 
depicted in Fig. 5. In this figure, the decline rate of the SS cycle (Fig. 5.a) is much higher than the rate 
of the 2FV cycle (Fig. 5.b). The advanced exergy analysis further identifies the origin of this decline. At 
low temperature lifts, the exergy destruction was evenly distributed between endogenous (50%) and 
exogenous (50%) sources. However, at higher temperature lifts for the SS cycle, it shifts to 80% 
endogenous and only 20% exogenous. Similar trends are apparent for the other cycles. For these 
cycles, it holds that the addition of components improves the exergy efficiency at component-level, but 
also introduces a new source of exergy destruction. Nonetheless, the new sources in the 2FV and IHX 
cycle add the least amount of new exergy destruction, which makes them the preferred cycle at high 
temperature lifts. Chapter 5 also explores the option of an open cycle and a mechanical vapor 
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recompression (MVR) system. The MVR system is preferred when a heat source can directly produce 
steam at a pressure that meets the MVR’s minimum pressure requirement. This preference is due to 
its low equipment cost. Moreover, the results show that for higher sink temperatures above 130 oC, the 
MVR has a marginally better economic performance than the considered closed-cycles when combined 
with an SS cycle that produces steam at 80 oC. In the range between being able to directly produce 
steam from a heat source and a sink temperature of 130 oC, closed-cycles are preferred under the used 
economic assumptions. However, the closed-cycle that is preferred shifts with nearly each temperature 
step and is the outcome of a constant trade-off between reducing operational expenses and increasing 
the investment cost. Nonetheless, chapters 4 and 5 show that the economic viability of a heat pump 
can be significantly improved by systematically assessing the exergy destruction within the cycle. 

Figure 4 Comparison of the total hourly levelized cost of investment (𝑧̇) and the cost of exergy destruction 
(𝐶𝑑) of closed SGHP cycles, namely the single stage subcritical cycle (SS), the internal heat exchanger 
cycle (IHX), the ejector cycle (EJ), and the cycle with a two-stage compressor and flash vessel (2FV). The 
subfigures depict the hourly cost with a source temperature of 50 oC 

Figure 5 The development of component-level exergy efficiency with increasing sink temperatures.  
The temperatures in the legend indicate the source temperature. 
a) subcritical single-stage (SS) cycle and 
b) two-stage flash vessel (2FV) cycle. 
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In summary, the study presented in Chapter 4 shows that exergy analysis provides a better bases 
for identifying improvements to the configuration of a heat pump cycle than energy analysis as it 
pinpoints the origin of additional work requirements for the compressor. Hence, the work illustrates 
why exergy analysis should be the basis for improving heat pump configurations. Chapter 5 shows 
that the economically preferred heat pump configuration changes with the required temperature 
lift and sink temperature, which is due to a trade-off between investment and operational cost. The 
latter strongly depends on the cycle configuration and becomes increasingly important with rising 
temperature lifts and temperature sinks. The figures, such as those provided on the cycle-level exergo-
economic comparison in Chapter 5.3.1, can be used to identify interesting configurations for a specified 
source and sink temperature. The impact of, for example, changes in the electricity prices can be 
deduced from the exergy efficiency plots in Chapter 5.3.2. Together, they will assist in identifying the 
techno-economically optimal heat pump configuration.

Question 4: How do energy prices and technology costs affect the deployment of heat 
pumps and other power-to-heat and storage technologies in the electrification of utility 
systems?

Heat pumps are a crucial technology for enhancing energy efficiency by utilizing waste heat and enabling 
electrification through the switching of energy carriers. When deployed, they are often combined with 
other power-to-heat (PtH) and storage technologies to maximize economic benefits from fluctuating 
renewable energy sources. These energy sources can lead to periods of low electricity prices when 
abundant and high prices when scarce. The impact of these price variations on the optimal sizing and 
operation of electrified utility systems, including heat pumps, is however not well understood.

Chapter 6 presents a mixed integer linear program (MILP) model aiming to minimize the total annual 
cost (TAC) of an electrified utility system for a process with highly volatile heat demand. The model 
includes options for: 1) direct electric power-to-heat conversion using an electric boiler; 2) indirect 
electric power-to-heat conversion via hydrogen using an electrolyser, a storage tank, and a hydrogen 
boiler, and 3) electrification by upgrading waste heat in a heat pump. Power to or heat from these 
technologies can be stored in an electric battery or thermal energy storage, as depicted in Figure 6. The 
study examines additions to an existing fossil-based utility system under different energy prices and 
equipment cost scenarios, exploring three key uncertainties: average energy price, price fluctuations, 
and the electricity-to-gas price ratio based on manipulated data of the day-a-head market on a hourly 
basis.
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Figure 6 Electrified fossil utility model consisting of the original combined heat and power (CHP) unit 
consisting of a gas turbine (GT), a heat recovery steam-generator (HRSG) and a gas boiler (GB), and three 
potential electrification routes: 1) direct electricity to heat conversion by an electric boiler (ElB); 2) indirect 
electricity of heat conversion via hydrogen (H2) with an electrolyser (H2E), a storage tank (H2S), and a 
hydrogen boiler (H2B), and 3) electrification by upgrading waste heat in a heat pump (HP). Power or heat 
from these technologies can either be stored in an electric battery (Bat) or a thermal energy storage 
(TES) unit. 

The results show that electrification of existing utility systems is economically viable under the 
considered energy and equipment prices. In all scenarios, either an electric boiler, a heat pump, or 
a combination of both is installed. Indirect electrification via hydrogen or power storage in batteries 
is not selected by the model as an economically attractive option due to its high upfront cost and 
low conversion efficiency, although thermal energy storage is utilized. The model sizes the heat 
pump based on the process’s heat demand curve, the heat supply by the combined heat and power 
unit, and the mean energy price. The combined heat and power operates at a minimum load in most 
scenarios. High and stable electricity prices lead to the largest installed HP capacities, allowing for an 
economically viable solution with a lower load factor. Under these conditions, the heat pump serves as 
a baseload heat supply, consuming most of the power from the gas turbine. The impact of equipment 
cost on the sizing of the heat pump is limited under high and stable electricity prices.
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Figure 7 Radar diagram of unitized installed power-to-heat and storage technology capacities for a range 
of scenarios with changing levels of price variance, average (mean) values, electricity-to-gas price ratios 
and equipment cost scenarios (LHP stands for Low equipment cost heat pump scenario; and HHP for high 
equipment cost heat pump scenario). 

With higher price volatility, the model favored the use of electric boilers combined with large thermal 
energy storage and the export of power from the gas turbine when electricity prices were high and the 
electricity-to-gas price ratio was favorable. In such scenarios, the size of the electric boiler was defined by 
the grid connection capacity (30 MW in the case considered), as maximizing its use during low or negative 
price hours provided the best economic performance. Consequently, the size of the heat pump varied from 
2 to 9 MW, and the size of the electric boiler ranged from 9 to 31 MW, depending on equipment costs. 
Competition from the electric boiler was even stronger at low mean prices. Under these conditions, heat 
pumps were only installed in scenarios with low equipment costs and low energy price volatility. When 
energy price volatility was high, no heat pumps were installed. Hence, the efficient but high investment cost 
of the heat pump provides a different type of solution than the low investment but low efficiency electric 
boiler, as depicted in Fig. 7.

In conclusion, this work shows that both energy prices and grid connection capacity play a crucial role 
in determining the deployment and operation of heat pumps and other power-to-heat and storage 
technologies in electrifying utility systems. High and stable electricity prices favor the installation of heat 
pumps, while high price variations and lower electricity prices make electric boilers and thermal energy 
storage more attractive. The electricity-to-gas price ratio further influences the choice and sizing of 
technologies, with lower ratios promoting electrification. Low equipment cost prices have a similar effect. 
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2 Limitations
Due to limited time-resources, only a limited number of technical interactions between the heat pump 
and modifications to the production plant could be assessed, which used simplified process models 
and plant layouts (e.g. Chapters 2 and 3). The extent to which these simplifications may not capture all 
interactions between technologies was not explored. It should also be noted that the emphasis of this 
study was on the design of utility systems and not on core production processes. Nonetheless, process 
change analysis extended with the Split-Exergy Grand Composite Curve, as shown in Chapter 3, can be 
used to study the impact of all possible heat related modifications. 

The work in this thesis did not include the impact of operational dynamics on the performance of a 
heat pump. These include the impact of a system start-up, a shut-down, or other forms of off-design 
operation. Insights from such analysis might, for example, advocate for less process-integrated heat 
pumps that are less dependent on process conditions elsewhere in the production process and can 
operate regardless of local process fluctuations. 

Finally, it is worth highlighting that the accuracy of cost estimates in this exploratory stage of technology 
solutions is limited due, amongst others, a limited knowledge about the cost of integration, actual 
equipment cost and the future cost of energy (use). Especially the latter two aspects are notoriously 
difficult to predict, due to the sharp increase in renewable variable electricity in the grid, regulatory 
changes, and geopolitical developments. Although Chapter 6 explores the impact of changes in the 
mean energy price and its fluctuations, these changes were based on simplified assumptions as it 
was not possible to include actual developments within the power sector, such as the exemption of 
for example grid-fees and an exploration of different types of “energy markets and services” (e.g. the 
automated frequency response reserve). The inclusion of these aspects will likely favor more flexible 
solutions.

3 Overarching conclusions
The aim of this work has been to develop design methods that support the deployment of heat pump 
solutions in a transitioning industrial sector. To achieve this, the impact of both technical changes 
to the production process and the heat pump configuration as well as changes in energy prices and 
equipment cost on the techno-economic viability of an industrial heat pump have been studied. The 
main research question has been:

How to identify optimal techno-economic heat pump solutions for industrial processes in the context of 
the energy transition?

To answer this question, the following aspects have been considered: 1. the relation between heat 
pumps and other process changes, 2. the components that make up the heat pump configuration, and 
3. the relation between a heat pump and alternative power-to-heat and energy storage technologies in 
the context of fluctuating energy prices. 

The relation between the heat pump and other process changes needed to meet the CO2 reduction 
goals is of the utmost importance as their deployment sequence determines the combined CO2 
reduction potential of the technologies. This is especially the case when heat integration measures 
such as heat pumps are considered. The deployment of a technology can result in the exclusion of 
other technologies, reduce the effectiveness of existing processes, or enable new opportunities for 
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to-be-installed technologies. When selecting CO2 mitigation measures that are to be placed alongside 
an already installed heat pump, their impact on the pinch of the background process and its relation to 
the connections of the heat pump is vital. A combination of Process Change Analysis and a Split-Exergy 
Grand Composite Curve can assist in this process, as they not only visualize the relation between the 
pinch of the background process and the heat pump connections but also the heat pump’s minimal 
work requirements.

The techno-economically optimal heat pump configuration balances the goal of achieving these 
minimal work requirements with the required investment. Exergy-based economic analysis should 
be used to identify which improvements to the configuration of a heat pump cycle are needed based 
on the cost of exergy destruction by a certain component. The exergy destruction depends on the 
heat pump’s sink temperature and required temperature lift. As a result, the economically preferred 
heat pump configuration changes with them, as the optimal result is a trade-off between minimizing 
investment and operational cost. The latter strongly depends on the cycle configuration and becomes 
increasingly important with rising temperature lifts and temperature sinks. At higher temperatures 
and or lifts, investments in additional components become justified and more complex configurations 
are economically preferred. The figures, such as those provided on the cycle-level exergo-economic 
comparison in Chapter 5.3.1, can be used to identify interesting configurations for a specified source 
and sink temperature. The impact of, for example, changes in the electricity prices can be deduced 
from the exergy efficiency plots in Chapter 5.3.2. Together, they will assist in identifying the techno-
economically optimal heat pump configuration.

The role of such a heat pump in an electrified utility system heavily depends on both energy prices and 
grid connection capacity. Both play a crucial role in determining the deployment and operation of heat 
pumps and other power-to-heat and storage technologies. High and stable electricity prices favor the 
installation of a heat pump as the predominant heat supply. However, high price variance and lower 
electricity prices make electric boilers and thermal energy storage more economically attractive due 
to their capacity to utilize low cost electricity prices and avoid power consumption during price peaks. 
The electricity-to-gas price ratio further influences the choice and sizing of technologies, with lower 
ratios promoting electrification. Low equipment cost prices have a similar effect. Dynamic optimization 
is needed to optimize the configuration of the electrified utility system over time, seeking the optimal 
sizing for changing energy prices whilst providing process heat demand.

In conclusion, the optimal techno-economic heat pump solutions are identified when 1. its interactions 
with other process changes are assessed with Process Change Analysis and the Split-Exergy Grand 
Composite Curve, 2. its configuration is improved according to the results of (advanced) exergo-
economic analysis, and 3. its sizing is based on dynamic optimization of its contribution to an electrified 
utility systems alongside other power-to-heat and energy storage technologies under various energy 
and equipment price scenarios. 
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4 Recommendations for future research
The energy transition not only demands an increase in energy efficiency and a shift to low-carbon 
energy carriers, but also a time-dependent alignment between power generation, transportation 
capacity and end use. This alignment is a key aspect of the efficiency on a system-level. The results 
of the techno-economic optimization presented in Chapter 6 highlight this by showing that it is 
economically beneficial to add less efficient technologies with low-cost peak capacity. This is in contrast 
to the studies of chapters 2-5, where the most energy efficient technologies were preferred due to 
the assumption of constant energy prices. Future research should look into methods to integrate the 
valuable insights from pinch and exergy analysis with the needed time-dependent alignment. 

Moreover, the literature reviews the role of integration cost in Chapters 4 and 5 and the study of the 
impact of equipment costs on the sizing of the heat pump in Chapter 6 indicate that highly integrated 
heat pumps, as in Chapters 2 and 3, come with a disadvantage when energy prices and heat demand 
are fluctuating. In addition to a lower installed cost and more constant operation, a less process-
integrated heat pump would also allow for easier integration with thermal energy storage. This 
argument also further strengthens the case for steam-generating heat pumps and/or mechanical 
vapor recompression systems. Further research should look into economic and operational “tipping 
points” that indicate an appropriate heat pump process-integration level. 

On top of that, future studies should look into the impact of part-load efficiencies. In the results of 
Chapter 6, the heat pump was operated at a load factor of more than 80%, and part-load performance 
was of limited interest. However, the electric boiler was in some scenario’s only operated 10% of the 
time. A (very) low cost mechanical vapor recompression system may have a similar style of operation 
and part-load efficiency will be of interest in identifying the optimal sizing. Future studies should 
provide insights into how such mechanical vapor compression systems should be operated and how 
energy storage should be included to realize optimal techno-economic performance.
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Appendices
A.1 Considered technologies for each section of the production plant and their 
expected energy savings per section

Sections Technology Expected reduction in 
heating requirement

Expected overall reduction in 
heating requirements

Ref.

Reaction Replace the current 
homogeneous base 
catalyst with a 
homogeneous sour 
catalyst. 

(+) there is no production of soap which results in a 
slightly higher conversion rate

(--) Requires higher methanol: oil ratio by a factor of 5, 
thereby increasing heating requirements

(-) operational temperature increases from 58 oC to 110 
oC, which is above the pinch and thus increases overall 
heat demand

-- [1-4]

Replace the current 
homogeneous 
base catalyst with 
a heterogeneous 
catalyst basic. 

(+) catalyst (solid) separation via filtration, reduces the 
amount of water required for washing

(--) Increased methanol: oil ratio by a factor of 3, 
thereby increasing heating requirements

- [5, 6]

Replace the current 
homogeneous 
base catalyst with 
a heterogeneous 
catalyst sour.

(+) catalyst (solid) separation via filtration, this 
reduced the required amount of water for washing

(--) Increased methanol: oil ratio by a factor of 3, 
thereby increasing heating requirements

(-) the operational temperature increases to 110 oC, 
which is above the pinch and thus increases overall 
heat demand

-- [6, 7]

Replace the ambient 
pressure CSTR with a 
supercritical reactor.

(+) pre-treatment can be omitted which reduces total 
heat consumption by 5%.

(-) increases operation temperature (270-300 oC), 
which is above the pinch, and thus increases overall 
heat demand

0 [8]

Replace the ambient 
pressure CSTR with 
a membrane reactor 
with methanol-
recycling.

(+) higher conversion rate (about 3%), lower specific 
heat consumption

(+) purer downstream products, therefore, requiring

less separation

(++) about 75% less methanol of the methanol-rich 
stream must be recovered as it can be recycled

++ [9, 
10]
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Separation Replacing the 
sedimentation tanks 
with a membrane 
separation unit.

(0) Speed up separation, but as sedimentation has no 
heating requirement, there are no impacts on the heat 
balance

0 [11]

Replacing the water 
washer with a 
membrane separation 
unit. 

(+) Requires no water from water washing thereby 
avoiding drying requirements (expected reduction 
100% reduction of local heating requirements, about 
5% of total heating requirement) 

+ [2, 
12-
16]

Integrate the 
methanol recovery 
and the glycerol 
drying column in a 
single divided wall 
column.

(++) Integration of methanol and glycerol recovery 
reduces reboiler loads (expected reduction of 30% of 
local heating requirements, about 20% of total heating 
requirement)

++ [17-
19]

Power Switch the boiler feed 
from natural gas to 
low carbon fuels.

 (--) increased heating requirements above the pinch 
for reforming and separation processes 

-- [20, 
21]

Replace the gas fired 
boiler with an electric 
one.

(+) lack of primary energy being lost to flue gasses 
increases overall heat requirement by about 5%

+ [22]

Recycle process gas 
from the anaerobe 
water cleaning to the 
gas fired boiler.

(+) reduced need for natural gas (1% of total heating 
requirements) 
(-) increased heating demand due to the need for 
scrubbing

0 [23]
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A.2 Energy price and technology cost scenarios

To study the impact of changes in the energy and technology cost on the results of the model sixteen 
scenarios were formulated. Figures A.2.1 to A.2.4 show the energy price profiles in these scenarios, 
presented in 2.3.1. Figure A.11 depicts the energy prices in the LMLV scenario. It clearly shows the 
difference in volatility between the electricity prices (EP) and the gas prices (GP). Moreover, it shows 
how the two gas prices differ in the EGR scenarios, with the ’EGR 1’ being the scenario with the highest 
average price. The ratio between the GP in EGR 1 and the GP in EGR 1.6 is the same in Figures A.2.2 to 
A.2.4. Figure A.2.5 shows how the different energy price scenarios are combined with the technology 
cost scenarios.

Figure A.2.1: The electricity (EP) and gas (GP) prices for the electricity-to-gas ratio (EGR) of 1.6 and 1 for 
the ’Low Mean Low Variance’ scenario

Figure A.2.2: The electricity (EP) and gas (GP) prices for the electricity-to-gas ratio (EGR) of 1.6 and 1 for 
the ’Low Mean High Variance’ scenario
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Figure A.2.3: The electricity (EP) and gas (GP) prices for the electricity-to-gas ratio (EGR) of 1.6 and 1 for 
the ’High Mean High Variance’ scenario

Figure A.2.4: The electricity (EP) and gas (GP) prices for the electricity-to-gas ratio (EGR) of 1.6 and 1 for 
the ’High Mean Low Variance’ scenario
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Figure A.2.5: Scenario tree considering the mean energy price, the electricity-to-gas price ratio, the 
energy price fluctuations and the technology cost

 
A.3 Results without the minimal load constraint of the CHP

Tables B.14, B.15, B.16 and B.17 show the technology portfolio of the cost- optimal utility system if 
the CHP operation is not constrained and can shut down completely. Omitting this constraint and 
accepting it, though not accounting for the increase in maintenance cost, results in the following 
changes to the sizing and operation of the PtH technologies. For low and stable electricity prices more 
PtH technologies are installed. The size of the HP increases with the previous minimal capacity of the 
CHP. The combined capacity of TES and ElB increase by a factor of 2. When price fluctuations increase, 
the change in capacities is limited as the size of ElB and the TES were already limited by the grid 
connection capacity of the system. Nevertheless, less natural gas is consumed overall. When the mean 
energy price increases, the size of the ElB reduces, the capacity of the TES remains the same, and the 
size of the HP increases compared to the scenario with the CHP constraint. Reducing price fluctuations 
whilst maintaining the high mean energy price results in the same increase in HP capacity, whilst the 
capacities of the TES and ElB remain relatively unchanged. Though the total natural gas consumption 
is reduced in all scenarios when the CHP is allowed to shut down completely, complete electrification 
is only cost-optimal in the scenario with high mean prices, low price fluctuations and a low electricity-
to-gas-price ratio.
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Table B.14 Installed PtH and storage capacities in the energy price scenarios with low mean and 
variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 24 42 0

LowHP-HighRest 6 5 11

1 HighHP-LowRest 25 49 0

LowHP-HighRest 6 6 12

Table B.15 Installed PtH and storage capacities in the energy price scenarios with low mean and high 
variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 29 103 0

LowHP-HighRest 28 62 0

1 HighHP-LowRest 29 113 0

LowHP-HighRest 28 68 0

Table B.16 Installed PtH and storage capacities in the energy price scenarios with high mean and high 
variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 24 94 8

LowHP-HighRest 7 15 14

1 HighHP-LowRest 22 96 13

LowHP-HighRest 6 18 15

Table B.17 Installed PtH and storage capacities in the energy price scenarios with high mean and low 
variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 0 19 14

LowHP-HighRest 0 6 15

1 HighHP-LowRest 2 22 14

LowHP-HighRest 2 6 16

Table C.18 Installed PtH and storage capacities in the energy price scenarios with low mean 
and high variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 29 103 0

LowHP-HighRest 28 62 0

1 HighHP-LowRest 29 113 0

LowHP-HighRest 28 68 0
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Table C.19 Installed PtH and storage capacities in the energy price scenarios with high mean and high 
variance 
 

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 24 94 8

LowHP-HighRest 7 15 14

1 HighHP-LowRest 22 96 13

LowHP-HighRest 6 18 15

Table C.20 Installed PtH and storage capacities in the energy price scenarios with high mean 
and low variance

EGR TC cost scenario ElB [MWth] TES [MWh] HP [MWth]

1.6 HighHP-LowRest 0 19 14

LowHP-HighRest 0 6 15

1 HighHP-LowRest 2 22 14

LowHP-HighRest 2 6 16
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