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 A B S T R A C T

Empirically derived Charpy energy to fracture toughness (𝐽 -integral) correlations are often 
used to estimate the fracture toughness of steels from Charpy tests due to the higher testing 
costs and time associated with direct fracture toughness tests, but analytical insight into 
these correlations is lacking. Accounting for differences in the strain rates and stress states 
in these tests to simulate the correct response in both while keeping model complexity and 
calibration effort manageable presents an obstacle to a numerical approach for this problem. 
This paper hence establishes a modelling and calibration approach that could be used to 
contribute mechanics-based insight into the correlations between the Charpy energy, 𝐽 -integral, 
yield-to-tensile strength ratio and tensile test fracture elongation. A phenomenological rate-
dependent plasticity model coupled with damage and temperature effects is developed by 
implementing the strain-based modified Mohr–Coulomb damage-softening model with Johnson–
Cook thermal softening in a thermodynamically consistent Cowper–Symonds viscoplasticity 
model. The validity of the modelling framework is shown by its ability to simultaneously 
model the tensile test, the Charpy V-notch test and the precracked single-edge notched bending 
test. This is demonstrated for two steels, AH36 and S690QL, capturing the force–displacement 
responses and the characteristic ductile fracture mechanism of slant fracture in all three tests. 
Accounting for thermal softening due to adiabatic heating proves to be important for the 
accurate simulation of ductile Charpy tests involving high impact energies. Capitalising on 
weak triaxiality dependence in the middle-to-high triaxiality ranges in the given materials 
and adopting a triaxiality-independent assumption is found to be effective for reducing the 
damage model complexity while maintaining its ability to simulate the mechanical response 
in key tests covering an important range of stress states. The importance of the role of the 
Lode angle in ductile fracture modelling in weakly triaxiality-dependent regimes is further 
substantiated. Key similarities in the fracture behaviour of the Charpy and single-edge notched 
bending tests are identified: they span a similar range of stress states over a large range of their 
response despite the initial notched versus cracked difference—an insight that could be used to 
reduce the calibration effort of damage mechanics models for these tests, assuming that the key 
differentiating factors of rate-dependence and adiabatic heating are correctly accounted for.

. Introduction

Charpy V-notch impact tests and uniaxial tensile tests are relatively cheap and easy to perform in comparison with fracture 
oughness tests such as single-edge notched bending (SENB) tests which involve precracking. Although they do not provide a direct
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Nomenclature

A

𝐴 Fracture elongation over the proportional gauge length from pieced-together tensile test fragments
𝐴𝜀 Engineering strain at full fracture in tensile test
𝑎0 Measured initial crack length in SENB specimen
𝑎0𝑞 Compliance-estimated initial crack length
𝑎𝑛 Machined notch length in SENB specimen
𝛥𝑎 Crack extension
𝛥𝑎𝑐𝑝 Crack extension from FEA crack-plane method
𝛥𝑎𝑝 Measured final crack extension
𝛥𝑎𝑝𝑞 Compliance-estimated final crack extension
𝐵 Specimen thickness
C Isotropic elastic stiffness tensor
𝐶 Cowper–Symonds coefficient
𝐶1 Normalised MMC parameter relating to the strain in the MMC surface when 𝑐1 = 0; 𝜂 = 2.5; �̄� = 0
𝐶2 Normalised MMC parameter relating to the maximum strain in the MMC surface when 𝑐1 = 0
𝐶3 Normalised MMC parameter relating to the minimum strain in the MMC surface when 𝑐1 = 0
𝑐 Specific heat capacity
𝑐1 First MMC strain surface parameter
𝑐2 Second MMC strain surface parameter
𝑐3 Third MMC strain surface parameter
𝐶𝑣 Charpy V-notch energy
𝐷 Damage indicator
𝐷𝑐 Critical damage
𝑝 Internal work due to plastic deformation
𝐸 Young’s modulus
𝑓 Yield function
ℎ Hardening modulus
𝑖 Iteration
𝑖𝑚𝑎𝑥 Maximum number of iterations for the return-mapping calculations
𝑗 Increment
𝐽 𝐽 -integral
𝐽𝑐𝑝 𝐽 -integral based on FEA crack-plane method
𝐽𝑄 Critical 𝐽 based on the 0.2mm crack extension offset
𝐾 Strength coefficient for the hardening power law
𝐾𝐽 Stress intensity factor converted from 𝐽
𝐿 Single-edge notched bending specimen length
𝐿0 Gauge length of tensile specimen
𝐿𝑐 Parallel length of tensile specimen
𝑙𝑐 Characteristic element length
𝑚 Damage softening exponent
𝑚𝑥 Thermal softening exponent
𝑁 Notch-mouth/knife-edge opening
𝑛 Strain hardening exponent
𝒏 Gradient of the yield surface
𝑷 Pseudo-elastic material stiffness matrix
𝑞 Cowper–Symonds exponent
𝑅 Rate-dependence factor
𝑆 Single-edge notched bending specimen span
𝑠 Viscosity parameter
𝛥𝑡 Time increment
𝑇 Interpolation parameter
2 



W.J. Wong and C.L. Walters Engineering Fracture Mechanics 320 (2025) 111043 
𝑊 Specimen width
𝑤 SENB machined notch width
𝑋 Thermal softening factor
𝑍 Parameter for the grouped effect of the MMC 𝑐1 terms when 𝜂 = 2.5; �̄� = 0

B

𝛼 Plastic coefficient
𝛽 Softening coefficient
𝜀 Engineering strain
𝜀0 Swift offset strain
𝜀𝑓 Ductile damage initiation strain
𝜀𝑝 Equivalent plastic strain
�̇� Uniaxial strain rate
�̇�𝑝 Equivalent plastic strain rate
�̇�𝑝0 Equivalent plastic strain rate offset parameter
�̇�𝑝,𝑢𝑛𝑖 Quasi-static-uniaxial-testing equivalent plastic strain rate parameter
�̈�𝑝 Rate of change of the plastic strain rate
𝜀𝑠ℎ Total engineering strain corresponding to the end of the yield plateau
𝜀𝑠ℎ,𝑝 Equivalent plastic strain corresponding to the end of the yield plateau
𝜀𝑢 Uniform elongation, i.e. the engineering strain at the onset of necking
𝜀𝑢,𝑝 Equivalent plastic strain corresponding to the occurrence of necking instability
�̇�𝒗𝒑 Viscoplastic strain rate tensor
𝛥𝜺𝒗𝒑 Viscoplastic strain increment tensor
𝜂 Stress triaxiality
𝛩 Temperature
𝛩𝑚 Melting temperature
𝛩𝑟 Room temperature
�̄� Normalised Lode angle
�̇� Plastic multiplier as a rate
𝛥𝜆 Plastic multiplier as an increment
𝜇𝐷 Tolerance for 𝐷 = 𝐷𝑐 when 𝑖𝑚𝑎𝑥 is reached
𝜇𝑓 Tolerance for 𝑓 = 0
𝜈 Poisson’s ratio
𝜌 Density
𝜎 Flow stress taking into account plastic strain hardening, rate dependence and damage due to softening
�̄� Quasi-static undamaged stress due to plastic strain hardening only
𝜎𝑣 von Mises equivalent stress
𝜎𝑢 Ultimate tensile stress from uniaxial tensile test
𝜎𝑦 Yield stress from uniaxial tensile test
𝝈 Cauchy stress tensor
𝜒 Taylor–Quinney energy coefficient
C

CMOD Crack-mouth opening displacement
CTOD Crack-tip opening displacement
DWTT Drop-weight tear test
FEA Finite-element analysis
MMC Modified Mohr–Coulomb
SENB Single-edge notched bending

measure of the fracture toughness, the Charpy test gives a notch (uncracked) toughness, and the tensile test gives information 
about the strain hardening and ductility. These tests are hence often used as part of the product certification and structural design 
process in the construction industry to assess fracture toughness indirectly, in addition to their usual purpose of measuring strength 
(tensile test) and the ductile-to-brittle transition temperature (Charpy test). This use of the uncracked properties to estimate cracked 
3 
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properties appears in two application contexts: the assessment of the acceptability of flaws for fitness-of-service [1] and the design 
for the ultimate ductile fracture strength at areas where cracks due to fatigue or manufacturing defects might be expected to induce 
stress concentrations and high local plastic straining [2,3].

In the assessment of the acceptability of flaws, upper-shelf 𝐶𝑣 values are sometimes used to estimate the upper-shelf fracture 
toughness value in terms of 𝐽 or an equivalent stress intensity factor 𝐾𝐽  converted from 𝐽 [1,4] based on empirical correlations 
when direct fracture toughness data is not available. The material’s fracture toughness is then used for comparison with the applied 
stress intensity for the flaw to assess its safety.

In the ultimate strength design for ductile fracture in areas where fatigue or manufacturing processes might cause cracks or 
crack-like defects [2], the combination of limits on the Charpy impact energy 𝐶𝑣, the fracture elongation 𝐴 and the yield-to-tensile 
strength ratio 𝜎𝑦∕𝜎𝑢 is often implicitly adopted as a substitute upper-shelf toughness criterion [5,6]. In this context, the minimum 𝐶𝑣
functions as a provision for the avoidance of brittle behaviour, and the minimum 𝐴 and maximum 𝜎𝑦∕𝜎𝑢 act as ductility requirements 
that, when complemented with strength based design, are assumed to indirectly account for the upper-shelf toughness [7]. However, 
this has been shown to be inadequate in certain situations, and the mechanical basis for these assumptions are lacking [5,6,8]. The 
most recent developments have therefore seen minimum upper-shelf 𝐶𝑣 values (e.g. 100 J [3,5]) being used for some design situations 
as an improved but nonetheless indirect upper-shelf fracture toughness requirement. This further accentuates the need for a better 
understanding of 𝐶𝑣 − 𝐽 correlations.

Due to the practicality and usefulness of these upper-shelf 𝐶𝑣 − 𝐽 correlations, various studies have been performed to improve 
their accuracy [4,9–14]. Some studies also estimated fracture toughness using force–displacement data from the instrumented Charpy 
test [15,16], instead of the total impact energy alone. However, the correlations mentioned above have been developed using 
predominantly empirical methods, and although the existing work on the modelling of Charpy test and precracked fracture tests 
using phenomenological and micromechanical material models in the literature is extensive [17–21], a few complexities need to be 
overcome to relate 𝐶𝑣 and 𝐽 using such numerical models.

First, the existing studies on the numerical modelling of Charpy and SENB tests are separate and based on various models of 
varying complexity, while correlating 𝐶𝑣 and 𝐽 necessitates a single model that has been proven to reliably and accurately simulate 
the behaviour in both the Charpy and SENB tests. The differences between the strain rates and the stress states experienced in these 
tests present notable challenges. High strain rates have an effect of increasing the plastic flow stress [22]. A Charpy test experiences 
plastic strain rates of up to the order of 104 s−1 [23,24], while the SENB test is a quasi-static test with strain rates around the order 
of 10−2 s−1. At the same time, the stress states occurring at the notch tip of the Charpy specimen and the crack tip of the SENB 
specimen are markedly different, and the onset of fracture is known to depend on the stress state. However, a full calibration of 
the stress-state dependent fracture model to all possible stress states for a single material requires extensive experimentation [25]. 
A model that is intended for relating 𝐶𝑣 and 𝐽 for the large variety of materials and the relatively limited material characterisation 
data expected in the above-mentioned engineering contexts requires relative ease of calibration without losing the capability to 
capture the ductile and rate-dependent aspects sufficiently accurately.

Second, ductile fracture often involves slant fracture, which is fracture that occurs in a direction that is slanted with respect to the 
direction of the maximum principal stress. Being able to simulate slant fracture occurrence is important because it is a characteristic 
feature of ductile fracture behaviour, and increased slant fracture occurrence has been correlated with properties such as reduced 
strain hardenability [26], increased loading rate [27], and greater specimen thickness [26]. While slant fracture behaviour has 
been successfully captured in simulations of uncracked quasi-static [28–30], cracked quasi-static [19,30,31] and sharply notched1 
dynamic [32,33] tests, simulating an uncracked, dynamic and rate-dependent Charpy test that accounts for the ductile slant fracture 
behaviour proves to be a challenge2 [17,18,37], let alone accounting for it in both the Charpy and the static fracture toughness test 
using one material model.

Therefore, a model that emphasises the balance between model simplicity, generalisability and capability to simulate complex 
behaviour in both the Charpy and SENB test is developed and presented in this paper. A thermodynamically consistent phe-
nomenological rate-dependent damage-softening material model is used in finite-element calculations of fracture toughness (from 
single-edge notched bending specimens), notch toughness (from Charpy specimens) and ductility (from uniaxial tensile specimens). 
The model formulation is given in Section 2. Sections 4 to 6 describe the calibration of the model parameters to experiments on 
an S690QL [38] steel and an AH36 [39] steel. The validity of the modelling framework is shown by its ability to simultaneously 
model the 3 mechanical tests involving different stress states, strain rates and geometries (cracked and uncracked) with the same 
input parameter values describing the given material, capturing the measured mechanical properties, the load-deformation response 
and the characteristically ductile slant fracture surfaces with reasonable accuracy. Attention is given to the effects of the material 
parameters on the resulting mechanical properties.

1 Though not precracked by fatigue, dynamic drop-weight tear tests such as those performed in [32,33] involve a sharp chiselled notch which has a much 
smaller radius, between 0.013 and 0.025mm [34], than in Charpy tests, which have a notch radius of 0.25mm [35].

2 An earlier version of the present model has been shown to capture slant fracture in Charpy-test simulations in a recent conference paper [36] on the effect 
of strain hardening and of Lode dependence of the fracture strain on slant fracture in Charpy test simulations.
4 
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Fig. 1. Swift-type [42] power-law true stress–strain curve with a yield plateau.

2. Consistency model for viscoplasticity with damage softening and thermal softening

In this work, the elasto-viscoplastic consistency model [40] with an associated flow rule is coupled with damage softening [28] 
and thermal softening [41] acting on the plastic hardening function. Von Mises yielding is assumed such that the yield function is 
expressed as: 

𝑓 = 𝜎𝑣 − �̄�𝑅𝛽𝑋 (1)

where 𝜎𝑣 is the von Mises equivalent stress; �̄� is the plastic strain-hardening stress (Section 2.1); 𝑅 is the rate-dependence factor 
(Section 2.2); 𝛽 is the softening coefficient (Section 2.3); 𝑋 is the thermal softening factor (Section 2.4); and 𝜎 = �̄�𝑅𝛽𝑋 is the 
flow stress. Incremental stresses due to these effects coupled in Eq. (1) are calculated using a return mapping solution ensuring 
thermodynamical consistency (Section 2.5).

2.1. Plastic hardening model

A quasi-static undamaged true plastic stress–strain relation (Fig.  1) that features a yield plateau and a Swift [42] hardening curve 
(Eqs. (2) and (3)) is used: 

�̄� =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜎𝑦

⎛

⎜

⎜

⎜

⎝

𝜀𝑠ℎ−
𝜎𝑦
𝐸

𝜀𝑠ℎ,𝑝
𝜀𝑝 +

𝜎𝑦
𝐸 + 1

⎞

⎟

⎟

⎟

⎠

0 < 𝜀𝑝 < 𝜀𝑠ℎ,𝑝

𝐾(𝜀𝑝 − 𝜀0)𝑛 𝜀𝑝 ≥ 𝜀𝑠ℎ,𝑝

(2)

𝜀𝑠ℎ,𝑝 = ln(1 + 𝜀𝑠ℎ) − ln
(

1 +
𝜎𝑦
𝐸

)

(3)

where �̄� is the plastic strain hardening stress; 𝜀𝑝 is the true equivalent plastic strain; 𝜀𝑠ℎ and 𝜀𝑠ℎ,𝑝 are respectively the total engineering 
strain and the true equivalent plastic strain corresponding to the end of the yield plateau; 𝐾 is the strength coefficient; 𝑛 is the 
strain hardening exponent; and 𝜀0 is the Swift [42] offset parameter. The slight hardening in the yield plateau in Eq. (2) arises from 
converting a flat plateau expressed in terms of engineering stress into one that is expressed in terms of true stress. A convention 
with a negative symbol in 𝐾(𝜀𝑝−𝜀0)𝑛 is used so that the material parameter value 𝜀0 is typically specified in the positive rather than 
negative range, since a Swift-type curve (in Eq. (2)) that is translated towards positive 𝜀𝑝 values is seen to apply for the materials 
and assumptions considered in this work.

Given the Young’s modulus 𝐸, yield strength 𝜎𝑦, ultimate strength 𝜎𝑢, yield plateau length 𝜀𝑠ℎ and the uniform (necking) 
elongation 𝜀𝑢, the parameters 𝑛, 𝐾 and 𝜀0 of the plastic hardening model can be estimated using theoretical knowledge about 
the strain hardening’s relation to the ultimate strength 𝜎𝑢 induced by necking. This is done by assuming that 𝜎𝑢 satisfies the 
Considère [43] criterion for necking, which results in Eqs. (4) and (5). 

𝑛 = 𝜀𝑢,𝑝 − 𝜀0 (4)

𝐾
(

𝜀𝑢,𝑝 − 𝜀0
)𝑛 = 𝜎𝑢

(

1 + 𝜀𝑢
)

(5)

where 𝜀𝑢,𝑝 is the true plastic strain corresponding to the occurrence of necking instability and the ultimate tensile stress, which is 
related to 𝜀𝑢 by: 

𝜀𝑢,𝑝 = ln
(

1 + 𝜀𝑢
)

− ln
(

1 +
𝜎𝑢
𝐸

)

(6)
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In addition, considering that the power curve intersects with the yield plateau at a true plastic strain 𝜀𝑝 = 𝜀𝑠ℎ,𝑝 results in Eq. (7):

𝐾
(

𝜀𝑠ℎ,𝑝 − 𝜀0
)𝑛 = 𝜎𝑦(1 + 𝜀𝑠ℎ) (7)

Combining Eqs. (3) to (7) enables 𝐾, 𝑛 and 𝜀0 to be solved and the true stress–strain curve to be approximated, given 𝜎𝑦, 𝜎𝑢, 
𝐸, 𝜀𝑠ℎ and 𝜀𝑢. It will be seen in Section 4 below that these assumptions give good predictions of the engineering stress–strain 
response until necking, using only the experimental 𝜎𝑦, 𝜎𝑢, 𝐸, 𝜀𝑠ℎ and 𝜀𝑢 as input. This semi-analytical approach to the description 
of the true stress–strain curve is valuable for engineering applications, because in typical situations during the testing for material 
certification for structural steels, the entire stress–strain history is not available. However, the 𝜎𝑦 and 𝜎𝑢 are recorded in the material 
test certificates, while empirical relations for 𝜀𝑠ℎ and 𝜀𝑢 obtained from large databases for structural steels exist [44,45].

2.2. Rate-dependence model

To take the effect of the strain rate on the plastic flow stress into account, the plastic stress–strain curve is scaled based on the 
Cowper–Symonds model [22]. The original formulation of the Cowper–Symonds [22] model is shown in Eq. (8): 

𝑅 = 1 +
( �̇�
𝐶

)
1
𝑞 (8)

where 𝑅 is the rate-dependence factor by which the static flow stress is to be multiplied to give the rate-dependent yield stress; �̇�
is the uniaxial strain rate; 𝐶 is the Cowper–Symonds coefficient; and 𝑞 is the Cowper–Symonds exponent.

To enable this to be applied to the viscoplastic consistency model presently used, two modifications are implemented. First, 
the strain-rate effect given by 𝑅, which is determined experimentally in the literature with respect to the uniaxial strain rate �̇�, is 
assumed to act equivalently with respect to the equivalent plastic strain rate �̇�𝑝. This is in accordance with the understanding that, 
for incompressible materials subject to uniaxial tension, �̇�𝑝 is by definition equal to �̇� until necking. Second, the parameter �̇�𝑝0 is 
introduced to enable the translation of the 𝑅 versus �̇�𝑝 relation with respect to the �̇�𝑝 axis by −�̇�𝑝0, so that the gradient of 𝑅 with 
respect to �̇�𝑝 is finite for �̇�𝑝 = 0 s−1, since this is required for the return mapping calculations (Section 2.5) to converge, and this 
gradient in the original formulation is infinite. Additionally, 𝑅 = 1 is made to coincide with �̇�𝑝 = �̇�𝑝,𝑢𝑛𝑖, the equivalent plastic strain 
rate corresponding to uniaxial testing through the use of a translation in the 𝑅-axis.

This results in the equation for 𝑅 implemented in the present model: 

𝑅 = 1 −
( �̇�𝑝,𝑢𝑛𝑖 + �̇�𝑝0

𝐶

)
1
𝑞
+
( �̇�𝑝 + �̇�𝑝0

𝐶

)
1
𝑞

(9)

The quasi-static-uniaxial-testing equivalent plastic strain rate parameter �̇�𝑝,𝑢𝑛𝑖 is here taken to be 0.000 25 s−1 according to the 
ISO 6892-1 tensile testing standard [46], and the same value is assumed for the small translation �̇�0 = �̇�𝑝,𝑢𝑛𝑖. Least-squares fitting to 
existing experimental data was performed to obtain the Cowper–Symonds parameters for structural steels with nominal strengths 
in the range of 345 to 355MPa [47–53] and 690MPa [54–57] separately, as shown in Fig.  2, for use in the simulations of the tested 
AH36 and S690QL steels. The data from Dong et al. [58] was not included in the fit, due to its nature as an outlier, in which all 
except two points from this source plotted below the mutually overlapping data cloud formed by the other sources.

In addition to accounting for the high strain rate occurring in Charpy tests, the rate dependence introduces viscosity, which 
has the important role of helping to eliminate the mesh sensitivity (non-convergence with mesh refinement) [40,59] faced by local 
approaches to material softening such as the classic MMC damage-softening model [28].

2.3. Damage model

To describe the initiation of damage softening, the strain formulation of the modified Mohr–Coulomb (MMC) [60] fracture surface 
is used: 

𝜀𝑓 =

⎧

⎪

⎨

⎪

⎩

𝐾
𝑐2

[

𝑐3 +

√

3

2 −
√

3
(1 − 𝑐3)

(

sec �̄�𝜋
6

− 1

)][

√

1 + 𝑐12

3
cos �̄�𝜋

6
+ 𝑐1

(

𝜂 + 1
3
sin �̄�𝜋

6

)

]⎫

⎪

⎬

⎪

⎭

− 1
𝑛

(10)

where 𝜀𝑓  is the damage initiation strain; 𝜂 is the stress triaxiality; �̄� is the normalised Lode-angle [61]; and 𝑐1, 𝑐2 and 𝑐3 are the 
MMC model parameters. 𝐾 and 𝑐2 have the units of stress, while 𝑛, 𝑐1 and 𝑐3 are dimensionless.

The sum of the incremental equivalent plastic strains relative to the instantaneous 𝜀𝑓  is used to quantify the amount of damage, 
as given by the damage indicator 𝐷: 

𝐷 = ∫

𝜀𝑝

0

1
𝜀𝑓

𝑑𝜀𝑝 (11)

Material softening starts when enough plastic straining has occurred such that 𝐷 = 1, and complete degradation (corresponding 
to finite element deletion) occurs when 𝐷 reaches the critical damage value 𝐷𝑐 , as described by Eq. (12) [28]: 

𝛽 =

⎧

⎪

⎪

⎨

⎪

⎪

1 𝐷 ≤ 1
(

𝐷𝑐 −𝐷
𝐷𝑐 − 1

)𝑚
1 < 𝐷 < 𝐷𝑐

0 𝐷 = 𝐷

(12)
⎩

𝑐
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Fig. 2. Least-squares fit of 𝑅 and experimental data from the literature [47–58].

where 𝛽 is the softening parameter in the yield function (Eq. (1)), and 𝑚 is the softening exponent.
It is worth noting that the use of Eq. (12) implies that the MMC locus (Eq. (10)) defines the damage initiation strains instead 

of the fracture initiation strains as assumed in the original uncoupled version of the MMC model [60]. This slight modification 
facilitates the coupling of softening effects to the MMC model based on stress-state-dependent damage softening initiation criterion 
and has been effectively applied by several others for the modelling of softening behaviour in steel [28,62,63] and aluminium [64].

It should also be noted that here, the formulation of the MMC fracture strain surface is accepted as is, but for simplicity, the 
associated Lode-dependent Bai–Wierzbicki hardening rule [60,61] used to derive the MMC strain surface is not adopted. Although 
a different strain hardening rule (Eq. (2)) is used here, the 𝑐3 originating from the Bai–Wierzbicki hardening rule is kept as a 
parameter in the failure strain surface for its use in controlling the failure strain’s Lode-dependence. As a result of this, the present 
approach uses a strain-based damage initiation criterion instead of the stress-based damage initiation criterion on which the MMC 
model was originally established. The stress at the occurrence of the damage initiation strain does not necessarily coincide with 
the stress given by the original MMC stress envelope [60]. The MMC failure strain surface is assumed to be in itself suitable for 
phenomenologically describing the fracture strains regardless of the MMC stresses. This widely used phenomenological, strain-based 
take of the MMC fracture model has been successful in describing ductile fracture behaviour in both precracked [62,63] and initially 
uncracked [28,64,65] geometries, performing well over a wide range of stress triaxialities and Lode angles, while involving only 3
damage initiation parameters.

The parameter 𝑐1 determines the triaxiality dependence of the damage initiation strain. Notably, 𝑐1 = 0 corresponds to the limiting 
case of the maximum shear stress fracture criterion which with von Mises yielding traditionally reduces to a single-parameter (𝑐2) 
fracture model. Furthermore, the parameters 𝑐2 and 𝑐3 can be rewritten in a normalised form that relates directly to the maximum 
and minimum strains on the 𝑐1 = 0 fracture strain locus, for ease of comparison during strain-based calibration, as given by Eqs. (13) 
and (14): 

𝐶2 =
(

2𝑐2
𝐾

)
1
𝑛

(13)

𝐶3 =

(√

3𝑐2
𝐾𝑐3

)

1
𝑛

(14)

𝐶2 is given by the expression for 𝜀𝑓  when 𝑐1 = 0 and �̄� = ±1; and 𝐶3 is given by the expression for 𝜀𝑓  when 𝑐1 = �̄� = 0. The 
effect of this is that the maximum strain in the fracture strain surface is always equal to 𝐶2, and the minimum strain of the fracture 
strain surface is always equal to 𝐶3, regardless of the values of 𝐾 and 𝑛.

𝐶1, a normalised form of 𝑐1, is introduced as shown in Eqs. (15) and (16), for the ease of strain-based comparison when 
considering the triaxiality dependence of the fracture strain locus. 𝐶1 = 𝐶3 corresponds to the triaxiality-independent 𝑐1 = 0
condition, and changing 𝐶1 introduces triaxiality dependence by adjusting the triaxiality-independent fracture strain locus to pass 
through 𝜀𝑓 = 𝐶1 at �̄� = 0 and 𝜂 = 2.5, which is the perfectly plastic, plane-strain solution for the stress state in front of the crack 
tip [66]. 

𝐶1 =
(

𝑐2
)

1
𝑛

(15)

𝑐3𝐾𝑍

7 
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where 𝑍 is given by: 

𝑍 =

√

1 + 𝑐12

3
+ 2.5𝑐1 (16)

Substituting Eqs. (13) to (16) into Eq. (10) gives an expression for 𝜀𝑓  in terms of the normalised parameters 𝐶1, 𝐶2 and 𝐶3, 
instead of 𝑐1, 𝑐2 and 𝑐3: 

𝜀𝑓 =

𝐶2

( (

√

3
(

𝐶2
𝐶3

)𝑛
− 3 ⋅ 52 ⋅ 37 ⋅ 1311338992127

248

(

sec �̄�𝜋
6

− 1
)

(
√

3
2

(

𝐶2
𝐶3

)𝑛
− 1

))

⋅
⎛

⎜

⎜

⎝

cos �̄�𝜋
6

√

𝑐112 + 1
3

+
𝑐11
3

(

𝜂 + sin �̄�𝜋
6

)

⎞

⎟

⎟

⎠

)− 1
𝑛

(17)

 where 𝑐11 is given by: 

𝑐11 =
2
71

⎛

⎜

⎜

⎝

−

√

4
(

𝐶3
𝐶1

)2𝑛
+ 71 + 5

√

3
(

𝐶3
𝐶1

)𝑛⎞
⎟

⎟

⎠

(18)

A negative triaxiality cut-off value of 𝜂 = −1∕3 [67] for the damage initiation criterion is introduced by additionally increasing 
the 𝜀𝑓 , given by (Eq. (10)), quickly but continuously as 𝜂 drops below −1∕3. For high triaxialities exceeding 3.5, the 𝜀𝑓  is kept at 
a constant level determined by its value at 𝜂 = 3.5, which typically only comes into effect when an element has 𝐷 > 1 and is near 
deletion. The continuous nature of the addition to 𝜀𝑓  below the cut-off triaxiality and the constant 𝜀𝑓  for high 𝜂 ensure that 𝜀𝑓  does 
not have extremely large or small values in those 𝜂 ranges, which would cause convergence errors.

2.4. Thermal softening model

The dynamic Charpy test occurs at time scales that can be approximated as adiabatic [23]. Studies considering the effect of 
adiabatic heating on the Charpy impact test by Tanguy et al. [68] and Seo et al. [69] using temperature-dependent material models 
have shown that the thermal softening caused by adiabatic heating in the Charpy tests should not be neglected. Here, a thermal 
softening factor based on the Johnson–Cook [41] plasticity model is adopted in the yield function (Eq. (1)) for the Charpy simulation, 
as given in Eq. (19): 

𝑋 = 1 −
(

𝛩 − 𝛩𝑟
𝛩𝑚 − 𝛩𝑟

)𝑚𝑥
(19)

where 𝛩 is the temperature, 𝛩𝑚 is the melting temperature, 𝛩𝑟 is the room temperature, and 𝑚𝑥 is the thermal softening exponent.
The rate of change of temperature at each material point at each increment is calculated from Eq. (20): 

�̇� =
𝜒̇𝑝

𝑐
(20)

where 𝜒 is the Taylor–Quinney [70] energy coefficient, 𝑐 is the specific heat capacity of the material, and ̇𝑝 is the rate of internal 
work done attributed to plastic deformation as given by Eq. (21) [71]: 

̇𝑝 =
𝝈 ∶ �̇�𝒗𝒑

𝜌
(21)

where 𝝈 is the Cauchy stress tensor, �̇�𝒗𝒑 is the viscoplastic strain rate tensor, and 𝜌 is the density of the material.
The proportion 𝜒 of the internal work due to plastic deformation 𝑝 that is converted to heat is assumed to be 0.9, as proposed 

by Meyers [72], where the remaining latent part of the work is associated with defects and changes in the physical properties of 
the crystalline material [70,72] (e.g. dislocation pile-ups). Values of 𝛩𝑚, 𝛩𝑟, 𝑚𝑥, 𝑐 found in the literature for low carbon steels 
with yield strength and chemical composition similar to the present steels are adopted here. For the AH36 steel, the parameters 
for the similarly graded low-carbon, low-alloy X52 [73] pipeline steel reported by Seo et al. [69] and Liakat and Khonsari [74] are 
used, being 𝛩𝑚 = 1500 ◦C, 𝛩𝑟 = 25 ◦C, 𝑚𝑥 = 0.8 and 𝑐 = 480 J∕kg∕◦C. For the S690QL steel, the parameters for Weldox 700 E steel 
(which fulfils the S690QL standard [38]) reported by Dey et al. [75] are used, being 𝛩𝑚 = 1527 ◦C, 𝛩𝑟 = 20 ◦C, 𝑚𝑥 = 1.071 and 
𝑐 = 452 J∕kg∕◦C.

Thermal conductivity is neglected due to the short time frame and the high plastic strain rate, and thermal expansion is neglected 
since the adiabatic heating is primarily concentrated in areas with large plastic strains [68]. The quasi-static tensile and SENB tests 
are modelled as isothermal and without any temperature dependence, such that 𝑋 is constant and equal to 1.

2.5. Stress-update algorithm and return mapping for coupled thermal- and damage-softening viscoplasticity model

The plasticity calculations involve solving for the stress increment which satisfies the consistency condition ̇𝑓 = 0, i.e. that 
when yielding, the stress state stays on the yield surface, which evolves according to the assumed plastic-hardening (Section 2.1), 
8 
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damage-softening (Section 2.3), and rate-dependent (Section 2.2) behaviour. The yield function 𝑓 (Eq. (1)) can be expressed in 
terms of its variables as: 

𝑓 (𝝈, 𝜀𝑝, �̇�𝑝) = 𝜎𝑣(𝝈) − �̄�(𝜀𝑝)𝑅(�̇�𝑝)𝛽(𝐷(𝜀𝑝))𝑋(𝛩(𝜀𝑝)) (22)

The consistency condition ̇𝑓 = 0 according to the consistency model of Wang et al. [40] is then given by: 
̇𝑓 (𝝈, 𝜀𝑝, �̇�𝑝) =

𝜕𝑓
𝜕𝝈

�̇� +
𝜕𝑓
𝜕𝜀𝑝

𝜀𝑝 +
𝜕𝑓
𝜕�̇�𝑝

�̈�𝑝 = 0 (23)

To solve this for the present formulation, the iterative implicit Euler-backward stress-update algorithm by Wang et al. [40] for 
their viscoplastic model is adapted such that it is coupled with the damage-softening of Li and Wierzbicki [28] (Section 2.3) and 
the Johnson–Cook [41] thermal softening model (Section 2.4) and such that the rate-dependent effect can be defined according to 
the Cowper–Symonds model [22] (Section 2.2).

First, the associated flow rule [76] is assumed: 
�̇�𝒗𝒑 = �̇�𝒏 (24)

where �̇�𝒗𝒑 is the viscoplastic strain rate tensor; 𝒏 =
𝜕𝑓
𝜕𝝈

 is the gradient of the yield surface; and �̇� is the plastic strain rate multiplier.
By substituting the associated flow rule (Eq. (24)) into the definition of the equivalent plastic strain rate, �̇�𝑝 can be expressed as 

shown in Eq. (25): 
�̇�𝑝 = �̇�𝛼 = �̇� (25)

where 𝛼 =
√

2
3
𝒏 ⋅ 𝒏, termed the plastic coefficient, is always equal to 1 in the present study, due to the assumption of von Mises 

yielding (Eq. (22)). Furthermore, substituting the associated flow rule with von Mises yielding (Eqs. (24) and (25)) into Eq. (21) 
allows ̇𝑝 to be expressed in terms of equivalent stress and equivalent strain (Eq. (26)). This makes the change in temperature a 
simple function of the change in equivalent plastic strain, such that 𝛩 does not need to be solved as an extra independent variable 
in iterative solution of the yield and consistency functions (Eqs. (22) and (23)). 

̇𝑝 =
𝜎𝑣�̇�𝑝
𝜌

(26)

Substituting Eq. (25) into Eq. (23), it becomes convenient to define a hardening modulus ℎ and a viscosity parameter 𝑠 [40] for 
the iterative solution of Eq. (23), such that: 

̇𝑓 (𝝈, 𝜀𝑝, �̇�𝑝) = 𝒏�̇� − ℎ�̇� − 𝑠�̈� (27)

where ℎ and 𝑠 can then be expressed in terms of the parameters of the Li and Wierzbicki [28] damage-softening model, the 
Cowper–Symonds [22] rate-dependence model and the Johnson–Cook [41] thermal softening model: 

ℎ = −
𝜕𝑓
𝜕𝜀𝑝

�̇�𝑝
�̇�

= 𝑅
(

𝜕𝛽
𝜕𝜀𝑝

�̄�𝑋 + 𝜕�̄�
𝜕𝜀𝑝

𝛽𝑋 + 𝜕𝑋
𝜕𝜀𝑝

�̄�𝛽
)

(28)

𝑠 = −
𝜕𝑓
𝜕�̇�𝑝

�̈�𝑝
�̈�

= 𝜕𝑅
𝜕�̇�𝑝

𝛽�̄�𝑋 (29)

From Eqs. (2), (9), (11), (19), (20) and (26), 𝜕𝛽
𝜕𝜀𝑝

, 𝜕�̄�
𝜕𝜀𝑝

, 𝜕𝑋
𝜕𝜀𝑝

 and 𝜕𝑅
𝜕�̇�𝑝

 can be expressed as shown in Eqs. (30) to (33). 

𝜕𝛽
𝜕𝜀𝑝

=

⎧

⎪

⎨

⎪

⎩

0 𝐷 ≤ 1
− 𝑚𝛽

𝜀𝑓 (𝐷𝑐−𝐷) 1 < 𝐷 < 𝐷𝑐
(30)

𝜕�̄�
𝜕𝜀𝑝

=

⎧

⎪

⎨

⎪

⎩

𝜎𝑦
𝜀𝑠ℎ−

𝜎𝑦
𝐸

𝜀𝑠ℎ,𝑝
0 < 𝜀𝑝 < 𝜀𝑠ℎ,𝑝

𝐾𝑛𝜀𝑝𝑛−1 𝜀𝑝 > 𝜀𝑠ℎ,𝑝

(31)

𝜕𝑋
𝜕𝜀𝑝

= −
𝑚𝑥𝜒𝜎𝑣

𝜌𝑐(𝛩𝑚 − 𝛩𝑟)

(

𝛩 − 𝛩𝑟
𝛩𝑚 − 𝛩𝑟

)𝑚𝑥−1
(32)

𝜕𝑅
𝜕�̇�𝑝

= 1
𝑞(�̇�𝑝 + �̇�𝑝0)

( �̇�𝑝 + �̇�𝑝0
𝐶

)
1
𝑞

(33)

The expanded algorithm for the iterative solution of Eq. (23) to find the incremental plastic strains and updated stresses in each 
plastic FEA increment, implemented as a VUMAT subroutine in Abaqus Explicit [77], is shown in the Appendix. The description 
above highlights only the model details specific to the present formulation. Details on the other aspects of the consistency model 
and algorithm can be found in [40,78]. It is worth noting that this elasto-viscoplastic consistency model is, as its name suggests, 
thermodynamically consistent, because the consistency condition (Eq. (23)) and the Kuhn–Tucker [79] relations are satisfied in the 
stress-update calculations (Appendix).
9 
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Fig. 3. Model parameters.

3. Model calibration to experiments

The calibration of ductile damage models using conventional methods requires considerable experimental and numerical 
modelling effort. Since the fracture behaviour depends on the stress state, the traditional approach to calibrating damage models 
involves a series of experiments on specimens with geometries that induce specific stress states in order to determine the stress-state-
dependent fracture locus experimentally. This is often achieved by using variations of the tension, butterfly, notched or grooved 
specimens. Digital image correlation or reverse-engineering with numerical models, or both, are often required to determine obtain 
the fracture strains from these tests [25,80].

Recent work in the literature has achieved some success in simplifying this calibration process for certain cases, such as the 
SENB-based calibration procedure proposed by Coppejans and Walters [81] and the uniaxial-tensile-test-based procedure proposed 
by Xin and Veljkovic [82]. In a similar vein, this work reduces the experimental effort by calibrating the model parameters using the 
mechanical (force–displacement and energy) response of the uniaxial tensile test, the instrumented Charpy test and the single-edge 
notched bending test, while ensuring that the ductile fracture mechanism observed in the slant crack propagation behaviour is 
captured. A considerable range of triaxialities is involved, despite the relatively low number of tests (1∕3 pre-necking in the tensile 
test; ∼ 1.7 before crack growth in the Charpy; and ∼ 2.2 before crack growth in the SENB). Since tensile tests and instrumented 
Charpy tests are widely used and easily performed, the only significant effort arises in the single-edge notched bending test.

Fig.  3 summarises the material parameters of the present model and the associated calibration processes. The Young’s modulus 
𝐸 is obtained from the linear-elastic stiffness of the uniaxial tensile test, and the Poisson’s ratio 𝜈 is assumed to be 0.3. The plasticity 
parameters 𝜎𝑦, 𝜀𝑠ℎ,𝑝, 𝐾, 𝑛 and 𝜀0 are found from the pre-necking tensile behaviour as described in Section 2.1. The rate dependence 
parameters 𝐶 and 𝑞 are estimated using a least-squares fit of the Cowper–Symonds [22] curve to empirical data in the literature, 
while the other rate dependence parameters �̇�𝑝,𝑢𝑛𝑖 and �̇�𝑝0 are defined based on the quasi-static uniaxial testing rate, as described 
in Section 2.2. The thermal softening parameters 𝛩𝑚, 𝛩𝑟 and 𝑚𝑥 and the specific heat capacity 𝑐 are found from experiments on 
similar steels in the literature, as described in Section 2.4.

The damage parameters 𝐶1, 𝐶2, 𝐶3 and 𝐷𝑐 (with the linearity assumption of 𝑚 = 1) are found from the fracture behaviour in 
the tensile (Section 4), Charpy (Section 5) and SENB (Section 6) tests by calibrating them so that the experimental and simulated 
force–displacement curves agree. This involves simulating the three tests with a given set of damage parameter values, comparing 
the experimental and simulated force–displacement curves in all three tests, and repeating this while tuning the parameters until the 
force–displacement curves match for all three tests. Besides matching the overall shape of the force–displacement curves, attention is 
given to capturing the occurrence of slant fracture and agreement between the simulations and experiments in the fracture elongation 
𝐴, the Charpy energy 𝐶𝑣 and the maximum force of the SENB test to within 5%. The implication of this calibration approach is that 
only the 5 damage parameters require calibration using finite-element simulation of only 3 tests’ response histories, while the rest 
are taken directly from either the tensile test mechanical properties (𝜎𝑦, 𝜎𝑢, 𝜀𝑠ℎ,𝑝, 𝜀𝑢) or from empirical relations (strain rate data).

Additionally, deeper investigation into the relevance of the triaxiality dependence and the nature of the softening parameters, 
as discussed in Section 7, reveals that this calibration procedure can be further reduced to be based on only 2 key parameters, 
𝐶2 and 𝐶3, instead of all 5 damage parameters, for specific groups of steels with weak triaxiality dependence. In terms of the 
calibration effort required, this is an improvement from the approaches used for other coupled viscoplastic damage models. For 
example, Novokshanov’s [32] drop-weight tear test (DWTT) modelling approach involved 7 damage parameters and calibration to 9
different test specimen geometries. Another point of reference is Simha’s [33] DWTT modelling approach, which involved 8 damage 
parameters and calibration to only 3 tests but which also relied on adopting 6 damage parameter values from previous calibration 
of a specific steel. The present approach has a smaller number of calibration parameters, requires a smaller number of tests, and 
does not rely on damage parameter values obtained from calibrations of other materials.

The present model was separately calibrated for an S690QL [38] steel and an AH36 [39] steel to validate its capability to describe 
the behaviour in the 3 different mechanical tests simultaneously for a given material. The S690QL steel had a nominal thickness 
of 12mm and a measured thickness varying between 12.35 and 12.80mm. The AH36 steel had a nominal thickness of 11mm and a 
10 
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Table 1
Material parameter values for the S690QL and AH36 steels assumed in the simulations shown in 
Sections 4 to 7.
 (a) Plasticity and damage.
 AH36 S690QL 
 𝜎𝑦 [MPa] 381 836  
 𝜀𝑠ℎ,𝑝 [–] 0.0138 0.0438  
 𝜀0 [–] 0.0077 0.0413  
 𝐾 [MPa] 794.0 984.1  
 𝑛 [–] 0.0141 0.0192  
 𝐶1 [–] 0.20 0.47  
 𝐶2 [–] 1.90 8.50  
 𝐶3 [–] 0.20 0.47  
 𝑚 [–] 1 1  
 𝐷𝑐 [–] 1.3 1.3  
 (b) Rate dependence, thermal effects and elasticity.
 AH36 S690QL  
 𝐶 [s−1] 17 070.3 40524.5  
 𝑞 [–] 5.2 3.3  
 �̇�𝑝,𝑢𝑛𝑖 [s−1] 0.00025 0.00025  
 �̇�𝑝0 [s−1] 0.00025 0.00025  
 𝛩𝑚 [°C] 1500 1527  
 𝛩𝑟 [°C] 25 20  
 𝑚𝑥 [–] 0.8 1.071  
 𝑐 [J∕kg∕°C] 480 452  
 𝐸 [MPa] 208767 206064  
 𝜈 [–] 0.3 0.3  

measured thickness varying between 10.95 and 11.05mm. Uniaxial tensile, Charpy and SENB specimens were made using electrical 
discharge machining and then tested at ambient temperature.

The specimens were modelled using C3D8R elements in Abaqus [77], which are 8-noded hexahedral elements with reduced 
integration and hourglass control. The density 𝜌 of steel was assumed to be 7850 kgm−3. In the simulations of the quasi-static tests, 
mass scaling was applied in order to model the tests within a reasonable computation time. The simulations were checked to ensure 
that no inertial effects large enough to influence the solution significantly were introduced. The kinetic energy was less than 1% of 
the total internal energy except for the very brief period at the beginning in which the load application boundary first moves and 
the deformations are very small in comparison to the movement. No mass scaling was applied in the simulations of the dynamic 
Charpy tests. A coefficient of friction of 0.15 was assumed for the contact between the specimen and the external contact surfaces 
in the Charpy and SENB tests, with the exception of the two SENB support rollers, which were considered to be frictionless.

In the calibration process, it was seen that different calibration parameters led to different simulated fracture morphology, 
including fully flat, fully slanted and in-between situations with different amount of flat and slant fracture. However, the relationship 
between the calibration parameters and the transition behaviour between flat and slat fractures is outside the scope of the present 
study, and several other works in the literature have been dedicated to that topic (e.g. [83–85]). All test repetitions experienced 
some degree of slant fracture, and as will be seen in the following sections, all the calibrated simulations had slant fracture surfaces 
similar in character to that observed in the experiments, although the slant fracture area in the simulations was not always the same 
size as that observed in the experiments. In this regard, capturing the occurrence of slant fracture is used as an indicator that the 
correct mechanism is being modelled and gives confidence to the calibration and the validity of the simulations.

Table  1 shows the parameter values for each steel, including the calibrated 𝐶1, 𝐶2, 𝐶3, 𝑚 and 𝐷𝑐 , which capture the behaviour 
in the three tests well. The detailed results and discussion for each of the simulations are shown in Sections 4–6, respectively.

4. Uniaxial tensile test

Uniaxial tensile tests were performed according to EN-ISO-6892-1 [46] on 5.5mm and 6.0mm thick (approximately half-thickness) 
specimens machined from the AH36 and the S690QL plates, respectively. The transverse material direction was tested; i.e. the rolling 
direction was perpendicular to the longitudinal axis of the specimens. Flat proportional dog-bone specimens with a standard width 
of 25mm as given in IACS URW [86] were used. Table  2 shows the parallel length 𝐿𝑐 , gauge length 𝐿0, width 𝑊  and thickness 𝐵
of the specimens.

Only half the width of the specimen was modelled to save computational time, but the full specimen thickness and length up 
to a third of the grip area was considered in order to capture the asymmetric slant fracture mechanism. A mesh with an element 
size in the fracture zone of 𝑙𝑐 = 0.1mm was chosen as a result of a mesh convergence study, where 𝑙𝑐 is the geometric-mean-based 
characteristic element length, given by the cube root of the undeformed element’s volume. Furthermore, a sufficiently low aspect 
ratio between the longitudinal dimension of the elements and the through-thickness dimension of the elements was required in 
order to capture slant fracture, as identified by Li and Wierzbicki [28]. In the AH36 tensile test, the ratio was 1∕3, while in the 
S690QL tensile test which experienced greater straining, this ratio was as low as 1∕5.
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Table 2
Uniaxial tensile test specimen properties.
 Test 𝐿𝑐 𝐿0 𝑊 𝐵  
 prefix [mm] [mm] [mm] [mm] 
 S690QL STT 93.7 69.2 25.0 6.0  
 AH36 ATT 89.7 66.3 25.0 5.5  

Fig. 4. Experimental and simulated engineering stress–strain curves.

Fig. 5. Fracture morphology in the tensile test.

The use of the hardening parameters 𝑛, 𝐾 and 𝜀0, calculated from 𝜎𝑦, 𝜎𝑢, 𝜀𝑠ℎ,𝑝 and 𝜀𝑢 as outlined in Section 2.1, combined 
with the empirical rate-dependence behaviour assumed in Section 2.2, which take into account the changing strain rates due to 
necking [59,87], leads to a good estimation of both the pre-necking behaviour and the post-necking behaviour before the onset 
of fracture (Fig.  4). The onset of fracture corresponds to the start of the steep drop in the stress, which occurs when the most 
highly strained elements at the centre of the specimen attain 𝐷 = 𝐷𝑐 . However, the damage initiation strains and the attainment 
of 𝐷 = 1 are seen to play the largest role in determining when this drop occurs, because the material accelerates towards failure 
once 𝐷 = 1 occurs. The onset of softening and the onset of fracture happens almost simultaneously in these tensile simulations, 
such that material softening has a small effect in the post-necking, pre-fracture regime. So, the damage parameters are calibrated by 
choosing parameters for which the onset of fracture and the associated slope of the degradation in the simulation plot close to those 
of the experiments. The 𝐴, defined as the fracture elongation over the proportional gauge length from pieced-together tensile test 
fragments [46], was calibrated to within ±5% of the average of the experimental values ( Table  3). The minor discrepancy seen in 
the pre-damage-softening diffuse necking portion of the stress–strain curve could be attributed to the sensitivity of the localisation 
behaviour to the strain-rate dependence [59,87], and the response in this region could hence be improved by more accurate strain-
rate dependence modelling for the individual materials. However, since the focus of the study is on the ductile fracture behaviour, 
the present empirically derived curve-fitting parameters are assumed for the purpose of capturing the general trend and averaged 
rate-dependence behaviour for the given steels, and the calibration is performed on the damage parameters.

Fig.  5 shows that the simulation captures key ductile fracture features observed in both the AH36 and S690QL tensile tests, 
such as a necking zone, through-thickness slant fracture and through-width tapering of the fracture surface. The more pronounced 
thickness reduction at the centre of the neck observed in the S690QL tensile test than in the AH36 tensile test was also represented 
in the simulation.
12 
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Table 3
Experimental and finite-element comparisons for the tensile test properties.
 AH36 S690QL

 ATT1 ATT2 FEAa STT1 STT2 FEAa  
 𝐸 [MPa] 204865 208767 205142 214013 206064 204682 
 𝜎𝑦 [MPa] 379 381 381 840 836 837  
 𝜎𝑢 [MPa] 521 518 519 860 855 856  
 𝜎𝑦∕𝜎𝑢 [–] 0.73 0.74 0.73 0.98 0.98 0.98  
 𝜀𝑠ℎ [–] 0.0155 0.0157 0.0147 0.0480 0.0490 0.0389  
 𝜀𝑢 [–] 0.1566 0.1630 0.1650 0.0671 0.0668 0.0675  
 𝐴𝜀 [–] 0.2967 0.2986 0.2859 0.1635 0.1624 0.1621  
 𝐴 [–] 0.28 0.29 0.29 0.15 0.16 0.16  
a Note these are output values from the FEA results and not the input values to the FEA. The input 𝐸, 𝜎𝑦, 𝜎𝑢, 𝜀𝑠ℎ and 𝜀𝑢 for AH36 and S690QL 
simulations are taken from the experiments ATT2 and STT2, respectively, which result in the hardening parameters shown in Table  1.

Fig. 6. Half model of Charpy specimen with mesh refinement.

5. Charpy impact tests

Three instrumented Charpy impact tests [35,88] were performed on each steel grade for the transverse direction of the material, 
resulting in Charpy impact energies as given in Table  4. An MTS-E22 instrumented Charpy testing machine set up with a pendulum 
mass of 32.85 kg, a pendulum energy of 450 J and a striking speed of 5234mm s−1 was used. Half of the Charpy specimen was simulated 
(Fig.  6), with a plane of symmetry at half thickness, so that slant fracture could be captured. The mesh was refined in a mesh 
convergence study resulting in a chosen characteristic length 𝑙𝑐 of ∼0.06mm for the elements directly above the notch.

For each steel grade, the force–displacement plot (Fig.  7) of the test giving the median impact energy of the three is used 
for calibration of the material parameters. The energies calculated from the force–displacement extracted from the finite-element 
simulations were within 5% of the corresponding experimental Charpy impact energies ( Table  4). Fig.  7 shows both the simulations 
with and without thermal softening due to adiabatic heating. It is seen that adiabatic heating has a negligible effect on the force–
displacement curve for the AH36 simulation, while in the S690QL simulation, the effect is significant and serves to greatly improve 
the quality of the material model calibration, considering that a good calibration necessitates capturing the behaviour in the Charpy, 
SENB and tensile test simultaneously, and the SENB and tensile tests are assumed to be isothermal. The effect being greater in the 
S690QL steel correlates with the significantly higher notch toughness and Charpy impact energy of the S690QL steel in comparison 
with the AH36 steel ( Table  4), since the adiabatic heating is caused by the dissipated energy. This also corroborates the findings in 
studies by Tanguy et al. [68] and Seo et al. [69] that the adiabatic heating effect should not be neglected in simulations of ductile 
Charpy tests, despite the widely adopted practice in existing work on ductile Charpy modelling, e.g. [18,89–92], to neglect it. Hence, 
the adiabatic heating should be considered at least for ductile Charpy tests with high 𝐶𝑣.

Fig.  7 shows that the general shape of the force–displacement response was captured, although the post-peak drop in the force 
for the S690QL simulation occurred earlier than in the experiment. Figs.  8 and 9 show that the simulation captures the characteristic 
shear lips observed in both the AH36 and S690QL Charpy tests, although the amount of slant fracture was not accurately represented. 
The simulations predict larger shear lips in the AH36 than in the S690QL Charpy tests, while the reverse is seen in the experiments. 
The FEA correctly predicted a full separation of the specimen for the AH36. However, it underpredicted the amount of remaining 
ligament in the S690QL Charpy test, giving a response in which the specimen is just on the verge of full separation by the end 
of the test, while the specimen remains in one piece in the experiment. The calibration process focused on capturing the 𝐶  and 
𝑣
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Table 4
Experimental and simulated Charpy impact energies from the instrumented Charpy tests.
 Experimental 𝐶𝑣 [J] FEA 𝐶𝑣 [J]
 1 2 3 mean adiabatic isothermal 
 AH36 51.1 49.7 38.8 46.5 47.2 48.4  
 S690QL 197.2 217.7 204.2 206.4 209.4 223.2  

Fig. 7. Experimental and simulated Charpy impact force–displacement curves.

general shape of the force–displacement curve, since these are the more readily information available from Charpy tests in practice, 
particularly the 𝐶𝑣, such as is found in mill test certificates. The ability of the model to produce the approximate form of the shear 
lips gives confidence that the appropriate mechanism and stress state distribution shape are being accounted for. The contour plots 
of the stress state distributions will be discussed in more detail in comparison with the SENB fracture behaviour in Section 7.3.

While the fracture surface of AH36 shown in Fig.  8(c) is shiny and mostly flat, fractography with a scanning electron microscope 
has confirmed that it failed in a ductile, void-dominated failure mode.

6. Single-edge notched bending test

Full-thickness SENB tests were performed on the AH36 and S690QL steels according to ASTM E1820-23b [93]. The materials were 
tested in the direction transverse to the rolling direction; i.e. the material’s transverse direction was aligned with the longitudinal 
axis of the specimen. Table  5 shows the thickness 𝐵, width 𝑊 , length 𝐿, notch-mouth opening 𝑁 , notch width 𝑤, notch length 
𝑎𝑛, measured initial cracked length 𝑎0, compliance-estimated initial crack length 𝑎0𝑞 , measured physical crack extension 𝛥𝑎𝑝 and 
the compliance-estimated crack extension 𝛥𝑎𝑝𝑞 from the SENB tests. The fracture surface and the crack extension measurements are 
shown in Fig.  10.

For simplicity, the initial fatigue crack in the simulations was modelled as a flat straight-through crack with a constant through-
thickness length equal to the measured 𝑎 . The sharp crack tip ended in a node, as shown in Fig.  11. The mesh was refined in a 
0
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Fig. 8. Fracture morphology in the AH36 Charpy test.

Fig. 9. Fracture morphology in the S690QL Charpy test.

Table 5
Single-edge notched bending specimen properties.
 Grade Test name 𝐵 𝑊 𝐿 𝑆 𝑁 𝑤 𝑎𝑛 𝑎0 𝑎0𝑞 𝛥𝑎𝑝 𝛥𝑎𝑝𝑞   

All in [mm]

 AH36 AST3 10.9 21.9 101.1 88.0 3.0 0.32 9.7 12.47 12.57 2.57 1.42  
 S690QL SST3 12.3 24.0 110.3 96.0 3.0 0.32 10.7 14.93 15.17 0.70 0.85  

mesh convergence study resulting in a chosen characteristic length 𝑙𝑐 of ∼0.08mm for the elements in the crack area. Like the Charpy 
simulation, a half model with a plane of symmetry at half thickness was used so that slant fracture could be captured (Fig.  12).

The unloading compliance method based on the crack-mouth opening displacement (CMOD) was applied to both the experiments 
and the simulations in order to obtain force-CMOD (Fig.  13) and 𝐽 − 𝛥𝑎 curves (Fig.  14). Bending and rotation corrections for the 
SENB calculations paired with Bakker’s [94] compliance equations as suggested by Wallin [95] were used.
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Fig. 10. Crack length measurements.

Fig. 11. Schematic cross-section showing the meshing around the crack tip.

Fig. 12. Half model of SENB specimen with mesh refinement.
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Fig. 13. Experimental and simulated 𝐹 -CMOD curves.

Fig. 14. Experimental and simulated 𝐽 − 𝛥𝑎 curves.
17 
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Fig. 15. Experimental and simulated 𝛥𝑎 - CMOD curves.

The early-stage crack length estimates obtained from the compliance method applied to the finite-element simulation resulted 
in an underestimation of 𝑎 of up to ∼2mm at low CMOD (Figs.  15(a) and 15(b)) in comparison to the physically measured 𝑎0 which 
was also assumed in the simulation. This could be attributed to the inadequacy of the applied compliance methodology for capturing 
initial crack-tip blunting [96] as well as the discrepancy between the actual curved initial crack front (Fig.  10) and the assumed flat 
initial crack front in the simulation. Therefore, the ASTM E1820-prescribed [93] adjustment for 𝑎0𝑞 was applied using the (𝑎, 𝐽 ) data 
points excluding those determined at forces below the maximum precracking force, instead of using all the (𝑎, 𝐽 ) data points below 
the maximum achieved force. The crack growth values (Fig.  15) were calculated with respect to the corrected 𝑎0𝑞 , and a power 
curve was then fitted to the data points excluding 𝛥𝑎 values outside of the 0.15mm exclusion line in order to determine the critical 
𝐽𝑄 from the intersection with the 0.2mm offset line, according to standard procedure [93]. This excludes the early nonlinearities 
and crack-tip blunting effects, which make early compliance-based 𝑎 values non-realistic, from the determination of the 𝐽𝑄. This 
procedure likewise reduces the effects of the discrepancy in the simulated early-stage crack front geometry on the construction of 
the 𝐽 − 𝛥𝑎 curves.

The loss of stiffness in the SENB simulations is brought about by the material softening and element deletion that lead to a 
weakened and reduced cross-section in the simulated SENB specimen. Degradation in the elastic behaviour has not been accounted 
for, but the level of agreement between the experiments and the simulations in the compliance-based calculations [93] of the crack 
lengths (Fig.  15) suggests that the degradation in the flow stress accounts for the greater part of the stiffness degradation, such that 
degradation in the elastic behaviour may be neglected for the present purposes. If damage softening represents the void nucleation, 
growth, and coalescence mechanism, then it is reasonable to expect that damage softening could also be applied to the elastic 
parameters, but this was not evaluated in this study.

Crack lengths were also extracted from the finite-element model based on the crack plane formed by the deleted elements. The 
crack extension 𝛥𝑎 was calculated by dividing the area formed by the deleted elements by the minimum width at the crack plane, 
which was found to give similar 𝛥𝑎 values (within 0.05mm) as the nine-point method. The force-CMOD compliance needed in the 
procedure for calculating 𝐽 values were estimated from the FEA area-based 𝛥𝑎 using the conversions given by ASTM E1820 [93]. 
The results are shown in Figs.  14 and 15 under the label ‘FEA crack-plane method’.

Figs.  13 and 14 and Table  6 show relatively good overall agreement between the finite-element and experimental results. The 
calibration was performed based on the force–displacement curve (Fig.  13), hence the greater variance between the experimental 
and simulated 𝐽 -𝛥𝑎 (Fig.  14) than between the experimental and simulated force–displacement curves. Nonetheless, the simulated 
𝐽 -𝛥𝑎 curves perform surprisingly well considering the low number of unique testing conditions (3) used for calibration of the damage 
parameters in comparison to that seen in the modelling of similar tests in other works (6 in [96] and 4 in [97]). Other than the 
purposeful simplification of the material model and calibration procedure, the difference in the experiments and simulations could 
also be attributed to geometrical simplifications, such as the flat instead of curved shape of the assumed initial crack front and the 
subsequent difference in crack front shapes between the experiments (Fig.  10) and simulations (Fig.  14). The rollers in experiment 
rolling away from each other also slightly changes the span between the rollers, while the inter-roller distance is fixed in the 
simulation.

Fig.  16 shows that the FEA captures slant fracture behaviour seen at the free surface of the tests. However, the slant fracture 
occurs relatively late in the test, such that it does not have much effect on greater part of the 𝐽 -𝛥𝑎 curve. This and the tunnelling 
behaviour as shown in Figs.  10 and 14 will be discussed in more detail in Section 7.3 in relation to the Charpy tests.

7. Discussion

This section discusses key insights found from the modelling and calibration process which could help reduce the calibration effort 
in certain useful future situations concerning Charpy and fracture toughness correlations. First, the suitability and effectiveness of 
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Table 6
Experimental and finite-element comparisons for the SENB test.
 AH36 S690QL

 AST3 FEA SST3 FEA  
 𝐹𝑚𝑎𝑥 [kN] 6.27 6.26 13.15 13.41 
 𝐽𝑄 compliance [MJm−2] 0.082 0.057 0.257 0.349 
 𝐽𝑄 crack plane [MJm−2] – 0.050 – 0.279 

Fig. 16. Slant fracture in the SENB test.

the triaxiality independent assumption for the range of stress states involved in these simulations is exemplified for the present steels
with weak triaxiality dependence (Section 7.1). The useful similarity in the softening parameters between similar steels observed
in the present work and in the literature is noted (Section 7.2). Consequently, it is shown how the calibration procedure could be
reduced to be based on only 2 key parameters, 𝐶2 and 𝐶3, instead of all 5 damage parameters. Finally, the similarities and differences
in the crack propagation behaviour in the Charpy and SENB fracture toughness tests are discussed, highlighting in particular how
both display a similar tunnelling behaviour and a similar stress state evolution at key locations (Section 7.3).

7.1. Triaxiality and lode angle dependence (𝐶1, 𝐶2 and 𝐶3)

Sections 4 to 6 show that the present model is capable of capturing the behaviour in the different mechanical tests of the
AH36 and S690QL steels accurately using a fracture strain locus which is triaxiality-independent (𝐶1 = 𝐶3), although metals are
frequently found to fracture at smaller strains when subject to higher stress triaxiality [25,98]. According to Xue’s [99] investigation
of Bridgman’s experiments [98] on high-strength steels using a stress-based pressure- and Lode angle-dependent fracture criterion,
the pressure sensitivity of steels decreases with decreasing hardenability, increasing yield stress and increasing reference fracture
strain (defined at (𝜂, �̄�) = (0, 1)). Hence, the present steels under investigation can be expected to have low pressure dependence due
to the high fracture strains of both the AH36 and S690QL and the low hardenability of the S690QL, and this is corroborated by the
efficacy of the present stress-independent calibration of the fracture strain locus.

It is also worth noting that although the maximum triaxiality near a sharp crack tip is high (𝜂 = 2.5 [66] in the perfectly plastic,
plane-strain case), much of the damaging behaviour throughout the straining history of a typical element in the crack path of the
SENB and Charpy specimens is associated with lower triaxialities due to blunting effects [100]. Fig.  17 shows that for elements with
initially high triaxialities in the mid-thickness crack propagation path of the SENB and Charpy tests, the triaxialities drop off after
the peak at a low 𝐷 and has an average3 𝜂 between around 1.1 and 1.3 ( Table  7; 0.8mm above tip). The stress evolution for an
element at the initial crack tip as well as an element at an arbitrary distance of 0.8mm above the initial crack tip is observed, because
material at different distances from a crack or notch tip experience different regimes of behaviour in terms of stress states [100–102].
(0.8mm corresponds to roughly 5 times the experimentally determined 0.2mm offset critical CTOD of the AH36 and 8 times that of
the S690QL). For the tensile test, the average triaxiality of the centroidal element is around 0.5 in the AH36 and 0.7 in the S690QL
due to different extents of necking which cause the triaxialities to increase from their initial value of 0.33. The average triaxialities
of the key elements in the different tests varying between this smaller-than-expected range of 0.5 and 1.3, combined with the trend
of the pressure dependence to be weaker in higher triaxiality ranges than in the lower triaxiality ranges as shown by Xue [99],
limits the effect of the material’s pressure dependence on the behaviour in these tests.

3 The averages are calculated only over the range of 0 ≤ 𝐷 ≤ 1, because once 𝐷 reaches 1, deletion is imminent, with softening causing the plastic straining
to accelerate and the von Mises stress to approach zero, which in turn causes the 𝜂 to approach infinity.
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Fig. 17. Evolution of the triaxiality in key elements in the simulations. Unloading periods in the SENB simulations are omitted.

Table 7
Average triaxialities and Lode angles calculated over 0 ≤ 𝐷 ≤ 1 in key elements in the AH36 simulations.
 Plane Element AH36 S690QL

 𝜂 �̄� 𝜂 �̄�  
 Tensile test Half-thickness Centroid 0.47 0.67 0.69 0.34 
 Charpy test Half-thickness Notch tip 0.65 0.04 0.64 0.02 
 Half-thickness 0.8mm above notch tip 1.21 0.03 1.08 0.04 
 Free surface Notch tip 0.37 0.92 0.32 0.74 
 SENB test Half-thickness Crack tip 1.29 0.02 1.25 0.00 
 Half-thickness 0.8mm above crack tip 1.34 0.01 1.25 0.00 
 Free surface Crack tip 0.51 0.65 0.48 0.67 

Fig. 18. Evolution of the Lode angle in key elements in the simulations. Unloading periods in the SENB simulations are omitted.

At the same time, observations have been made by Xue [99] using his stress-based model as well as existing experiments [103,
104] that a lower strain hardening capacity is accompanied by an increase in Lode-dependence in the fracture strains. From Fig.  18, 
it is clear that there are regions that are dominated by significantly different deviatoric stress states in the test, such as �̄� close to 0 at 
the half-thickness symmetry and �̄� close to 1 at the free surface in the SENB and Charpy specimens, such that this Lode-dependence 
in the fracture strain will have a significant effect of the fracture behaviour.

It is seen that for the present steels, pressure sensitivity is low and Lode-dependence plays the key role of distinguishing the 
fracture behaviour observed in different geometries, such that the assumption of a Lode-dependent only fracture strain surface 
is sufficient for describing the behaviour in different mechanical tests to within reasonable accuracy. This quality has also been 
observed in Clausing’s experiments on several structural steels [99,103] and Banabic’s experiments [105,106] on aluminium alloy. 
Other examples of the successful use of Lode-dependent, triaxiality-independent ductile fracture models (primarily the maximum 
shear stress (Tresca) model) include applications to tests involving moderate triaxialities between 0.3 and 1 [80,99,107–111] and 
even higher triaxialities such as in the compact tension test [112] and the Charpy impact test [36]. However, these (except for [36]) 
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primarily involved the simulation of sheet metals subject to plane stress, in which the triaxiality dependence is implicitly accounted 
for through the one-to-one relationship between the Lode angle and triaxiality [80,112], regardless of the pressure sensitivity of the 
metal’s fracture behaviour.

The major advantage of assuming triaxiality independence is the reduction of the number of calibration parameters and the 
model calibration effort while still capturing the slant fracture mechanism and the force–displacement response in key tests for low-
pressure-sensitivity steels, at the cost of a slightly reduced model accuracy. Nevertheless, it should be noted that such models cannot 
capture the behaviour in axisymmetric [80,107] tests and should only be used for steels with low triaxiality dependence in the range 
of the triaxialities of interest. For example, it would not work for very-low-triaxiality-dominated, pressurised situations [98] (before 
the cut-off value [67]), because even metals with low pressure sensitivity in the medium to high triaxiality ranges are generally 
pressure-sensitive in the very-low-triaxiality range [99].

7.2. Softening parameters (𝑚 and 𝐷𝑐)

For simplicity, a linear relationship is assumed for the decay of 𝛽 with respect to 𝐷, such that 𝑚 = 1. The present value of 𝐷𝑐 = 1.3
for both AH36 and S690QL (both hot-rolled low-carbon structural steel plates) is close to the only other application of this version 
of the softening model to a hot-rolled low-carbon structural steel plate found in the literature [113], which was 𝐷𝑐 = 1.2 for Q460C 
steel. This is significant because a trend has been identified [63] where calibrations of the softening model to different low-alloy 
steel pipes (X65, X70 and X100) repeatedly resulted in similar values of 𝐷𝑐 , ranging from 2.1 to 2.3 [62,96,114]. Similarly, the 
two existing calibrations to the nickel–chromium Inconel alloy have resulted in 𝐷𝑐 values close to each other, i.e. 1.2 [115] and 
1.4 [97].

7.3. Similarities and differences between the charpy and SENB fracture behaviour

The evolution of the triaxiality in a typical element in the crack path above the notch tip of the Charpy and the crack tip of the 
SENB specimen (Fig.  17) reveals that when tunnelling starts, the triaxialities experienced in the Charpy test and the SENB are closer 
than would be expected based on the different sharpness of the initial crack and initial notch. Only the triaxialities of the elements at 
the Charpy notch tip and SENB crack tip are significantly different, where the average triaxialities in the AH36 simulations are 0.65 
and 1.29, respectively, due to the difference of the notch versus crack geometry, with similar values seen in the S690QL simulations 
( Table  7). However, the other elements above the Charpy notch tip experience a very similar triaxiality evolution and tunnelling 
process to that occurring in the SENB test. This is also seen in the 𝜂 distribution shown in the second row of contour plots in Figs. 
7 and 14.

In Figs.  7(a) and 7(b), the first column of contour plots corresponds to a frame close to the occurrence of the maximum force, the 
second column corresponds to a frame where around 70% of the Charpy impact energy has been dissipated, and the third column 
corresponds to the end of the simulation. In Figs.  14(a) and 14(b), the first column of contour plots corresponds to a frame close 
to the occurrence of the 0.2mm offset 𝐽𝑄; the third column corresponds to the end of the simulation, which is at the end of an 
unloading period after the simulated CMOD reaches a value close to them maximum CMOD achieved in the experiment; and the 
second column corresponds to a crack extension roughly halfway in between those of the two other columns. These figures show 
that the slant fracture in the SENB test only occurs to a small extent towards the end of the simulation, such that the 𝐽𝑄 and the 
majority of the greater part of the 𝐽 -𝛥𝑎 curve is not affected by slant fracture, while more extensive slant fracture is seen to occur 
in the Charpy test. Despite this, the stress states caused by the tunnelling geometry dominates the behaviour of most of the duration 
of the Charpy test. Even when 70% of the 𝐶𝑣 has been dissipated, the amount of slant fracture in the Charpy simulations is still 
relatively small, such that the stress state distributions in the both Charpy and the SENB simulations are still mainly determined by 
the tunnelling that occurs in both simulations. This can be seen by comparing the first and second columns of the contour plots in 
Figs.  7(a) and 7(b) with the contour plots in Fig.  13.

These plots also reveal that the Charpy simulation experiences purely tunnelling behaviour with no slant fracture until after the 
attainment of the maximum force, with the crack first propagating parallel to the initial crack through the whole width including 
the free surface. In the SENB simulation, the crack at the free surface propagates in a slant direction without first extending parallel 
to the initial crack. This is why the free surface crack-tip element in the SENB simulation is seen in Figs.  17 and 18 to accumulate 
only a small amount of damage 𝐷 before it stopped straining altogether: slant fracture starts in the element right below that, causing 
the crack not to progress parallel to the original crack (Fig.  16).

Therefore, the correlations between ductile 𝐶𝑣 and 𝐽 values are strongly related to the similar extensive tunnelling behaviour 
that occurs in the two tests, and the key difference that has to be accounted for in modelling the two correctly is capturing the rate 
dependence, thermal softening and dynamic effects in the Charpy test.

8. Conclusions and recommendations

A coupled rate-dependent plasticity model with damage softening and thermal softening has been presented and validated for 
the purpose of correlating Charpy V-notch toughness and SENB fracture toughness. Its ability to be calibrated using only the tensile, 
Charpy notch impact and SENB fracture mechanic tests and to simulate the force–displacement behaviour and ductile fracture 
characteristics in all these three tests simultaneously has been demonstrated for AH36 and S690QL steel.
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The suitability and effectiveness of various simplifications to the model for the purpose of practical engineering application have 
been substantiated. Sections 7.1 and 7.2 have outlined how triaxiality independence and empirical softening parameters can be 
assumed for certain steels to reduce the number of damage initiation parameters to two. Section 7.3 has demonstrated the strong 
similarities in the tunnelling behaviour and stress-state distributions in the Charpy and SENB tests at key locations and at key extents 
of progression of the tests, giving insight into the mechanical basis for the correlations between the two tests. These insights could 
also be used to reduce the calibration effort of damage mechanics models for these tests, given that the key differentiating factors 
of rate-dependence and adiabatic heating are correctly accounted for, since a calibration to the Charpy test effectively involves 
calibrating to a stress-state distribution and evolution range that is almost the same as that of the SENB test.

With this, a material modelling and calibration approach for the mechanics-based correlation between notch toughness in 
Charpy impact tests and fracture toughness in SENB tests has been established. Finally, it is worth noting that given its purpose, 
the approach has not been validated for the application to other mechanical tests and other stress state ranges: the calibration 
involves simplifications specifically effective for reducing calibration effort without sacrificing the ability to capture the behaviour 
in specifically these three tests. The future research outlook provided by the current work is to calibrate the model for various 
weakly triaxiality-dependent steels using widely available Charpy and tensile test properties, in order to predict how the fracture 
toughness from the SENB varies with these properties, providing numerically derived mechanics-based correlations between 𝐶𝑣 and 
𝐽 .

Two other notable findings peripheral to the central argument have been observed in the course of this work. First, the importance 
of the adiabatic heating effect for Charpy tests with high impact toughness and hence high 𝐶𝑣 has been shown, while this effect 
has been observed to be negligible in the ductile Charpy tests with low 𝐶𝑣. This provides nuance to the existing discussion in the 
literature, in which a few have recently pointed out the importance of accounting for this effect, while many more have shown 
good results even while ignoring it (Section 5). Second, the analytical approach of finding the plastic hardening curve parameters 
using the Considère criterion and only key points from the engineering stress–strain curve, being the yield stress, the length of the 
yield plateau, the ultimate stress and the uniform elongation, instead of the full engineering stress–strain curve, has proven to be 
effective for modelling the behaviour up to the necking point. This leads to the recommendation to include the reporting of yield 
plateau length and uniform elongation in the mill test certificates, enabling the modelling of pre-necking behaviour using only point 
data from the mill test certificate.
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Appendix. Stress-update algorithm for viscoplastic consistency model with damage softening and thermal softening

This is an implementation of the viscoplastic consistency model given by Wang et al. [40] coupled with the damage-softening 
model of Li and Wierzbicki [28], the Cowper–Symonds rate-dependent flow stress model [22], and the Johnson–Cook [41] thermal 
softening model.

Subscript 𝑗 − 1 refers to quantities from the previous (converged) finite-element analysis increment, and subscript 𝑖− 1 refers to 
the quantities of the previous return mapping iteration of the current increment. Symbols with neither subscript refer to the values 
from the most recent iteration in the current increment.

To find stress increment for current increment 𝑗: 
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1. Compute trial stress state: 𝝈𝒕𝒓𝒊𝒂𝒍 = 𝝈𝑗−1 + C𝛥𝜺𝑡
2. Evaluate yield function 𝑓 (𝝈𝒕𝒓𝒊𝒂𝒍, 𝜎𝑗−1)

• If 𝑓 ≥ 0: continue to plastic calculations in step 3.
• Else, check whether this is unloading:

i. If �̇�𝑣𝑝,𝑗−1 > 0: previous increment was plastic; so calculate 𝜎𝑡 using �̇�𝑣𝑝 = 0 and re-evaluate 𝑓 (𝝈𝒕𝒓𝒊𝒂𝒍, 𝜎𝑡). If 𝑓 ≥ 0: 
continue to plastic calculations in 3.

ii. Else, 𝝈 = 𝝈𝒕𝒓𝒊𝒂𝒍 and go to step 6.

3. Initialise zeroth iteration 𝑖 = 0

𝛥𝜆0 = 0
�̇�0 = 0
𝒏0 =

𝑑𝑓
𝑑𝝈

|

|

|

|𝝈=𝝈𝒕𝒓𝒊𝒂𝒍

𝛼0 =
√

2
3
𝒏 ⋅ 𝒏

4. For iteration 𝑖 = 1 to 𝑖𝑚𝑎𝑥 = 50

• Update plastic strains and stresses (and ℎ, 𝑠), and check yield functions based on 𝑛 and 𝛥𝜆 from last iteration:

(a) Calculate the components of plastic strain for current iteration:

𝛥𝜺𝒗𝒑 =
[

(1 − 𝑇 )�̇�𝒗𝒑 ,𝑗−1 + 𝑇 �̇�𝑖−1𝒏𝑖−1
]

𝛥𝑡
where 𝑇  is the interpolation parameter.

(b) Calculate components of new stress:

𝝈 = 𝝈𝑗−1 + C[𝛥𝜺 − 𝛥𝜺𝒗𝒑]

(c) Evaluate yield function 𝑓 using updated state variables:

i. Calculate 𝜀𝑝:

𝛥𝜀𝑝 = 𝛼𝑖−1𝛥𝜆𝑖−1
𝜀𝑝 = 𝜀𝑝,𝑗−1 + 𝛥𝜀𝑝

ii. Calculate �̇�𝑝:

�̇�𝑝 = 𝛼�̇�

iii. Calculate 𝜂, �̄�, �̄� (Eq. (2)), 𝑅 (Eq. (9)), 𝜀𝑓  (Eq. (10)), 𝐷 (Eq. (11)), 𝛽 (Eq. (12)) and 𝑋 (Eq. (19)).
iv. Calculate the current flow stress 𝜎 = �̄�𝑅𝛽𝑋, and ℎ and 𝑠 (Eqs. (28) to (33)) using the updated state 

variables above.
v. Evaluate 𝑓 (𝝈, 𝜎).

– If 𝑓 < 𝜇𝑓 ; where 𝜇𝑓 = 1 × 10−2 is the tolerance on 𝑓 , accept the stress update and go to step 7 (next 
integration point).

– Else, use the updated stress to find new 𝛥𝜆 and �̇� for the calculations in the next iteration:

𝒏 =
𝑑𝑓
𝑑𝝈

𝛼 =
√

2
3
𝒏 ⋅ 𝒏

𝑷 =
[

C−1 + 𝑇𝛥𝑡�̇�𝑖−1
𝜕𝒏
𝜕𝝈

]−1
 (Use the Sherman–Morrison [116] formula)

𝛥𝜆 = 𝛥𝜆𝑖−1 +
𝑓

𝒏 ⋅ 𝑷𝒏 + ℎ + 𝑠∕(𝑇𝛥𝑡)
�̇� = 𝛥𝜆

𝑇𝛥𝑡
− 1 − 𝑇

𝑇
�̇�𝑗−1

– Update 𝑖 = 𝑖 + 1 and go back to beginning of step 4.
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5. If (𝑘 > 𝑖𝑚𝑎𝑥 and 𝑓 > 𝜇𝑓 ) or otherwise nonconvergent (𝑓 =NaN), check whether last steps’s 𝐷 is within the tolerance 
𝜇𝐷 = max(0.05, 0.05

(

𝐷𝑐 − 1
)

) from 𝐷𝑐 . If yes, delete element.
6. Go to the next integration point and start from step 1.

Data availability

Data will be made available on request.
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