
Visually grounded fine-grained
speech representations learning

Tian Tian

Multimedia Computing Group - TU Delft



Visually grounded fine-grained
speech representations learning

by

Tian Tian
to obtain the degree of Master of Science

at the Delft University of Technology,
to be defended publicly on Tuesday August 25, 2020 at 10:00 AM.

Student number: 4818776
Project duration: November 1, 2019 – August 25, 2020
Thesis committee: Dr. Odette Scharenborg, TU Delft, Associate Professor

Dr. Elvin Isufi, TU Delft, Assistant professor
Dr. Nava Tintarev, TU Delft, Assistant professor

An electronic version of this thesis is available at http://repository.tudelft.nl/.



Contents

1 Introduction 2
1.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis outline and contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background and related work 6
2.1 Visually grounded speech representation learning . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Cross-modal retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 The reason for choosing cross-modal retrieval . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 The definition and types of cross-modal retrieval . . . . . . . . . . . . . . . . . . . . . 7

2.3 Deep neural network techniques for cross-modal retrieval . . . . . . . . . . . . . . . . . . . . 7
2.3.1 Deep neural network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Auto-Encoder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.3 CNNs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.4 RNN with its variants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.5 The attention mechanism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.6 Gradient-weighted Class Activation Mapping (Grad-CAM) [43] . . . . . . . . . . . . . . 13

2.4 Speech-image cross-modal retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Text-image cross-modal retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Datasets and Preparation 19
3.1 Datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1.1 Fine-grained datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Scene-based dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Image and Speech data pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 Image pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 Speech pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Approach 24
4.1 Model architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.1.1 Image encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1.2 Speech encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.2 Loss Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Experiments and Results 30
5.1 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.1.1 R(ank)@k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.1.2 Mean average precision (mAP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1.3 Med r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2 Training settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2.1 Pytorch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2.2 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3.1 Parameter sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3.2 Cross-modal retrieval on Flickr8k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3.3 Cross-modal retrieval on Fine-grained datasets . . . . . . . . . . . . . . . . . . . . . . 33
5.3.4 Ablation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.3.5 Research on image attention module . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

i



Contents ii

5.4 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.4.1 Parameter sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.4.2 Cross-modal retrieval on Flickr8k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.4.3 Cross-modal retrieval on Fine-grained datasets . . . . . . . . . . . . . . . . . . . . . . 35
5.4.4 Ablation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.4.5 Research on image attention module . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6 General discussion and conclusions 41
6.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.3 Future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Bibliography 44



Abstract

Visually grounded speech representation learning has shown to be useful in the field of speech rep-
resentation learning. Studies of learning visually grounded speech embedding adopted speech-image
cross-modal retrieval task to evaluate the models, since the cross-modal retrieval task allows to jointly
learn both modalities and find their relationships. Specifically, the two modalities, i.e., audio and visual,
were jointly embedded into a common space where the speech embeddings and the image embeddings
were learned in this process. The obtained embeddings were evaluated by cross-modal retrieval task to
see the model performance. Currently, the studies worked on visually grounded speech representation
learning trained on scene-based datasets, such as Flickr8k, etc., which learn different objects to infer a
new scene. The works that investigating the visually grounded speech representation model’s ability to
combine different attribute information to infer new objects are lacking. Therefore, this thesis presented
a visually grounded speech representation model trained on the fine-grained datasets that contain high
level details of objects to learn attribute information associated with objects to infer new objects. The
proposed model adopted dual-encoder structure and used different DNN models to extract visual and
audio features. An adapted batch loss was used to calculate the similarities between two modalities.
Experiments were conducted to test the model performance: 1) The parameter adjusting to obtain
a better-performed model. 2) Comparing with state-of-the-art models in speech-image cross-modal
retrieval field and fine-grained text-image cross-modal retrieval field. 3) Ablation studies to evaluate
components in the model. 4) Research on attention module to see its effectiveness. The results indicated
that the proposed model was able to learn the relationships between attributes and objects to retrieve
new visual objects and outperformed other visually grounded speech learning models.
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1
Introduction

Learning spoken language plays an essential role in some intelligent systems that need to interact with
humans, such as systems that require to recognize speech. Standard automatic speech recognition
(ASR) systems are trained based on large amounts of transcribed speech data. However, among the
around 7,000 languages in world, half of them do not have a written form [1], which called unwritten
language. For these unwritten languages, ASR is not available since the textual transcriptions are
lacking. Inspired by the way human infants learn and understand speech from exposure to spoken
language and from watching visual scenes and different gestures, recent research ([5, 11, 20, 31]) that
worked on speech learning learned the semantic embedding of spoken language by visual grounding. In
these studies, two modalities, i.e., audio and visual, were embedded into a common space in which the
speech embeddings and image embeddings were learned. The learned embeddings were evaluated by
speech-image cross-modal retrieval task that the instances of one modality are retrieved by the instances
of another modality. The better retrieval performance indicates the better learned embeddings.

• “A blonde horse and a blonde girl in a black sweatshirt are staring at a fire in a barrel ”

• “A girl and her horse stand by a fire.”

• “A girl holding a horse 's lead behind a fire .”

• “A man , and girl and two horses are near a contained fire.”

• “Two people and two horses watching a fire .”

• “The girl in the white strip is falling down as the girl in the blue strip challenges for the soccer ball .”

• “A soccer player in blue is chasing after the player in black and white”.

• “The girls are playing soccer .”

• “Two women in soccer uniforms playing soccer .”

• “Two young women on different teams are playing soccer on a field .”

Images Language descriptions

Figure 1.1: Examples of scene images and their corresponding language descriptions from Flickr8k dataset [15].

In the field of visually grounded speech representation learning, typically the speech representations
are learned based on scene image datasets such as Flickr8k [15], MSCOCO [27], and Places [56]. These
image datasets come with spoken captions which describe the corresponding scene images by describing
the objects occurred in images, the objects’ actions or states, and sometimes the attributes of the
objects. For instance, The left-hand side of Figure 1.1 presents images taken from Flickr8k dataset,
while the right-hand side of the figure show the corresponding image descriptions. For ease of the reader,
the captions are presented in text. These textual descriptions are not used during visually grounded
speech representation learning. For instance, the first image describes a scene which consists of different
objects, such as a horse, girl, fire, etc., and the objects’ actions or states, such as stand, staring,
holding, etc. Moreover, some combinations of attributes and objects can appear in the corresponding
captions to identify objects, such as “blond” (attribute) “horse” (object). Recent visually grounded
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speech embedding models [5, 11, 31] were learned based on the scene-based datasets and combined
different elements occurred in the images such as objects, actions or states, and sometimes attributes
of objects to retrieve new scenes. However, the models focus more on learning a complete scene that
contains different objects but not focuses on learning an object that contains attributes. Currently,
there are no related works of learning visually grounded speech embedding that focus on investigating
whether the model has the ability to learn attribute information to infer new objects. Recognizing the
relationship between attributes and objects to infer new instances by combining different attributes
and objects learned from known instances is an essential ability of human beings. For example, when
people are told that a "zebra" is a horse-like animal combined by its unique black and white striped
coat, people’s knowledge of "horse" and "black and white stripes" allows them to recognize zebras even
if they have never seen one before. Thus, in this thesis, I aim to train a visually grounded speech
representation learning model to investigate the probability of the model to learn attribute information
to infer new objects. However, in order to investigate this ability, databases that contain many attribute
and object pairs are needed. Fine-grained image datasets refer to the datasets that contain hard-to-
distinguish object classes, such as species of birds, flowers, etc. Fine-grained images from the same class
describe the same kinds of objects and the differences between different fine-grained image classes are
subtle. This characteristic of fine-grained image datasets makes the learned model pay more attention
to the attributes of objects to identify different objects. This kind of dataset provides me with the
chance to investigate whether new instances can be recognized by learning the relation of attributes
and objects. Figure 1.2 shows two bird images from the fine-grained dataset CUB-200 [48], and the
textual sentences on the right of each image are their corresponding captions. The two birds in the
two images are from different classes (bird species) but they are described in the same form, which
is the combinations of attributes and objects, i.e., brown body, white belly, yellow on its chest, etc.
According to the related methods [5, 11, 31] to learn visually grounded speech embeddings, a fine-grained
visually grounded speech embedding model can also be implemented by embedding fine-grained images
and corresponding speech descriptions jointly into a common space to learn their relationships and
evaluated by speech-image cross-modal retrieval task. If the model can be used to retrieve new bird
categories based on known bird images and their corresponding spoken captions, it can show the ability
to learn the relationships between attributes and objects, which have not been investigated by previous
works.

• “This small bird has a brown body with a bright yellow belly and white eyebrows and eye rings.”

• “This bird is black with yellow on its chest and has a long, pointy beak.”

• “This bird has a bright yellow breast, short black and white pointy beak, and white eyebrows.”

• “The small bird has a yellow belly, curved black bill and brown back.”

• “This bird is grey with yellow belly and has a long, pointy beak..”

• “This particular bird has a belly that is yellow and brown”

• “This little guy has a white belly, brown breast, and a blue crown and nape..”

• “This bird is blue, orange, and black in color with a stubby beak, and blue eye rings.”.

• “This colorful bird has a bright blue head, orange breast, and white belly.”

• “This bird has wings that are black and white and has a blue head and orange chest”

• “A bird with a blue head and a red breast with black wingbars.”

• “This bird has a bright blue crown and a brownish/red breast color”

Images Language descriptions

Figure 1.2: Examples of images from the CUB-200 dataset. In the captions, the words of attributes (in blue) and objects (in red) are
marked with different colors. [15]

In short, with this thesis I aim to investigate whether the visually grounded speech learning method
can learn the relationships between attributes and objects to infer new objects. To that end, I propose
a visually grounded fine-grained speech embedding network.

1.1. Research questions
The main research question of this thesis is:

Can the visually grounded speech representation learning model combine different
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attribute information to retrieve new visual objects?

According to the previous introduction and discussion to the main task of this thesis, the main
research question is given. The question is to investigate whether the proposed visually grounded
speech representation model to be able to learn attribute information and combine different attributes
and objects together to infer new objects. To implement this work, a specific task is needed. Related
works [10–12] adopted cross-modal retrieval task to evaluate the performance of their learned model.
Thus, the specific task will be investigated in this thesis. Moreover, fine-grained datasets contain
attribute and objects information in both images and captions, which can be used to learn the attribute
information. Thus, the datasets used in this thesis will also be investigated.

The models in related works [10–12] were all trained on deep neural networks. Recent years, deep
neural networks (DNN) show great potential in multimedia learning field, such as ASR [32], image
recognition [13], natural language processing (NLP) [46], etc. DNN-based speech-image retrieval meth-
ods [5, 10–12, 31] become mainstream in speech-image cross-modal retrieval field. Thus, DNNs will be
good alternatives to construct my speech-image cross-modal retrieval model. Moreover, the appropriate
structure of the model by using DNNs is a question to be investigated in this thesis.

In addition to the model structure, the loss function is also essential in the deep learning field. A
loss function is to optimize the parameter values in a neural network model. Loss functions map a
set of parameter values for the network onto a scalar value that indicates how well those parameters
accomplish the task the network is intended to do. To obtain a good-performing DNN model in this
thesis, an appropriate loss function for the proposed model is required. In cross-modal retrieval field
including speech-image retrieval and fine-grained image-text retrieval, there are several loss functions
proposed in the literatures [10, 41, 54, 55] that would be useful to my work and I will describe them in
the next chapter (chapter 2).

Specifically, in the deep learning field, the attention mechanism is developed rapidly for image
recognition [13] and natural language processing [46]. It was adopted to pay more considerable attention
to certain factors when processing the data. Thus, I considered whether the attention mechanism would
be useful for learning speech and image representations.

According to the previous discussions about the work of this thesis, the main research question can
be divided into sub-tasks to better look into the work. The relevant sub-questions are presented as
follow:

• What kind of tasks and datasets can be used to evaluate the ability of the learned speech embedding
model on inferring new visual objects?

• What is the appropriate deep learning model structure for feature extraction of speech and images?

• What is the appropriate loss function for the visually grounded speech representation learning
model?

• Is the attention mechanism useful for visually grounded speech semantic learning?

According to the first sub-question, the specific task will be introduced in chapter 2. Besides, the
datasets that used to evaluate the proposed model will be introduced in detail in chapter 3. In order
to answer the second sub-question, the deep learning model that is proposed in this thesis to learn
visually grounded fine-grained speech representation is introduced in chapter 4. The evaluation of
the proposed model is in chapter 5. According to the third sub-question, different loss functions will
be investigated and the appropriate one for the proposed model will be introduced in chapter 4 and
evaluated in chapter 5. In order to better look into the last sub-question, a comprehensive introduction
to the attention mechanism is presented in chapter 2. The specific implementation and evaluation of
the attention mechanism will be introduced in chapter 4 and chapter 5 respectively.

1.2. Thesis outline and contributions
This thesis consists of six chapters. The next chapter (Chapter 2) will provide a comprehensive theoret-
ical background on visually grounded speech representation and cross-modal retrieval. Some required
deep learning knowledge and related works in the visually grounded speech representation field will also
be discussed. In Chapter 3, the datasets used in this thesis and the pre-processing operations for the
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datasets will be discussed. In Chapter 4, the proposed model for visually grounded speech representa-
tion learning will be introduced. In Chapter 5, the experimental setup, the results obtained from the
experiments will be presented and discussed. Finally, this thesis will have a conclusion, a discussion for
the limitations of my work and future works for improvement in Chapter 6.

The main contributions of this thesis are presented in the following:

• A visually grounded speech embedding learning model was proposed in this thesis which was able
to learn fine-grained semantic information.

• Extensive experiments showed that the proposed method achieves state-of-the-art performance
for the speech-based image cross-modal retrieval task not only on the fine-grained datasets but
also on the scene image dataset Flickr8k.

• Using an adapted batch loss function, the performance of the model was substantially improved
for the retrieval task.

• A detailed analysis showed the effectiveness of the attention mechanism and other components in
the proposed model.



2
Background and related work

A comprehensive introduction to visually grounded speech model learning and related works of this
task will be shown in section 2.1, which gives a basic understanding of visually grounded speech rep-
resentation learning. Moreover, the specific task to evaluate my visually grounded fine-grained speech
learning is investigated to be cross-modal retrieval in section 2.1. An introduction to the cross-modal
retrieval task will be presented in section 2.2, which includes the reason to choose it (section 2.2.1), and
its definition and types (section 2.2.2). Among all types of cross-modal retrieval methods, DNN-based
cross-modal retrieval is the mainstream method and is adopted in this thesis. Its concept and several
related deep learning techniques are introduced in detail in section 2.3. In section 2.4, the speech-
image cross-modal retrieval task is introduced. Additionally, several speech-image retrieval methods
[5, 11, 31, 42] for this task will be introduced. I will compare the results of my proposed model with
those of the models of above-mentioned papers in chapter 5. Finally, some text-image cross-modal re-
trieval methods in [41, 54, 55] will also be introduced and compared with, because my model learned a
lot from these works. An introduction to the text-image cross-modal retrieval and the above text-image
retrieval methods will be presented in section 2.5.

2.1. Visually grounded speech representation learning
The meaning of a piece of speech can be obtained by learning its semantic information. Traditional
speech recognition systems usually transcribe speech into text information to learn the semantic infor-
mation of the speech. The transcription requires massive transcribed speech data. The cost of collecting
these resources is enormous, so it is no surprise that ASR is available for very few of the more than
7,000 languages spoken across the world [38]. People found that humans are capable of learning lan-
guage from raw sensory input, and furthermore learn to communicate long before they are able to read
[31]. Inspired by human learning and understanding language, many works have moved towards more
realistic inputs (visual input) instead of the textual input, while modelling speech [11].

Visually grounded speech representation learning has aroused much attention during the past few
years. Researchers considered to jointly learn visual and audio input to implement visually grounded
speech representation learning [10–12]. Harwath et al. [10] adapted text-based caption-image retrieval
(e.g. [21]) and showed that it is possible to perform speech-image retrieval to jointly learn speech and
image. Subsequently, in a series of studies by Harwath et al., [11, 12] use image captioning datasets to
learn spoken language from the visual context through a convolutional neural network model. Chrupala
et al. [5] projects spoken utterances and images to a joint semantic space to train a multi-layer recurrent
highway network model of language acquisition from visually grounded speech signal. Kamper et al.
[19] trained an image-to-words multi-label visual classifier to predict a set of words referring to aspects
of the scene, and then used soft labels to train a neural network to map spoken captions to these soft
unordered word targets. So that the speech model can predict which words occur in a spoken utterance.
Similarly, Kamper et al. [20] extended the work in [19] in which all utterances in a speech collection
that are semantically relevant to a given query keyword could be retrieved.

Above-mentioned works aim to learn visually grounded speech embedding with untranscribed speech
but through different forms of tasks. [5, 10–12] applied cross-modal retrieval task that the items in one

6
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modality could be retrieved by another to evaluate their models. [19, 20] focus on speech unit discovery
and spoken word prediction by visual labels. My thesis is more similar to the former papers. Thus,
cross-modal retrieval between speech and image is adopted to evaluate the performance of the proposed
model in this thesis.

2.2. Cross-modal retrieval
Cross-modal retrieval between two modalities allows users to get the results of one media type by
submitting a query of another media type [36]. Learning the relationships between two modalities
is the main idea of cross-modal retrieval of two media types. This thesis aims to learn the visually
grounded speech representation that involves the two modalities of speech and image. The reason for
choosing this task will be explained in the following. Subsequently, the concept of cross-modal retrieval
will be given.

2.2.1. The reason for choosing cross-modal retrieval
Since visually grounded speech representation learning is an abstract concept, it needs to be implemented
by a specific task. Most studies [5, 11, 12, 31] adopted cross-modal retrieval task, which can jointly
learn two modalities to find their relationships. The mainstream method of cross-modal retrieval is to
learn a shared space for features of different media types and measure the similarities among them in
one common space [36]. Thus, it provides a method to learn both modalities jointly and their relations.
Moreover, the retrieval is to rank the items in one modality by relevance to a query item in another
modality and vice versa, which could evaluate the performance of modality representation, such as
speech representation. Therefore, in this thesis, the cross-modal retrieval between image and speech
will be used to jointly learn two modalities and using the items of one modality to retrieve another.

2.2.2. The definition and types of cross-modal retrieval
In general, the definition [36] of cross-modal retrieval is as follows. I will use two media typess X
and Y as examples to give the definition for cross-modal retrieval. The training data is denoted as
Dtr = {X tr ,Ytr }, in which X tr =

{
x p

}ntr , where ntr represents the number of media instances for training
and xp denotes the p-th media instance. Similarly, Ytr =

{
y p

}ntr
. xp and yp represents instances of the

two modalities that describe relevant semantics and can be seen as matched pairs. For the datasets
divided into classes, such as fine-grained datasets, class labels for training data can be denoted as{

c X
p

}ntr
and

{
cY

p

}ntr
, which indicate the classes that the instances belong to. The goal of cross-modal

retrieval is to compute similarities sim
(

x p , y p

)
and retrieve relevant instances of one modality by a

query of another modality.
The main challenge of cross-modal retrieval is the problem of the "modality gap", which means that

the representation of different media types is inconsistent and located in different feature spaces. Thus,
it is challenging to measure the similarity between them. Many methods have been proposed to solve
this problem by analyzing the rich correlations in cross-modal data. As mentioned, the mainstream
method of cross-modal retrieval is "common space learning methods" that aims to learn the intermediate
public space for the characteristics of different media types and measure the similarity between them
[36]. Among the methods in common space learning, DNN-based methods take deep neural network
as the basic model and aim to make use of its strong abstraction ability for cross-modal correlation
learning. With the great advance of deep learning, recent works in speech-image retrieval [5, 10–12, 31]
apply DNN to learn both modalities. DNN has a strong ability to learn nonlinear relationships and is
the commonly used method that perform public space learning on data of different modalities. Thus,
this thesis will apply DNN-based common space learning method to implement image-speech retrieval
task. Next section will discuss the DNN-based cross-modal retrieval and introduce several essential
deep learning techniques.

2.3. Deep neural network techniques for cross-modal retrieval
With the rapid development of deep learning, deep neural networks (DNN) have shown their potential
in cross-modal applications. Inspired by the great success of DNNs in representation learning [26],
several DNN-based methods have been proposed to learn the complex nonlinear transformations for
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cross-modal retrieval. It turns out that deep neural network architectures and training schemes are
essential for cross-modal retrieval tasks [10–12]. A comprehensive introduction to DNNs and related
techniques is given in the following sections.

2.3.1. Deep neural network.
A deep neural network (DNN) is an artificial neural network (ANN) with multiple layers between
the input and output layers [17]. DNNs compose computations performed by many layers. Deep
architectures include many variants of a few basic approaches. Each architecture has found success
in specific domains, such as convolutional neural networks (CNNs) in computer vision [40], recurrent
neural network in natural language processing [29], etc.

DNNs used to model multimodal representation learning was first proposed in [33]. Following this
idea, some similar deep architectures are proposed and achieve improvement in cross-modal retrieval.
Recent works of DNN-based cross-modal retrieval between two modalities adopted an architecture that
consists of two subnetworks coupled at the code layers and jointly computes the correlation loss [36].
Some works consist of two auto-encoders, such as independent component multimodal auto-encoder
(ICMAE) [53] to jointly learn the two modalities in a shared space and reconstruct the original input
of one modality into another modality. Other works [10, 11] consist of two encoders (a part of the
auto-encoder), which dropped the decoder part of the auto-encoder, and only learn the embeddings of
two modalities to calculate the similarity. My model is also a two-encoder structure networks model.
Thus, before giving an introduction to the encoder, the auto-encoder is needed to be introduced.

2.3.2. Auto-Encoder.
The auto-encoder is an unsupervised learning technique in which people leverage neural networks for
the task of representation learning. In a standard auto-encoder presented in Figure 2.1, the network
can be viewed as consisting of two parts: an encoder function h = f (x) and a decoder that produces
a reconstruction r = g (h) [17]. Internally, h is a hidden layer. In the figure, input x is mapped to an
output r through an internal representation h. Traditionally, auto-encoders were used for dimensionality
reduction or feature learning, so they were designed to be unable to learn to copy the input perfectly.
They are forced to prioritize which aspects of the input should be copied and learned useful properties
of the data.

Figure 2.1: The general structure of an autoencoder [17]

Convolutional neural network (CNN) is often used to extract visual features. Harwath and Glass
[10] applied Region Convolutional Neural Network (RCNN) [8] to do the image feature extraction
which demonstrated the power of the CNN features in speech-image cross-modal retrieval. Thus, an
introduction to CNNs will be presented in the following.

2.3.3. CNNs.
In deep learning, convolutional neural networks are a special kind of multi-layer neural networks, which
are designed to recognize visual patterns directly from pixel images with minimal pre-processing [17].
The attractive feature of CNN is its ability to exploit spatial or temporal correlation in data. A CNN
is a feed forward multi-layer network, where each layer uses many convolution kernels for multiple
transformations [25]. Convolution operations help extract useful features from locally correlated data
points. The output of the convolution kernel is then assigned to a non-linear processing unit (activation
function), which not only helps to learn the abstraction, but also embeds the non-linearity in the feature
space.
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Recent years, the improvement of CNN models increased rapidly to make CNN scalable to large,
heterogeneous, complex and multi-class problems [22]. The innovation of CNNs has different aspects,
such as modification of processing units, parameter and hyper-parameter modification strategies, design
patterns and connectivity of layers, etc. [17] During the development of CNNs, different networks were
adopted in speech-image cross-modal retrieval task. Some commonly used CNN models in the speech-
image retrieval field were summarized roughly as below. [11][5][12] adapted VGG-16, [9][55] used VGG-
19, [41] used ResNet-101, [31][30] used ResNet-152, etc. VGG and Residual network are two types of
the CNN architecture, which are used frequently in the speech-image cross-modal retrieval task for the
image feature extraction. The two CNN networks will be discussed in the following.

VGG Neural Networks [45] are proposed by the Visual Geometry Group in [45]. The network
makes the improvement over AlexNet [24] by replacing large kernel-sized filters (11 and 5 in the first
and second convolutional layer, respectively) with multiple 3X3 kernel-sized filters one after another.
Multiple stacked smaller size kernel is better than the one with a larger size kernel because multiple
non-linear layers increases the depth of the network, which enables it to learn more complex features
and have lower cost.

VGG released two different CNN models, specifically a 16-layer model and a 19-layer model. The
main difference between the two VGG networks is the depth. The structure of the VGG network
is very consistent. From the beginning to the end, 3x3 convolution and 2x2 max pooling are used.
The advantage of VGG is the simple structure. The entire network uses the same size of convolution
kernel size (3x3) and maximum pooling size (2x2). Also, the combination of several small filter (3x3)
convolutional layers is better than one large filter (5x5 or 7x7) convolutional layer. It is verified that
the performance can be improved by continuously deepening the network structure.

However, VGG consumes more computing resources and uses more parameters (not the parameters
in 3x3 convolution), resulting in more memory usage. Most of the parameters are from the first fully
connected layer, and VGG has 3 fully connected layers. Compared with other methods, such as AlexNet
and GoogleNet [17], VGG has a large parameter space.

Residual Neural Network (ResNet) [13]. In 2015, the concept of skip connections introduced
by ResNet [13] for the training of deep CNNs gained popularity, and afterwards, this concept was used
by most of the succeeding networks. The residual network is one of the most successful convolutional
neural network architectures for feature extraction. Shortly after the first success of convolutional neural
networks, the scientific community realized that it was necessary to have a deeper network to avoid
overfitting the data set. However, stacking more layers in the network will cause the gradient vanishing
problem which makes the gradient infinitely small and meaningful learning no longer possible. The core
idea of ResNet is introducing a so-called “identity shortcut connection” that skips one or more layers,
as shown in the Figure 2.2.

Figure 2.2: Example for a residual layer [13]

The logic behind the residual unit to solve the gradient vanishing problem can be explained as
follows. Imagine a network A whose training error is x. Now build Network B by stacking more layers
on top of A. These new layers do nothing, just copy the output of the previous A. These new layers
are called C . This means that network B should have the same training error as A but in fact B is
worse. The only reason is that it is not easy to learn the identity mapping with the added layer C .
In order to solve this problem, the residual module establishes a direct connection between input and
output, so that the newly added layer C only needs to learn new features based on the original input
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layer, that is, to learn the residual. Using the residual module, a 152 layers residual network can be
trained. The accuracy of ResNet is higher than VGG, and the calculation efficiency is also higher than
VGG according to [13]. ResNet mainly uses 3x3 convolution, which is similar to VGG and insert a
short-circuit connection into the residual network.

Figure 2.3: Architectures for different forms of ResNet from [13]. The size of building blocks is show in brackets, with number of blocks
stacked.

Since the ResNet is more relevant to my work, the detailed internal structure of different forms of
ResNet will be introduced. There are five main forms of ResNet: ResNet-18, ResNet-34, ResNet-50,
ResNet-101 and ResNet-152. Figure 2.3 shows the 5 different internal architectures of ResNet. Each
network consists of three main parts: input, output and intermediate convolution part. Although ResNet
has rich variants, they all follow the above-mentioned structure. The differences between networks are
mainly in the block parameters and the convolution part. Two blocks were proposed in [13], one is a
basic block and the other is a "bottleneck" building block, as shown in Figure 2.4. In the figure, the left
one is Basic Block, which is used for ResNet with less than 50 layers (usually ResNet18, ResNet34). The
right is "BottleNeck" building block, which is used for ResNet greater than or equal to 50 layers (usually
ResNet50, ResNet101, and ResNet152). In a deeper network, BottleNeck contain fewer parameters, but
can also maintain the performance improvement. However, from ResNet50 to ResNet152, top5-error
decreased by 1% (top1-error did not even 1%), but FLOPs (floating point operations per second)
increased by about 3 times. Thus, it is important to choose the appropriate network for specific task.

Figure 2.4: Two deeper residual functions in [13]. Left: a building block (on 56×56 feature maps) for ResNet34. Right: a “bottleneck”
building block for ResNet-50/101/152.

Harwath and Glass [10] treated speech frames as 1-channel images to use CNNs to encode speech.
However, recurrent neural networks (RNN) have been shown to well deal with sequence data such as
speech. For example, some RNN variants, such as Gated Recurrent Unit (GRU) and long short-term
memory (LSTM) [14], have been applied to encode speech [5][31]. Thus, the next section will discuss
the RNN and its variants.
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2.3.4. RNN with its variants.
Recurrent Neural Networks (RNNs) are a class of neural networks that allow previous outputs to be used
as inputs and having hidden states. RNNs can use their internal memory to process arbitrary sequences
of inputs. In general, the CNN and DNN are not good at dealing with the temporal information of
input data. Therefore, in research areas that contain sequential data, such as text, audio, and video,
RNNs are dominant. In RNN, the data travel both forward and backward by introducing loops in the
network. However, when data passes through units in RNN for a long time, the connection of related
information may be lost. As a result, some variants of RNNs were proposed to preserve the relevant
information in the data, such as Gated Recurrent Unit (GRUs) [4], Long Short-Term Memory (LSTM)
[14], etc.

LSTM [14]. When RNNs are used to train long sentences, the shortcoming of RNNs of not capable
to handle long-term dependencies emerges. As the gap between the related inputs grows, it is difficult
to learn the connection information. Thus, LSTM was proposed, which improved the memory capacity
of the standard recurrent cell by introducing a “gate” into the cell. Figure 2.5 shows an LSTM cell. In
the figure, there are two states to convey information in LSTM which are cell state and hidden state.
Comparing to traditional RNN, LSTM adds a cell state that able to store long memory in the network.
c(t −1) and c(t ) represent the cell state at time t −1 and t respectively. The LSTM has the ability to
remove or add information to the cell state, regulated by gates. h(t −1) and h(t ) denote hidden states.
x(t ) is the input at time t . The key to LSTMs is the cell state, the horizontal line running through the
top of the diagram. The sigmoid(σ) layer outputs numbers between zero and one, describing how much
of each component should be let through. The tanh layer is to push the values to be between 1 and 1.
Thus, the whole LSTM can be divided into following steps.

Figure 2.5: The Long Short-Term Memory (LSTM) cell [14]

The first step is to decide what information is going to be forgotten from the cell state. This decision
is made by sigmoid(σ) layer called the “forget gate layer.” It looks at h(t −1) and x(t ), and outputs a
number between 0 and 1 for each number in the cell state C (t −1). Here:

f (t ) =σ(
W f · [h(t −1), x(t )]+b f

)
(2.1)

The next step is to decide what new information is going to be stored in the cell state. This has two
parts. First, a sigmoid(σ) layer called the “input gate layer” decides which values to be updated. Next,
a tanh layer creates a vector of new candidate values, C ′(t ), that could be added to the state. In the
next step, they are combined to create an update to the state. The functions are formulated as:

i (t ) =σ (Wi · [h(t −1), x(t )]+bi )

C ′(t ) = tanh(WC · [h(t −1), x(t )]+bC )
(2.2)

The third step is to update the old cell state C (t −1) into the new cell state C (t ). The formula is shown



2.3. Deep neural network techniques for cross-modal retrieval 12

below:
C (t ) = f (t )∗C (t −1)+ i (t )∗C ′(t ) (2.3)

Finally, it needs to decide what is going to be outputted. First, a sigmoid layer is run which decides
what parts of the cell state is going to be outputted. Then, the cell state is going through Tanh and
multiply it by the output of the sigmoid gate. The functions are formulated as:

o(t ) =σ (Wo [h(t −1), x(t )]+bo)
h(t ) = o(t )∗ tanh(C (t ))

(2.4)

Thus, in LSTM, the gates could control what information to preserved and which is forgotten.
Because of their powerful learning capacity, LSTM works tremendously well and have been widely used
in various kinds of tasks, such as NLP [29], speech recognition [18], etc.

Gated Recurrent Unit(GRU) [4]. Another RNN variant commonly used in natural language
representation is the Gated Recurrent Unit. Like LSTM, it is also proposed to solve the problems of
long-term memory. The performance of GRU and LSTM are almost the same in some cases, but GRU is
computationally cheaper [47].Compared with LSTM, the GRU has fewer parameters which can greatly
improve the training efficiency. Besides, GRUs have been shown to exhibit even better performance
than LSTM on certain smaller datasets [6].

Figure 2.6: The Gated Recurrent Unit (GRU) cell [17]

Figure 2.6 shows the architecture of a GRU cell. The input and output structure of GRU is the
same as that of a normal RNN, and its internal structure is similar to a LSTM, with some gates. A
GRU combines the forget gate and input gate from the LSTM into a single "update gate", and merges
the cell state and hidden state. The resulting model is simpler than the standard LSTM model and is
becoming more popular. The two gates of GRU, reset gate rt (see Eq. 2.5) and update gate zt (see Eq.
2.6), have the same calculation method.

rt =σ (Wr xt +Ur ht−1 +br ) (2.5)

zt =σ (Wz xt +Uz ht−1 +bz ) (2.6)

The calculation of the candidate hidden layer h̃t is as follows:

h̃t = tanh(W xt + rtUht−1) (2.7)

Which can be regarded as new information at the current moment, where rt is used to control how
much previous memory needs to be retained, for example, if rt is 0, then h̃t contains information about
the current word only. Finally, zt controls how much information needs to be forgotten from the hidden
layer ht−1 at the previous moment, how much hidden layer information h̃t needs to be added at the
current moment, and finally ht is obtained. The difference between this process and LSTM is that there
is no output gate in GRU, which saves many parameters. The equation is shown below:

ht = (1− zt )∗ht−1 + zt ∗ h̃t (2.8)

For GRU and LSTM, on one hand, GRU has fewer parameters, the training time is shorter and
requires less data to generalize. On the other hand, if there is enough data, the strong expressive power
of LSTM may produce better results.
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2.3.5. The attention mechanism.
In addition to above deep neural networks, some new techniques have been proposed, such as "atten-
tion", to deal with feature representation. The essence of the attention mechanism is inspired by the
human visual attention mechanism. Roughly speaking, when our vision perceives things, it is generally
not a scene that is seen all the time from beginning to end but is often observed and pays attention to
a specific part according to needs. When people find that a scene often shows something they want to
observe in a certain part, people will learn to focus on that part when a similar scene appears again
in the future. In fact, the attention mechanism is actually a series of attention distribution coeffi-
cients, that is, a series of weight parameters. When some regions are learned to be focused on, the
attention mechanism allocates high weight to those regions. The attention mechanism can improve the
ability of the neural network to process information just like how the human brains handle overloaded
information.

The attention mechanism is widely applied in many fields, such as natural language processing
(NLP) [29], computer vision [7], etc. However, different applications have different kinds of attention
mechanism. In the fields of NLP, the attention mechanism is usually used to learn natural language
which can be represented as a sequence, while for the computer vision tasks, such as object detection
and image recognition, the input will be an image which do not contain any sequence information.
Thus, based on different applications, two types of attention mechanism are adopted.

RNN-based attention. In general, RNN and its variants can be trained in a sequence-to-sequence
(seq2seq) architecture which has an input layer, an output layer and an autoencoder between input and
output. However, the traditional seq2seq model lacks discrimination of the input sequence, therefore
the attention mechanism is introduced in [4] to solve this problem. The attention mechanism computes
weights of each hidden states and learns the alignment between the input sequence and the output
sequence. Recent years, different types of RNN-based attention mechanism have been proposed, such
as global attention [28], local attention [28] and self-attention [46], where self-attention performs the
best. The traditional attention mechanism calculates the weights based on the hidden state of the
source sequence and target sequence, and the result is the dependency between each word on the source
sequence and each word on the target sequence. The self-attention is different. It is carried out in the
source sequence and the target sequence respectively which can capture some syntactic features between
words in the one sentence. Thus, after using the self-attention mechanism, it will be easier to capture
the long-distance interdependent features in the sentence.

Attention in computer vision. In the field of image recognition, it is usually used to classify
the objects in the image. For example in an image recognition task, a bird is classified to recognize
its species. In order to distinguish different birds, in addition to grasping the picture as a whole,
more attention is paid to local information, such as head, body, feet, etc., while for the background
information in the image is not necessary for the bird recognition. Therefore, the introduction of the
attention mechanism in the field of image recognition allows the deep learning model to pay more
attention to certain local information.

2.3.6. Gradient-weighted Class Activation Mapping (Grad-CAM) [43]
Although the CNN model shines in various tasks, it has always been criticized for lack of interpretabil-
ity. In response to this problem, in the past few years, in addition to seeking explanations from the
theoretical level, researchers have also proposed some visual methods to intuitively understand the in-
ternal mechanism of CNN. Grad-CAM was proposed based on CAM [56], which both methods have
done a relatively sufficient study on the visualization technology of Class Activation Map. Before intro-
duced Grad-CAM, CAM is needed to be mentioned. When studying global average pooling (GAP), the
authors of CAM found that GAP is not only a regularity, but also reduces over-fitting. After a little
improvement, it can make CNN have the ability to locate. Though the RCNN has been explained that
CNN contains the location information of the target, when performing the classification task, the fully
connected layer is introduced and discards the spatial location information of the target. Thus, CAM
replaced the fully connected layer by GAP in the last convolutional layer, which will output the average
of each feature map, and then perform a weighted summation to get the final output. Correspondingly,
the weight of the classification layer could be used to weight the last layer of feature map. Usually the
value of each position on the feature map is activated when there is a certain pattern in its perception
field, and the final class activation map is a linear combination of these patterns. For simplicity, the
authors directly used upsampling to restore the class activation map to the same size as the original
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image. By superimposing, we can know which areas are closely related to the final classification result.
Unlike CAM, the feature weighting coefficient of CAM is the weight of the classifier, and the weight-

ing coefficient of Grad-CAM is obtained through back propagation. Although CAM is simple, it requires
to modify the structure of the original model, which needs to retrain the model. If the cost of training
is very high, it is almost impossible to retrain for the CAM. Thus, Grad-CAM was proposed to solve
the problem. It uses the global average of the gradient to calculate the weight. First, the definition of
the weight of feature map k to classification c is:

αc
k =

global average pooling︷ ︸︸ ︷
1

Z

∑
i

∑
j

∂yc

∂Ak
i j︸ ︷︷ ︸

gradients via backprop

(2.9)

Then the result is weighted on the last layer of feature maps, and linearly combined to the ReLu
activation function to get:

Lc
Grad−CAM = ReLU (

∑
k
αc

k Ak

︸ ︷︷ ︸
linear combination

) (2.10)

The size of the obtained heatmap is consistent with the size of the feature map.

2.4. Speech-image cross-modal retrieval
As mentioned, speech-image cross-modal retrieval is adopted to evaluate the visually grounded speech
embedding learning task. Different models have been proposed to learn the image and speech represen-
tation in speech-image cross-modal retrieval field. Four models will be used to compare with my model
are shown in Table 2.1. In the table, each row represents a method to be compared. The first column
represents the reference of each method. The second column and third column show the model of both
encoders in each work. If there is a work containing multiple models or tasks, the best performed model,
or the most related model is shown. The fourth column is the loss function corresponds to their models.
The last column shows the datasets that used to train their models. Harwath et al.[11] proposed a
classical model that have dual-encoder to encode the two modalities. Merkx et al.[31] proposed a state-
of-the-art model which used advanced DNN technologies, such as the attention mechanism. These two
models [11][31] will be reproduced in this thesis to compare with my model that trained on fine-grained
datsets. Chrupała et al.[5] and Scharenborg et al.[42] presented multiple tasks in their work. The
image-speech cross-modal retrieval task is one of their tasks. Their models trained on the Flickr8k
dataset which can be directly compared with my model that trained on the Flickr8k dataset. Moreover,
Merkx et al.[31] also trained on the Flickr8k dataset, which will also be compared with my model that
trained on the Flickr8k dataset. A comprehensive introduction to the above-mentioned methods will
be given as follows.

Table 2.1: Networks, loss functions and the datasets that used to train the models in different comparison works.

Method Image encoder Speech encoder Loss function Dataset

Harwath et al.[11] VGG-16 CNN bi-modal triplet loss Places [56]

Merkx et al.[31] ResNet-152
CNN + Bi-GRU

+ Attention
bi-modal triplet loss Flickr8k [15]

Chrupała et al.[5] VGG16 CNN + Attention bi-modal triplet loss Flickr8k
Scharenborg et al.[42] VGG16 pBLSTM bi-modal triplet loss Flick8k

Unsupervised Learning of Spoken Language with Visual Context [11]. The authors in-
vestigate deep neural network architectures for the purpose of learning high-level semantic concepts
across both audio and visual modalities. They adopted dual-encoder structure for their model which
one encoder is the image encoder and another is the speech encoder. For the visual encoding, VGG16
layer network was used to process the images. They discarded the classification layer and took the
4096-dimensional activations of the penultimate layer to represent the input image features. For the
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speech encoding, the authors used a log mel-filterbank spectrogram to represent the spoken audio cap-
tion associated with each image and treated the spectrogram as a 1-channel image to extract features
by CNNs. The model was designed to calculate a similarity score for any given image and caption pairs,
where the score should be high if the caption was relevant to the image and low otherwise. The final
layer of each branch outputs a vector of activations, and the dot product of these vectors is taken to
represent the similarity between the image and the caption. The loss is the bi-modal triplet loss that is
similar to a standard triplet loss [3]. The triplet loss function is defined as:

L =
B∑

j=1
max

(
0,Sc

j −Sp
j +1

)
+max

(
0,Si

j −Sp
j +1

)
(2.11)

Where each batch consists of B ground truth pairs, each of which is paired with one impostor image
and one impostor caption randomly sampled from the same batch. Sp

j denote the cosine similarity score
between the j -th ground truth pair, Sc

j is the score between the original image and the impostor caption
and Si

j is the score between the original caption and the impostor image. This loss function encouraged
the model to assign a higher similarity score to a ground truth image/caption pair than a mismatched
pair by a margin of 1.

Language learning using Speech to Image retrieval [31] proposed a state-of-the-art model
which was also a dual-encoder architecture model with one for the image encoding and another for the
speech encoding. The two encoders were trained to make the embeddings of an image-caption pair lie
close to each other in the embedding space. For the image encoder, the image features were extracted by
a pre-trained image recognition model: ResNet-152 [13]. For the speech encoder, the authors used two
types of acoustic features: Mel Frequency Cepstral Coefficients (MFCCs) and Multilingual Bottleneck
(MBN) features, and started with an embedding layer (for text caption encoding, not for speech caption)
and then fed into an RNN, followed by a self-attention layer. Their loss function is also the bi-modal
triplet loss as used in [11], shown in Equation 2.11.

Representations of language in a model of visually grounded speech signal [5] used a
multi-layer, gated recurrent neural network (RHN) to model the temporal nature of speech signal. The
model consists of two parts: a speech encoder, and an image encoder. The speech encoder starts from
MFCC speech features, while the image encoder starts from features extracted with a VGG-16 pre-
trained on ImageNet, then goes through a simple linear projection, followed by normalization to unit
L2 norm:

enci (i) = unit(Ai+b) (2.12)

The speech encoder consists of a 1-dimensional convolutional layer, whose output feeds into a Recurrent
Highway Network with 4 layers and 2 microsteps, whose output in turn goes through an attention-like
lookback operator, and finally L2 normalization:

encu(u) = unit
(
Attn

(
RHNk,L

(
Convs,d,z(u)

)))
(2.13)

The loss function is same as the bi-modal triplet loss used in [11], shown in Equation 2.11.
Speech Technology for Unwritten Languages [42] presents three speech technology applica-

tions, which are end-to-end (E2E) speech-to-translation, speech-to-image retrieval and image-to-speech.
Here, the second task which is speech-to-image retrieval will be mainly discussed since it is the closest to
my work. Images are pre-trained using VGG16. The speech encoder starts from MFCC speech features
and is modeled as a pyramidal bidirectional long-short term memory network (pyramidal biLSTM): a
bi-LSTM with three hidden layers. The loss function is also the bi-modal triplet loss shown in Equation
2.11.

The above four papers mainly focus on visually grounded speech representation learning that using
speech-image cross-modal retrieval.

2.5. Text-image cross-modal retrieval
The text-image cross-modal retrieval task has many applications, such as image captioning [21], image
labeling [40], etc., which attracts a lot of interests. Methods in text-image cross-modal retrieval have
been developed rapidly and diversified. Some advanced models and loss functions of text-based image
retrieval can be extended to learn visually grounded speech representation, such as [41, 54, 55]. In
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[10][11], the authors adapted text-based caption-image retrieval [21] to learn their speech-image cross-
modal retrieval models. Since my work focuses on learning fine-grained image-speech retrieval which
does not have any experience in speech-image cross-modal retrieval field, it is necessary to learn from
current works in fine-grained caption-image retrieval, such as text-image cross-modal retrieval. More-
over, some text-image cross-modal retrieval works worked heavily on solving the problems which are
the large variance of different modality types of input and the difficulty of measuring the distance be-
tween the multi-modal features. The above works will be useful to help my work. Three text-image
cross-modal retrieval models [41, 54, 55] are chosen to be comparison methods to be compared with my
model in chapter 5.3, since all of the three works trained their models on fine-grained datasets, such as
CUB-200 [48], Oxford-102 [35], etc. Table 2.2 summarizes the three text-to-image models’ networks,
loss functions and datasets that used to train their models. Their text encoder will not be introduced
in this thesis.

Table 2.2: Networks, loss functions and datasets used to train the models in different comparison works.

Method Image encoder Loss function Dataset

Zhen et al.[55] VGG-19 model proposed loss Wikipedia [37]
Zhang and Lu[54] MobileNet [16] softmax loss CUB-200 [48] & Oxford-102 [35]

Sarafianos et al.[41] ResNet152
KL divergence loss +

matching loss + adversarial loss
CUB-200 & Oxford-102

Deep Supervised Cross-modal Retrieval [55]. Zhen et al. [55] presented a novel cross-modal
retrieval method, called Deep Supervised Cross-modal Retrieval (DSCMR) that aims to find a com-
mon representation space, in which the samples from different modalities can be compared directly.
Specifically, DSCMR minimizes the discrimination loss in both the label space and the common repre-
sentation space to supervise the model learning discriminative features. The entire model includes two
sub-networks, one for the image encoding and another for text encoding. The convolutional layers of
the deep neural network for image modality are the VGG-19. They generated 4, 096-dimensional fea-
ture vector from f c7 layer (the seventh layer which is a fully connected layer) as the original high-level
semantic representation for image encoding. To ensure that the two sub networks learn the common
representation space in the form of images and text, they force the two to share the weights of their last
layer. Intuitively, this can generate as similar representations as possible for images and text samples
from the same category. Finally, a linear classifier with the parameter matrix is connected to these
two sub-networks to learn discriminative features by exploiting the label information. The objective
function contains three parts: the discrimination loss in the label space, the discrimination loss of all
samples from both modalities and modality invariance loss. The discrimination loss in the label space
is defined as:

J1 = 1

n

∥∥PT U−Y
∥∥

F + 1

n

∥∥PT V−Y
∥∥

F (2.14)

where ‖ů‖F denotes the Frobenius norm, P is the projection matrix of the linear classifier. The discrim-
ination loss of all samples from both modalities in the common representation space directly is defined
as:

J2 = 1

n2

n∑
i , j=1

(
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(
1+eΓi j

)−Sαβi j Γi j
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+ 1
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+ 1
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)
︸ ︷︷ ︸

text modality

(2.15)

To eliminate the cross-modal discrepancy, the modality invariance loss was proposed to minimize the
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distance between the representations of all image-text pairs. Technically, it was formulated as follow:

J3 = 1

n
‖U−V‖F (2.16)

The overall loss function of the method DSCMR is:

J =J1 +λJ2 +ηJ3 (2.17)

where the hyper-parameters λ and η control the contributions of the last two components, and n is the
number of the input instances.

Overall, the model DSCMR learns the common representations which are both discriminative and
modality-invariant for cross-modal retrieval. The model achieved its goal by minimizing the discrimi-
nation loss (in the common representation space and the label space) and the modality invariance loss
simultaneously.

Deep Cross-Modal Projection Learning for Image-Text Matching [54] proposed a cross-
modal projection matching (CMPM) loss and a cross-modal projection classification (CMPC) loss for
learning discriminative image-text embeddings. The image-text matching architecture consists of three
components: a visual CNN to extract image features, a bi-directional LSTM (Bi-LSTM) to encode text
features, and a joint learning module for associating the cross-modal representations. For an image,
the authors employed MobileNet [16] to extract its initial feature from the last pooling layer. Its
novel image-text matching loss termed Cross-Modal Projection Matching (CMPM), incorporates the
cross-modal projection into Kullback–Leibler divergence to associate the representations across different
modalities.

The matching loss from image to text in a mini-batch is computed by:

Li 2t = 1

n

n∑
i=1

n∑
j=1

pi , j log
pi , j

qi , j +ε
(2.18)

Where pi , j is the probability of matching xi to z j , qi , j is the true matching probability of (xi , z j ) after
normalization, since there might be more than one matched text samples for xi in a mini-batch. Thus,
the bi-directional CMPM loss is calculated by the sum of the text-to-image loss and image-to-text loss.
For image-text matching with identity-level annotations, the classification loss applied to each modality
helps to learn more discriminative features. However, the matching relationship of image-text pairs
may not be fully utilized in a single classification task. The author has developed a novel classification
function in which cross-modal projection is integrated into the norm-softmax loss to further enhance
the compactness of matching embedding. The re-formulated norm-softmax loss is defined as:

Li pt = 1

N

∑
i
− log

 exp
(
W >

yi
x̂ i

)
∑

j exp
(
W >

j x̂ i

)


s.t.
∥∥W j

∥∥= r, x̂ i = x>
i z i · z i

(2.19)

where x̂ i denotes the vector projection of image feature xi onto normalized text feature z i . The final
CMPC loss is also the sum of the bidirectional loss.

Adversarial Representation Learning for Text-to-Image Matching [41]. Sarafianos et al.
[41] introduced a Text-Image Modality Adversarial Matching approach that learned modality-invariant
feature representations using adversarial and cross-modal matching objectives. The TIMAM model
consists of three parts: the feature extraction module which extracts textual and visual features using
their corresponding DNN models, the identification and cross-modal projection losses that match the
feature distributions originating from the same identity, and an adversarial discriminator that pushes
the model to learn modality-invariant representations for effective text-image matching.

For the visual representations, ResNet-152 is used as its backbone network. The loss function
consists of three parts. There are two loss functions for identification and cross-modal matching. The
identification loss is a norm-softmax cross entropy loss. The cross-modal projection matching loss which
incorporates the cross-modal projection into the KL divergence measure to associate the representations
across different modalities is used to address the problem of no association between the representations
of the two modalities. Then, an adversarial loss to train the adversarial neural network is used, which
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is used to reduce the modality gap. The authors trained a discriminator by loss function LD and a
generator LG . The discriminator is optimized by Equation 2.20:

LD =−
n∑

i=1

(
E

yi∼y

[
logD

(
y i

)]+ E
x i∼x

[
log(1−D (x i ))

])
(2.20)

Thus, the overall loss function is the sum of above three loss functions.



3
Datasets and Preparation

This thesis is targeting the previously untouched challenge of fine-grained visually grounded speech
representation learning. Therefore, it is necessary to have a detailed look at available datasets for
the task. In the following, the datasets used for the experiments will be introduced (see Section 3.1).
Additionally, the processing of raw data will be introduced in section 3.2.

3.1. Datasets
The datasets used in this thesis contain two types: fine-grained dataset and scene dataset. The fine-
grained datasets are used to train the visually grounded fine-grained speech representation model that
can learn the relationships between attribute and objects. The image scene dataset is used to train a
scene-based visually grounded speech representation learning model to see the capability of the pro-
posed model and to directly compare with other models in speech-image cross-modal retrieval field.
A summary of the number of classes, images, and captions of each dataset can be seen in Table 3.1.
In the table, the first column shows the three datasets used in this work. The first two datasets are
fine-grained datasets, while Flickr8k is a scene image dataset. The second column is divided into three
columns which represents the number of classes, the number of images and the number of spoken cap-
tions in the training set. The third and fourth column represents test set statistics and validation set
statistics respectively. There is no overlap in classes between the training set, test set, and validation
set. Please note that while the fine-grained datasets have classes (i.e., different flower and bird species,
respectively), Flickr8k does not have classes. The last column summarizes the total number of classes,
images, captions of the three datasets. A comprehensive introduction to the three datasets will be given
in the following sections.

Dataset
Training set Test set Validation set Overall

class images captions class images captions class images captions class images captions
Flower (Oxford102) 82 7034 70340 20 1155 11550 - - - 102 8189 81890

Bird (CUB200) 150 8855 88550 50 2933 29330 - - - 200 11788 117880
Flickr8k - 6000 30000 - 1000 5000 - 1000 5000 - 8000 40000

Table 3.1: Overview over the datasets

3.1.1. Fine-grained datasets.
Fine-grained datasets contain images and language descriptions. The dataset is divided into different
classes and each class represents one species, i.e., flower species and bird species. The difference between
classes in subtle, so-called fine-grained. In this thesis, two fine-grained datasets were used for model
learning which are 102 Category Flower Dataset (Oxford-102) [35] and Caltech-UCSD Birds-200-2011
(CUB-200) [48]. The two datasets are commonly used in the fine-grained image learning [50]. The
language descriptions of the two datasets were collected by [39], which were text descriptions. In
order to fit into the visually grounded speech representation learning task, spoken descriptions were
synthesized by Text-to-Speech (TTS) model [44]. A comprehensive introduction to the two datasets
and the spoken description synthesis will be given in the following.

19



3.1. Datasets 20

102 Category Flower (Oxford-102) Dataset.

Figure 3.1: The example images of each class in Oxford-102 dataset

Figure 3.1 shows an example image of each class in the Oxford-102 (flower) dataset. The flowers
in this database are all commonly occurring flowers in the United Kingdom. Each class consists of
between 40 and 258 images. Figure 3.2 shows the distribution of the number of images over all 102
classes. Passion flower has the greatest number of images and eustoma, mexican aster have the least,
which is 40 per class. Each image has 10 language descriptions.

Figure 3.2: The distribution of the number of images over the 102 classes.

Caltech-UCSD Birds-200-2011 (CUB-200) Dataset.
Caltech-UCSD Birds-200-2011 (CUB-200-2011) is an image dataset with photos of 200 bird species

(mostly North American). Figure 3.3 shows examples of the 200 bird species. Each class has between
40 and 60 images. The distribution of number of images per class is shown in Figure 3.4. Similarly,
each image is also described by ten different text descriptions.

Spoken descriptions of fine-grained datasets. The fine-grained datasets only contain text
descriptions. In order to obtain spoken captions, Tacotron 2 [44] is used in this thesis to synthesize
spoken description.

Tacotron 2 is a neural network architecture for the speech synthesis, which synthesizes speech directly
from text. Figure 3.5 shows the internal architecture of tacotron 2. The system is composed of a
recurrent sequence-to-sequence feature prediction network that maps character embeddings to mel-scale
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Figure 3.3: The example images in 200 classes of the CUB-200 (Birds) dataset

Figure 3.4: The distribution of the number of images per class in CUB-200 (Birds) dataset
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spectrograms, followed by a modified WaveNet model acting as a vocoder to synthesize time-domain
waveforms from those spectrograms [44]. Mel spectrograms are computed through a short-time Fourier
transform (STFT) using a 50 ms frame size, 12.5 ms frame hop, and a Hann window function. The Mean
Opinion Score (MOS) of synthesized speech reaches 4.53 comparable to a MOS of 4.58 for professionally
recorded speech [44]. All text descriptions of Oxford-102 flowers dataset and CUB-200 birds dataset
are synthesized into speech.

Figure 3.5: Block diagram of the Tacotron 2 system architecture [44].

3.1.2. Scene-based dataset
In this thesis, the scene-based dataset: Flickr8k audio caption corpus [10] is adopted. One reason for
using Flickr8k is that the speech descriptions in the fine-grained datasets are synthesized while Flickr8k
has real speech. Moreover, this dataset is common in speech-image cross-modal retrieval field, which
can make my model directly compare with the related models in this field. Thus, my model was also
trained on Flickr8k dataset to test the performance.

[15] presented Flickr8k dataset with captions. Each image in the dataset is associated with five
different captions that describe the entities and events depicted in the image that were collected via
crowdsourcing (Amazon Mechanical Turk) [15]. Figure 1.1 (see Chapter 1) showed two example images
and corresponding five captions selecting from Flickr8k dataset. However, the captions presented by
[15] were text descriptions. To make the Flickr8k dataset apply to speech-image retrieval task, [10]
presented Flickr 8k Audio Caption Corpus which contains audio captions. It was collected in 2015 to
investigate multimodal learning schemes for unsupervised speech pattern discovery [10].

3.2. Image and Speech data pre-processing
The images and spoken captions are pre-processed before training.

3.2.1. Image pre-processing
To extract image features, all images were resized such that the smallest side is 256 pixels while keeping
the aspect ratio intact. I took random crop to fix the image size to 256 × 256 where random horizontal
flip was applied to change some images, for the purpose of the data enhancement. Specifically, before
the random crop, the images in CUB-200 dataset applied bounding boxes, which provided by [48]. The
purpose is to locate the approximate position of the bird in the image. A simple cropping diagram has
shown in Figure 3.6. Finally, images were rescaled to 244 × 244 to fit the input size of ResNet101.

3.2.2. Speech pre-processing
The input of the speech encoder consists of log Mel filter bank spectrograms. It is computed by 40
Mel-spaced filter banks with 25 ms Hamming window and 10 ms shift.
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Figure 3.6: An example image processing from Bird dataset.



4
Approach

The following sections provide a detailed explanation of the proposed model, including the architecture
and loss function.

4.1. Model architecture
In line with the two-branch architecture used in previous speech-image cross-modal retrieval models
[11][12][31][54], my model also uses a dual-encoder structure consisting of a speech encoder and an image
encoder. The two encoders are then mapped into a common feature space without any further guidance
from the outside. The overall architecture of my visually grounded fine-grained speech embedding
learning model is shown in Figure 4.1.
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Figure 4.1: The structure of the VFSEL (visually grounded fine-grained speech embedding learning) model. The model consists of two
parts: the image encoder and the speech encoder. The resulting representation of two parts will match together to calculate the

matching loss.

The input of the image encoder (see top half of Figure 4.1) is a batch of processed images of the same
size. The pre-trained ResNet-101 model is adopted to extract the image features. An image attention
module is used inside the ResNet-101. Before generating the final representation of images, pooling
layer, fully connected layer and normalization layer are applied. The input of the speech encoder (see

24
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bottom half of Figure 4.1) is a batch of processed Mel Filterbanks with the same size. Then, a three-
layer pyramidal Bi-GRU followed by a self-attention module is applied to represent speech. The image
and speech representations are then used to compute the proposed batch loss to optimize the model. A
comprehensive introduction to the two encoders will be presented in the following sections.

4.1.1. Image encoder
The top half of Figure 4.2 shows the internal architecture of the image encoder. The bottom left of the
figure shows the structure of Bottleneck layer consisting several layers. The bottom right of the figure
shows the structure of the image attention module which is taken from [49]. The output size of each
block is shown on the right of each block in Figure 4.2. Take the first output size as an example, 122
× 122 × 64 denotes a feature map of 64 channels of convolution size of 122 × 122. The number shown
on the Bottleneck block represents the number of similar Bottleneck blocks. The overall image encoder
adopted the structure of ResNet-101 [13] pretrained on ImageNet [40] to extract visual features of the
pre-processed images but made some changes to adapt the visually grounded speech embedding learning
task. The changes to the original ResNet-101 model is marked by red dotted frame in the figure. The
original architecture of ResNet-101 is shown in Figure 2.3 (see Section 2.3). The ResNet-101 model is
designed for image classification task. It contains a 1,000 dimension fully connected (FC) layer and a
softmax layer that outputs a probability distribution of classes. The two layers are the last two layers
in ResNet-101. However, my task do not need the last softmax layer, so the softmax layer is dropped.
Moreover, the dimension of fully connected layer is set to 2,048 instead of 1,000 in my image encoder,
since after applying FC, the image encoder will output a 1 × 2,048 dimensional embedding vector for each
image to be consistent with the output size of my speech encoder. Besides, a batch normalization layer
is added between the average pooling layer and the FC to reduce the covariance shift. The ResNet-101
generally consists of four bottleneck blocks. The bottleneck block contains convolutional layers, batch
normalization layers and RELU layers as shown in the bottom left of the Figure 4.2. Those bottleneck
blocks are used to learn image features and for dimension reduction. It reduces convolution size and
increase the number of channels. Besides, an attention layer is added between the third bottleneck and
the fourth bottleneck. The attention mechanism is used to better learn the visual features that pay
attention to important regions of images. The detailed introduction to the attention module is given in
the following.
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Figure 4.2: The internal structure of the image encoder.

Image attention module.
The Image attention module used in this model was taken from Convolutional Block Attention

Module (CBAM) [49]. The goal of the attention module is to increase image representation power
by focusing on important visual features and suppressing unnecessary ones. Since the fine-grained
image representation need to focus more on discriminative features to recognize objects, the attention
mechanism would help with the feature extraction.

The image attention module explored both spatial and channel-wise attention based on an efficient
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Figure 4.3: The overall Image attention module [49]

architecture [49]. Given an intermediate feature map F ∈RC×H×W taken from the previous convolutional
layer as the input feature of the attention module, the module sequentially infers attention maps along
two separate dimensions, a 1D channel attention map Mc ∈ RC×1×1 and a 2D spatial attention map
Ms ∈ R1×H×W . The input feature F multiplied with two attention maps successively, as illustrated in
Figure 4.3. The process of the overall attention mechanism can be summarized as:

F′ = Mc(F)⊗F
F′′ = Ms

(
F′)⊗F′ (4.1)

Where ⊗ represents element-wise multiplication. During the multiplication process, the input feature
F multiplied with the channel attention matrix Mc(F) to get an intermediate output F′. Then the
intermediate feature map F′ multiplied with the spatial attention matrix Ms

(
F′) to obtain the final

refined output F′′. The Figure 4.4 shows two computation processes to get each attention weight
matrix. The top half of Figure 4.4 shows the internal architecture of channel attention module which
has been shown in Figure 4.3. The bottom half of Figure 4.4 shows the internal structure of spatial
attention module that has been shown in Figure 4.3.

Channel attention module [49] was used to discover the inter-channel relationship of features.
A color image usually contains three channels: red, green and blue. A color image can be represented
as a matrix of dimensions w × h × c, where w is the width of the image, h is its height and c is
the number of channels. In general, the number of channels will increase, and the size of the image
will decrease by applying convolutional networks. A convolutional-net layer usually consists of multiple
channels (typically hundreds of channels). Each channel describes different aspects of the previous
layer. The channel attention module focuses on ’what’ is meaningful during training according to the
different filters in CNNs. The top half of Figure 4.4 describe the computation process to get the channel
attention map Mc. In the channel attention module frame, max pooling and average pooling are adopted
simultaneously to address different aspects. Average pooling was commonly used for aggregating spatial
information in CNNs and max-pooling gathered another important clue about distinctive object features
to infer finer channel-wise attention [49]. The overall computation process can be described as follow:

First, the spatial information of the feature map was aggregated by using the average-pooling and
max-pooling operations to generate two different spatial descriptors: Fc

avg and Fc
max [49]. Both descrip-

tors were then forwarded to a shared network (Shared MLP in the Figure 4.4) to produce the channel
attention map Mc ∈ RC×1×1. The shared network consists of a multi-layer perceptron (MLP) with a
hidden layer. The hidden activation size is set to RC /r×1×1, here r represents the reduction ratio. After
applying the shared network to each descriptor, element-wise summation to merge the output feature
vectors is used. In short, the formula for calculating channel attention is:

Mc(F) =σ(MLP (AvgPool(F))+MLP (MaxPool(F)))

=σ
(
W1

(
W0

(
Fc
avg

))
+W1

(
W0

(
Fc
max

))) (4.2)

Where Av g Pool and M axPool denote the average-pooling and maximum-pooling operation, σ denotes
the sigmoid function, W0 ∈RC /r×C , and W1 ∈RC×C /r . Note that the MLP weights, W0 and W1 are shared
for both inputs of Favg and Fmax , and the ReLU activation function is followed by W0.

Spatial attention module [49] was utilized to explore the inter-spatial relationship of features.
Unlike channel attention, the spatial attention focuses on ‘where’ is an informative part, which is com-
plementary to the channel attention. Similar to channel attention, in the bottom half of Figure 4.4,
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Figure 4.4: The internal structure of the channel attention module and the spatial attention module. [49]

average-pooling and max-pooling operations are firstly used along the channel axis and then concate-
nated to generate an efficient feature descriptor. The pooling operation along the channel axis is shown
to be effective in highlighting informative regions [49]. After concatenating the two feature descriptors
Fs

avg and Fs
max, a convolution layer to generate a spatial attention map Ms(F) ∈ RH×W is applied to encode

where to emphasize or suppress. The detailed operation is described as follow:
The channel information of a feature map is aggregated by using two pooling operations, generat-

ing two 2D maps: Fs
avg ∈ R1×H×W and Fs

max ∈ R1×H×W . Each represents the average pool feature and
maximum pool feature in the channel. Then connect them through a standard convolution layer and
convolve them to generate a 2D space attention map. The spatial attention is computed as follow:

Ms(F) =σ(
f 7×7([AvgPool(F);MaxPool(F)])

)
=σ

(
f 7×7

([
Fs

avg;Fs
max

])) (4.3)

Where f 7×7 represents a convolutional layer with a filter size of 7×7.

4.1.2. Speech encoder
The speech encoder is modeled as a pyramidal Bidirectional Gated Recurrent Unit [4] (pBGRU) followed
by a self-attention module, as illustrated in Figure 4.2. In the figure, the speech encoder inputs a
sequence of [x1, x2, ..., xT ] on the left of the Figure to each recurrent unit and outputs a sequence of
[h1,h2,...,hv ] processed by a 3-layer pBGRU. Learned from [42] to encode speech data, 3-layer pyramidal
bi-GRU is chosen since it can reduce the training time and computing resources. The model is adapted
in this thesis by choosing GRU instead of LSTM because GRU performs better in this case. Finally,
a self-attention module is used (see the green frame in Figure 4.5). The self-attention module is taken
from [31], because it shows a good performance and better than other self-attention modules. The
self-attention module calculates an attention weight matrix Mat t which then multiplies with the hidden
states [h1,h2,...,hv ] to get a sequence of weighted hidden states. The yellow frame with "Mat Mul" inside
means matrix product. Finally, all the hidden states are summed over to get the final output. The
output size of the speech encoder is [B × E], where B is the batch size and E represents the embedding
size. The detailed introduction to the 3-layer pBGRU and the self-attention module will be given.

Three-layer pyramidal Bidirectional GRU module. The 3-layer pBGRU is a bi-GRU with
three hidden layers, in which the input to each layer is the concatenation of two consecutive units
from the left layer (see 3-layer pBGRU in Figure 4.5). The three-layer pBGRU is first introduced in
[2]. The module utilizes a Bi-directional Gated Recurrent Unit (BGRU) with a pyramidal structure.
The pyramidal bidirectional GRU which is an alternative bidirectional GRU that reduces the time
dimension. It reduces the length V of h, from T of the input x. In each successive stacked pBGRU
layer, the time resolution was reduced by a factor of 2. In a standard deep GRU architecture, the
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Figure 4.5: The structure of the speech encoder

output at the i -th time step, from the j -th layer is computed as follow:

h j
i = BGRU

(
h j

i−1,h j−1
i

)
(4.4)

In the pBGRU model, the outputs are concatenated at consecutive steps of each layer before feeding it
to the next layer:

h j
i = pBGRU

(
h j

i−1,
[

h j−1
2i ,h j−1

2i+1

])
(4.5)

In this model, the 3-layer pBGRUs is used to reduce the time resolution 23 = 8 times and make the
attention model to extract the relevant information from a smaller number of times steps.

Self-attention module. The self-attention mechanism is applied to focus on meaningful positions
in a sequence of speech data. Even though Bi-GRU could alleviate the problem of long-term memory of
RNNs, they may lose some connections when the sequence is too long. The self-attention will be easier
to capture the long-distance interdependent features.

Given a speech representation h = (h1, . . . ,ht ), the self-attention layer computes a weighted sum over
all the hidden GRU states:

at = softmax(V tanh(W ht +bw )+bv ) (4.6)

Att(h1, . . . ,ht ) =
∑

t
at ◦ht (4.7)

Where at is the attention vector for hidden state ht and W , V , bw and bv denotes the weights and
biases. The applied attention is then the sum over the Hadamard product between all hidden states
(h1, . . . ,ht ) and their attention vector. I use 1024 units for W and 2048 units for V .

4.2. Loss Function
After the representation vectors of the spoken caption and the image are obtained, the loss that aims
to make the matched speech-image pairs closer in the embedding space is calculated. The loss used in
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my model is a matching loss which contains two parts. The first part is defined as the negative log
posterior probability that the images are matched with their corresponding speech descriptions and the
second part is also the negative log posterior probability that the speech descriptions are matched with
their corresponding images. This loss is taken from a Deep Attentional Multimodal Similarity Model
(DAMSM) loss in [51]. And it is used because it performs better than triplet loss which will be discussed
in chapter 5.

Thus, given a batch of speech-image representation pairs
{(

x i , y i

)}n
i , batch size of n, the overall

matching loss function is defined as:

Lm =−
n∑

i=1
logP

(
x i |y i

)− n∑
i=1

logP
(

y i |x i
)

(4.8)

where P
(
x i |y i

)
the posterior probability of y i matching with x i , and vice versa. The P

(
x i |y i

)
is defined

as:

P
(
x i |y i

)= exp
(
γS

(
y i , x i

))∑n
j=1 Mi , j exp

(
γS

(
y i , x j

)) (4.9)

where γ is a smoothing factor determined by experiments with a value of 13. S
(

y i , x i
)
is the cosine

similarity between y i and x i . In this batch of pairs, only y i and x i are matching pairs and treat other
n −1 of x as mismatching targets. Specifically, to deactivate the effects of other pairs from the same
class, a mask Mi , j is applied, where:

Mi j =
{

0, if yi matches x j &i 6= j
1, otherwise (4.10)



5
Experiments and Results

After having discussed the datasets and the architecture of my model, the specific implementation
and the evaluation of the model are presented in this Chapter. The experiments presented here are
designed to test the model performance and investigate the effectiveness of each module in the model.
Moreover, some experiments are designed to tune hyper-parameters to get the best-performing model.
In this chapter, the measures to evaluate the model will be introduced first in Section 5.1. The detailed
settings of the model training will be introduced in Section 5.2. Then, the details of the experimental
implementations are described in Section 5.3. The experimental results are provided in Section 5.4.

5.1. Evaluation metrics
As mentioned, the proposed visually grounded speech learning model will be trained on both fine-grained
datasets and a scene image-based dataset. The two kinds of datasets are different in structure: the
fine-grained datasets are divided into classes while the scene image-based dataset is not. Consequently,
different metrics should be used for the evaluation of my model depending on the type of database. For
the fine-grained datasets, "R(ank)@1" (see Section 5.1.1) and "mean Average Precision (mAP)@50"
(see Section 5.1.2) are adopted, and for the scene image-based dataset, "R(ank)@k" (see Section 5.1.1)
and "Med r" (see Section 5.1.3) are used. The above metrics are commonly used metrics in cross-modal
retrieval.

5.1.1. R(ank)@k
Image-caption retrieval performance on fine-grained datasets is typically evaluated using R(ank)@1
[39, 54, 55]. Moreover, speech-image retrieval performance is also typically evaluated using R(ank) [31].
The most commonly used metrics are R@1, R@5 and R@10, in short R(ank)@k.

R@k is the percentage of items for which the correct image or caption was retrieved in the top k, as
mentioned in [31]. R@k is then defined as:

R@k = | { number of correct items (sucessfully retrieved in the top k)} |
| { number of queries } | . (5.1)

For example, in the case of speech-based image retrieval, an image is used as a query to retrieve
the corresponding spoken captions. If the image has more than one spoken caption and at least one
caption was retrieved in top k results, the item for this query should be correct. The final R@k is the
percentage of correct items in all queries.

For the fine-grained image datasets, all images from the same class can be described by the same
spoken caption, and one image can also be described by different spoken captions from the same class.
The number of relevant items for a query is large and the probability of correct items will be high.
Thus, for evaluation on the fine-grained datasets, only R@1 is adopted which indicates the percentage
of the queries where the top-1 result is the ground truth, according to [54].

For the scene image dataset Flickr8k, each spoken caption only has one corresponding image. More-
over, each image has five spoken captions. According to the evaluation metrics in [31], R@1, R@5 and
R@10 were used to evaluate their models. The larger R@k means better retrieval performance.

30
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5.1.2. Mean average precision (mAP)
As mentioned before, in the fine-grained datasets, each class has more than one image, and each image
contain multiple spoken captions. In the speech-based image retrieval, a query, i.e., a spoken caption,
should retrieve all matching images. However, the evaluation metric of R@1 is hard to comprehensively
reflect the retrieved results. It only cares about whether the top-1 retrieved result is correct. That is
the R@1 does not evaluate the ranking information in all retrieved results. Thus, following [54, 55],
the mean Average Precision (mAP) is also adopted to evaluate the retrieval performance on the fine-
grained databases. The mAP is a commonly used evaluation metric in information retrieval field, and
it is defined as

mAP =
∑Q

q=1 AP(q)

Q
(5.2)

where Q is the number of queries, AP is the Average Precision which is defined as

AP =
∑n

k=1(P (k)× rel(k))

number of relevant images
(5.3)

where n is the number of the retrieved images or spoken captions to be taken into account, P (k) is the
fraction of correct results in the top-k retrieved instances, and r el (k) is an indicator that equals 1 if the
retrieved instance at rank k is correct. Here, the n is set as 50, which means only the top-50 retrieved
instances are taken into account, so the evaluation metric is denoted as mAP@50.

5.1.3. Med r
Metric R@k does not care about the ranking of instances within top k. To focus on the ranking of
retrieved results and also to give a more direct comparison with the state-of-the-art methods on speech-
image cross-modal retrieval, the "med r" is adopted for the retrieval performance on Flickr8k according
to [31]. The metric med r is the median rank of the correct retrieved instances and lower value of med
r means better performance on the retrieval task, because the correct results are at a higher position in
the ranking.

5.2. Training settings
The proposed model in this thesis was implemented with PyTorch-1.4.0 1 which is an open source
machine learning library. In this section, a brief introduction to PyTorch and details of experimental
settings will be presented.

5.2.1. Pytorch
As an increasingly popular deep learning framework, PyTorch has basically become the most commonly
used framework in the field of deep learning [34]. PyTorch is a Torch-based Python open source
machine learning library for applications such as natural language processing. It is mainly developed
by Facebookd’s artificial intelligence team. It not only can achieve powerful GPU acceleration, but also
supports dynamic neural networks. PyTorch provides two advanced functions: Tensor calculation with
powerful GPU acceleration (such as Numpy) and Deep neural network including automatic derivation
system. In addition to Facebook, organizations such as Twitter, GMU, and Salesforce have adopted
the PyTorch architecture. Comparing with other machine learning libraries, such as Tensorflow, Caffe,
etc., the code of PyTorch is more concise and intuitive, the underlying code is easier to understand. My
model uses PyTorch as the underlying framework to write and execute the following modules: model
definition, data processing and loading, training model and testing model.

5.2.2. Implementation details
The neural networks (see section 4.1) are stopped training when the number of epochs is above 120.
The networks are trained by matching loss (see section ??) and are optimized with the ADAM optimizer
[23]. In the ADAM optimizer, the learning rate is set to 1×10−4, weight decay of 1×10−5, betas of
[0.95,0.999] which are coefficients used for computing running averages of the gradient and its square.
The other parameters in ADAM are set to default values. The batch size is 64 and the embedding
dimension for image encoder and speech encoder is set to 2048.
1https://pytorch.org/
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5.3. Experiments
First, an experiment to study the effect of a hyperparameter on the model and find the appropriate
value for it to get the best performing model was conducted (see Section 5.3.1). After obtaining the final
model, to validate the effectiveness of the model on the task of visually grounded speech representation
learning, a cross-modal retrieval task was first conducted on the scene image dataset Flickr8k (see
Section 5.3.2 for more details on the experiment). This allows me to directly compare my model to the
state-of-the-art models in the field of visually grounded speech representation learning. Then, crucially,
the cross-modal retrieval experiments were run on the two fine-grained datasets, which allows me to
investigate the feasibility of the proposed visually grounded speech representation learning method to
learn the relationships between attributes and objects, and to combine different attributes to retrieve
new objects (see Section 5.3.3). The fine-grained cross-modal retrieval experiments contain two parts:
a quantitative experiment which evaluates the model on the entire test sets by two metrics: R@1 and
mAP@50 and a qualitative experiment which drill down into the task to see what the model actually
retrieves. Moreover, ablation studies on the fine-grained datasets are carried out to assess the impact
of components in the model were presented (see Section 5.3.4). Finally, further research on the image
attention mechanism was conducted, which also included two parts: a quantitative experiment to see the
effect of the attention mechanism on the cross-modal retrieval performance and a qualitative experiment
to investigate what the attention mechanism learned (see Section 5.3.5).

5.3.1. Parameter sensitivity analysis
The purpose of this experiment is to analyze the sensitivity of the hyper-parameter γ in Eq. 4.8 (see
Section 4.2) and optimize it to get a better-performed model. This experiment consists of two parts:
investigate the parameter sensitivity and tune its value to get the optimal performance. First, according
to the original setting of γ which is 10 in [51], I expanded its value range from 1 to 100 and selected 1,
5, 10, 20, 50 and 100 as its value to see how this parameter affected the model performance. The model
performance was tested on the fine-grained datasets and evaluated by R@1 which is easier to calculate
compared to mAP@50. Then, the best performing value range was selected and further analyzed. I
reduced the value interval to 1. The value of γ to make the model performed the best among all values
was selected to be the final value of hyper-parameter γ.

5.3.2. Cross-modal retrieval on Flickr8k
In this experiment, the proposed model was evaluated on the scene image dataset Flickr8k, and com-
pared to several recent, state-of-the-art models trained on Flickr8k [5, 31, 42]. The results of the recent,
state-of-the-art models were directly obtained from the respective papers. The networks and loss func-
tions of the three works as well as my model are shown in Table 5.1. Each row represents a method.
Each column, except first column, shows one part of a model, i.e., image encoder, speech encoder, loss
function. The specific introduction to the three models can be found in section 2.4.

Following [31], both speech-to-image retrieval, i.e., using spoken captions as queries to retrieve the
corresponding image, and image-to-speech retrieval, i.e., using images as queries to retrieve the corre-
sponding spoken captions, were conducted in this thesis. The retrieval performance was evaluated by
R@k, (k=1, 5, 10) (see Section 5.1.1) and Med r (see Section 5.1.3). Higher R@k and lower Med r mean
better retrieval results, indicating better performance on the visually grounded speech representation
learning task.

Method Image encoder Speech encoder Loss function

Chrupała et al.[5] VGG16 CNN + Attention bi-modal triplet loss
Scharenborg et al.[42] VGG16 pBLSTM bi-modal triplet loss

Merkx et al.[31] ResNet152
CNN + Bi-GRU

+ Attention
bi-modal triplet loss

Table 5.1: Networks and loss functions in different comparison works.
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5.3.3. Cross-modal retrieval on Fine-grained datasets
For the key experiments in this thesis, the proposed model was trained and tested on two fine-grained
datasets: CUB-200 and Oxford-102 (see Section 3.1.1). For the fine-grained datasets, the training set
and test set are class-disjoint, which means that the learned model should have the ability to tell the
difference between attributes and objects, so that it can infer new instances by combining different
attributes and objects learned from the training set. Thus, this experiment aims to show the ability of
my speech-image cross-modal retrieval model to learn the relationships between attributes and objects.

The cross-modal retrieval experiments were divided into two experiments: a quantitative experiment
and a qualitative experiment. For the quantitative experiment, the proposed model was tested on the
test sets of two fine-grained datasets and evaluated by R@1 and mAP@50 (see Section 5.1.1 and 5.1.2).
Moreover, five related models were reproduced and tested in this thesis to compare with my model.
Please note, that none of these models were previously tested on the fine-grained datasets. Table 5.2
shows the five compared models and my model. Each row represents a model. Each column, except
the first column, shows one part of a model, i.e., image encoder, speech encoder, loss function. The
dotted line divides two kinds of models. The models above the dotted line were originally designed for
image-speech cross-modal retrieval task while the models under the dotted line were originally image-
text cross-modal retrieval models. In this work I focus on the speech encoder and the loss function,
that is why for all models the same image encoder was used, i.e., ResNet101. For the speech-image
cross-modal retrieval models in [11] and [31], their speech encoders were reproduced according to their
original design (see Section 2.4). For the text-image cross-modal retrieval models in [55], [54] and
[41], their text encoders were replaced by my speech encoder (see Section 4.1.2). All loss functions
used their original designed losses. The five models were also trained on two fine-grained datasets:
CUB-200 and Oxford-102 and tested on their test sets. Moreover, the five models were evaluated by
R@1 and mAP@50 to be consistent with my model evaluation. Both speech-to-image retrieval and
image-to-speech retrieval were conducted for those models.

Table 5.2: Networks and loss functions in different comparison works. The models above the dotted line originally were speech-image
cross-modal retrieval models. The models below the dotted line originally were text-image cross-modal retrieval models.

Method Image encoder Speech encoder Loss function

Harwath et al.[11] ResNet101 CNN bi-modal triplet loss

Merkx et al.[31] ResNet101
CNN + Bi-GRU

+ Attention
bi-modal triplet loss

Zhen et al.[55] ResNet101 3-pBGRU + attention model proposed loss
Zhang and Lu[54] ResNet101 3-pBGRU + attention softmax loss

Sarafianos et al.[41] ResNet101 3-pBGRU + attention
KL divergence loss +

matching loss + adversarial loss
The proposed model ResNet101+attention 3-pBGRU + attention batch loss

For the qualitative experiment, examples of good results and bad results were shown intuitively in
two figures. Four queries that showed good performance, two image queries and two speech queries,
were randomly selected. Here, good performance means that there are at least four good results in the
top 5 retrieved results. Moreover, four queries that showed bad performance, two image queries and
two speech queries, were randomly selected. Bad performance is defined as at least three wrong results
in the top 5 retrieved results. This experiment provided a qualitative analysis of my model by visually
displaying the results retrieved by the model. The qualitative analysis includes an explanation what
the model learned, what the model failed to learn and the reason for the failure.

5.3.4. Ablation studies
An ablation study was carried out in which certain parts of the networks (see section 4.1) were removed
to gain a better understanding of the networks’ behavior. In my model, the components to be evaluated
contain the image attention module, the speech attention module and the loss function. To evaluate
the effectiveness of each component, this experiment was designed by removing and replacing each
component separately. Each model variant will be tested on two fine-grained datasets: CUB-200 and
Oxford-102 and evaluated by two metrics: R@1 and mAP@50. There are four variants of my model.
The specific networks and losses of the model variants are shown in Table 5.3.
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Table 5.3: Networks and loss functions in different model variants. r/p denotes "replaced by". w/o denotes "without". Lt represents
bi-modal triplet loss. att means all attention modules in the model, att-I means the attention module in the image encoder and att-S

means the attention module in the speech encoder.

Model Image encoder Speech encoder Loss function

r/p Lt ResNet101+attention 3-pBGRU+attention bi-modal triplet loss
w/o att ResNet101 3-pBGRU batch loss

w/o att-I ResNet101 3-pBGRU + attention batch loss
w/o att-S ResNet101+attention 3-pBGRU batch loss

The proposed model ResNet101+attention 3-pBGRU + attention batch loss

5.3.5. Research on image attention module
Finally, two sub-experiments were designed to do further research on the image attention module.
The experiments were conducted with a quantitative evaluation and a qualitative evaluation. For
the quantitative experiment, different model variants that have different image attention placement in
the image encoder were tested on the two fine-grained datasets and evaluated by two metrics. The
image attention module was proposed by [49] which was called Convolutional Block Attention Module
(CBAM). According to its name, the authors plugged the module at every convolutional block in
ResNet50. However, it did not perform well in my image encoder, possibly due to the different blocks
of ResNet50 and ResNet101. Thus, only their attention module was adopted, so the placement of
the attention module in the image encoder should be investigated. According to the architecture
of ResNet101, the networks contain four "bottleneck" blocks (see Section 4.1.1) and the attention
module was considered to be placed behind the "bottleneck". However, the feature size of the first
and second bottleneck is too large to apply to the attention module, which require high computational
cost. Thus, the quantitative experiment that tested the performance of the three model variants which
were the model without the attention module, the model containing the attention module behind the
third "bottleneck" and the model containing the attention module behind the fourth "bottleneck" was
performed.

For the qualitative analysis, Gradient-weighted Class Activation Mapping (Grad-CAM) [43] was
adopted to intuitively show what the attention module learned from fine-grained images. Grad-CAM is
a recently proposed visualization method, which uses the gradients to calculate the important spatial
regions in the convolutional layer (see Section 2.3.6). Important regions of an image are visualized
in high-resolution detail. The redder the area in the image, the greater the contribution to the final
prediction result, while the bluer the area shows, the smaller the contribution to the result. In this
experiment, the Grad-CAM was applied to three model variants (same as the models in quantitative
experiments) using images from the two fine-grained datasets. The images were randomly selected from
different classes of the datasets and include two bird images and two flower images. The qualitative
analysis would be the comparison between the attention regions of different model variants and the
effectiveness of the image attention module.

5.4. Results and discussions
5.4.1. Parameter sensitivity analysis
The sensitivity of hyper-parameter γ in the loss function was investigated to see how it affected the
model performance. Two graphs depicting the performance of models with different γ values evaluated
by R@1 are shown in Figure 5.1. In each graph, there are three curves. The red one represents the R@1
score of speech-to-image retrieval, the green one represents the R@1 score of image-to-speech retrieval
and the blue one is the sum of both sides. Moreover, each graph shows six scores with γ values of 1,
5, 10, 20, 50 and 100. According to the two graphs in the figure, the R@1 curves show the trend from
increasing to decreasing, and when the value range of γ is [10,20], the model performs best.

Then, following the experiment settings, the value interval was reduced to 1 in the range of [10,20]
to find the best performing model. There were 11 models having different values of γ to be tested.
Figure 5.2 shows two graphs of R@1 score curves testing on 11 models of γ value of 10 to 20. Similarly,
there are three curves in both graphs. According to the two graphs, the R@1 scores of different models
are close, but there is a peak point when the value of γ is 13. Thus, when the value of γ is set to 13,
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Figure 5.1: R@1 score in the value range of [1,100] of γ tested on Flower and Bird dataset

the best model performance is obtained.

Figure 5.2: R@1 score in the value range of [10,20] of γ tested on Flower and Bird dataset

5.4.2. Cross-modal retrieval on Flickr8k
Cross-modal retrieval performance of the proposed method on Flickr8k and comparisons to other state-
of-the-art works [5][42][31] are shown in Table 5.4. In the table, “Speech-to-Image” means speech-based
image retrieval, i.e., using speech captions as queries to retrieve corresponding images, and vice versa.
The retrieval performance was evaluated with R@k and Med r, and larger values of R@k and smaller
values of med r mean better performance on the cross-modal retrieval task (see Section 5.1). Note that
in the works of [5] and [42], only results on the task of “Speech-to-Image” are reported.

As shown in this table, the proposed method outperforms all other methods on both the “Speech-
to-Image” and “Image-to-Speech” tasks on all evaluation metrics. Specifically, compared to the second-
best method [31], the proposed method achieves 17.9% and 17.2% relative improvements, indicating
the state-of-the-art performance of the proposed method on the visual-grounded speech representation
learning task.

5.4.3. Cross-modal retrieval on Fine-grained datasets
The cross-modal retrieval results tested on two fine-grained datasets: CUB-200 and Oxford-102 of the
proposed model are shown in this section. First, the quantitative experiment of the cross-modal retrieval
evaluated by R@1 and mAP@50 is presented. Table 5.5 shows the retrieval performance evaluated using
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Table 5.4: Cross-modal retrieval result on Flickr8k dataset. The best results are shown in bold.

Dataset Flickr8k

Method
Speech-to-Image Image-to-Speech

R@1 R@5 R@10 med r R@1 R@5 R@10 med r

Chrupała et al.[5] 5.5 16.3 25.3 48
Scharenborg et al.[42] 7.3 21.8 32.1 —

Merkx et al.[31] 8.4 25.7 37.6 21 12.2 31.9 45.2 13
The proposed model 9.9 27.9 39.8 16 14.3 36.7 49.4 10

R@1 and mAP@50 on the fine-grained test sets compared to the performance of five models (see Section
5.3.3). The best results are shown in bold.

According to table 5.5, the results of the proposed model are again much better than the results
of previous four works. Overall, my model achieves state-of-the-art performance on visually-grounded
speech representation learning and proves the ability to learn fine-grained visually grounded speech
representation.

The results of the first two models [11][31] (see the first two rows above the dotted line in table
5.5) are significantly worse than the results of the other three models which were originally designed
for text-image retrieval (see the three rows below the dotted line in table 5.5). According to the model
structure of these five models that were reproduced in this thesis (see table 5.2), the first two models
kept their speech encoders and loss functions, and the last three models only kept their loss functions
when reproducing their models. Thus, their kept speech encoders and their loss functions (bi-modal
triplet loss) did not perform well in this task. According to the results of three models that originally
were text-image retrieval models, Sarafianos et al.[41] had the best results among the three models,
which indicates that its loss function works the best on the model among three loss functions.

Table 5.5: Cross-modal retrieval results on CUB and Oxford datasets. The methods above the dotted line indicates they were originally
designed for speech-image cross-modal retrieval task. The methods below the dotted line were originally designed for text-image

cross-modal retrieval task. The best results are shown in bold.

Dataset Oxford-102 (Flower) CUB-200 (Bird)

Method
Speech-to-Image Image-to-Speech Speech-to-Image Image-to-Speech
R@1 mAP@50 R@1 mAP@50 R@1 mAP@50 R@1 mAP@50

Harwath et al.[11] 17.1 17.2 22.8 19.6 6.85 5.56 13.6 10.14
Merkx et al.[31] 10.6 10.1 17.9 14.6 9.56 8.38 12.29 10.25
Zhen et al.[55] 28.27 23.62 34.64 31.21 11.49 9.15 20.92 16.99

Zhang and Lu[54] 35.99 31.44 44.66 40.43 22.28 19.04 35.91 29.54
Sarafianos et al.[41] 37.06 32.61 47.35 41.43 27.01 22.77 43.00 35.52

The proposed model 49.26 43.22 63.74 54.47 35.7 29.35 51.88 41.52

Then, a qualitative experiment is presented to intuitively show the results retrieved by the proposed
model (see Section 5.3.3). Figure 5.3 and 5.4 show the retrieval results which are good and bad respec-
tively. In the two figures, the left-hand side shows the queries of images or speech descriptions, and the
right-hand side shows the top five retrieved results. The symbol X in green indicates that the retrieved
result is correct, while the symbol × in red indicates the wrong result.

According to the figure of good performance, the good retrieval results (see Figure 5.3) show the
ability of the proposed model to combine attributes and objects to infer new objects by learning fine-
grained visually grounded speech representation.

According to the bad performance results, the proposed model retrieved some wrong results of the
corresponding queries in the top 5 results obtained. There might be two reasons to explain the failure.
The first one was the problem of my model. The proposed model missed key features to retrieve the
correct result. For example, the first query of Figure 5.4 shows a pink flower with yellow stamen. The
model erroneously retrieved a caption which refers to a star-shaped flower, while the query image is not
star-shaped. The second reason might be the high similarities between different classes. The results
retrieved by my model meet the requirements of the corresponding query, but due to the high degree of
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Figure 5.3: Qualitative results which have good performance. The four queries are randomly selected from Oxford-102 and CUB-200
test sets.
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						this	flower	has	a	star	shape	with	conjoined	and	veined	purple	petals.
						this	star	shaped	flower	has	five	conjoined	purple	petals	with	delicate	veins.
						this	flower	has	a	star-like	shape	and	purple	coloring	with	darker	purple	veins	and	a
yellow	pistil.
						this	flower	is	purple	in	color,	and	has	petals	that	are	rounded	in	shape	and	have	veins.
						this	flower	is	purple	and	yellow	in	color,	and	has	petals	that	have	little	veins.

	
this	flower	has	protruding	white
stamen	with	yellow	anther
surrounded	by	several	large	white
petals	with	yellow	accents.

						this	brown	bird	has	a	unique,	curved	bill	with	a	broad	wingspan	and	short	tail	feathers.
						this	bird	is	brown	and	white	in	color,	with	a	large	curved	beak.
						this	is	a	brown	bird	with	a	long	wing	span,	a	white	nape	and	white	secondaries.
						a	large	bird	with	an	expansive	wing	span	covered	in	brown	feathers	except	for	the	white
wing	bars,	and	black	and	white	tail.
						this	bird	in	flight	appears	large,	with	a	broad	wingspan,	a	large	curved	beak,	and	dark
brown	feathers.

	
this	imposing	bird	is	all	black
including	its	eyes,	feet,	and	sharp
pointed	bill	and	it	has	longer	tail
feathers.

Queries Cross-modal	retrieval	results

Bad	Performance

Figure 5.4: Qualitative results which have bad performance. The four queries are randomly selected from Oxford-102 and CUB-200 test
sets.
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similarity among categories, the model retrieved wrong results. One example is the fourth speech query
in Figure 5.4 that describes "this imposing bird is all black including its eyes, feet, and sharp pointed
bill and it has longer tail feather", which matches all its retrieved results. However, the black birds are
really similar and hard to distinguish their difference. Thus, some wrong results are not caused by the
proposed model. All in all, the above qualitative results show the ability of the proposed model to learn
attribute information and the relationship between attributes and objects.

5.4.4. Ablation studies
The cross-modal retrieval results of the different variants of the model after removal of individual
components are shown in Table 5.6. In the table, r/p means replaced by, Lt denotes bi-modal triplet
loss, w/o means without, att means all attention modules in the model, att-I means the attention
module in the image encoder and att-S means the attention module in the speech encoder. The best
results are shown in bold.

The results show that the proposed model performs the best among other variants. This means
that each component in the model is effective. Specifically, the results of the third row and the fourth
row which indicate the model without the image attention module and the model without the speech
attention module shows that the speech self-attention mechanism contributes more on the model per-
formance than the image attention module. The triplet loss performs worse than the proposed batch
loss.

Dataset Oxford-102(Flower) CUB-200(Bird)

Method
Speech-to-Image Image-to-Speech Speech-to-Image Image-to-Speech

R@1 mAP@50 R@1 mAP@50 R@1 mAP@50 R@1 mAP@50

r/p Lt 23.12 20.6 30.41 24.48 18.33 16.38 22.31 19.76
w/o att 46.04 39.77 60.05 50.86 28.82 23.71 43.39 34.98

w/o att-I 48.55 41.95 61.35 53.36 31.79 25.86 46.58 37.68
w/o att-S 47.38 40.85 61.43 52.2 30.31 25.36 45.18 37.02

the proposed model 49.26 43.22 63.74 54.47 35.7 29.35 51.88 41.52

Table 5.6: Component analysis of the model. The best result is shown in bold.

5.4.5. Research on image attention module
Table 5.7 shows the quantitative results of three model variants of the location of the attention mech-
anism. In the table, "w/o" means without; "att-I" means the image attention module; "|" denotes
behind; "B3" denotes the third "Bottleneck" block in ResNet101, i.e., "att-I|B3" represents that the
image attention module is placed behind the third bottleneck.

Table 5.7: Cross-modal retrieval results between different attention placements testing on two fine-grained datasets.
Best results showed in bold.

Dataset Oxford-102(Flower) CUB-200(Bird)

Method
Speech-to-Image Image-to-Speech Speech-to-Image Image-to-Speech

R@1 mAP@50 R@1 mAP@50 R@1 mAP@50 R@1 mAP@50

w/o att-I 48.55 41.95 61.35 53.36 31.79 25.86 46.58 37.68
att-I | B3 49.26 43.22 63.74 54.47 35.7 29.35 51.88 41.52
att-I | B4 47.79 41.9 59.43 51.18 33.89 27.8 49.18 39.99

The second model in the table is the proposed model in this thesis. Thus, the results show that the
proposed model performs better than others. Specifically, for the Flower dataset, the model without
image attention module performs even better than the model with the image attention which was placed
behind the fourth "bottleneck" block.

Then, for the qualitative analysis, figure 5.5 shows the qualitative results (experiment settings see
Section 5.3.5). In the figure, except for the first column and the column of the input image, each column
represents a model using Grad-CAM to visualize the heatmap to an input image.
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As mentioned, the more reddish regions the more contribution to the final prediction result. The
Grad-CAM results show that all three variants pay attention to the objects. The difference is the
model without the attention module has more attention regions than other two models, which means
that the model learns more useless information, i.e., background information or common feature that
all species have. Comparing the Grad-CAM on model "att-I|B3" and model "att-I|B4", it is hard to
distinguish which model learns better, especially only picked four example images to evaluate. Overall,
the qualitative results show the effectiveness of the image attention module in the proposed model.

w/o att-I att-I | B3 att-I | B4

Red Winged

Blackbird

Spotted

Catbird

Globe Thistle

Pink 

Primrose

Input imageSpecies
model

Figure 5.5: Grad-Cam [43] visualization results.
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General discussion and conclusions

This chapter summarizes the outcomes of this thesis. In Section 6.1 the answers to the research questions
proposed in Chapter 1.1 are given. Then, limitations of the used methodology are discussed in Section
6.2. Finally, future works to improve the existing works are discussed in the last Section 6.3.

6.1. Research questions
To conclude this thesis, the research questions proposed in Section 1.1 are answered. First, the sub-
questions are considered, finally a general conclusion is given by answering the main research question.

What kind of tasks and datasets can be used to evaluate the ability of the learned speech embedding
model on inferring new visual objects?

Visually grounded speech embedding learning was evaluated by cross-modal retrieval task in this
thesis. The cross-modal retrieval task can establish the direct relationship between image and speech
from paired image-audio data. Based on cross-modal retrieval task, the image and speech embeddings
were learned jointly. Moreover, cross-modal retrieval which indicates using the instances of one modality
to retrieve another’s provides a way to evaluate the proposed model performance.

Fine-grained datasets contain hard-to-distinguish object classes and made the model learn more
about the attribute information associated with objects. The model trained on fine-grained datasets
learned different attribute information and was evaluated by cross-modal retrieval task to see whether
it learned to combine attribute information to retrieve new objects. Thus, fine-grained datasets were
adopted to train a visually grounded fine-grained speech representation learning model and to evaluate
the model ability to infer new objects

What is the appropriate deep learning model structure for feature extraction of speech and images?
The proposed model was constructed by deep neural networks (see Section 4.1). Deep neural net-

works were chosen to encode the speech and images due to the well-developed techniques of DNNs.
Moreover, most works in cross-modal speech-image retrieval field adopted DNNs. The proposed model
was designed to be a dual-encoder architecture with an image encoder and a speech encoder. The im-
age encoder consisted of a pre-trained ResNet and an image attention module to extract feature. The
speech encoder applied a three-layer pyramidal bi-GRU followed by a self-attention module to learn
speech embedding. Experiments conducted in section 5.4.2 and 5.4.3 showed that the proposed model
achieved state-of-the-art results in cross-modal retrieval on both the scene dataset Flickr8k and the
fine-grained datasets.

What is the appropriate loss function for the visually grounded speech representation learning model?
The adapted batch loss was adopted to optimize the proposed model (see section ??). The proposed

loss function calculated the posterior probability of each image-speech pair that was matched by cal-
culating the similarity between a batch of image and speech data. Triplet loss is a commonly used loss
function in speech-image cross-modal retrieval field. The results of the model applying batch loss were
compared with the model using the triplet loss (see Section 5.4.4. The results showed that the proposed
model using batch loss performed much better than using triplet loss.

Is the attention mechanism useful for visually grounded speech semantic learning?"
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This question aims to evaluate the effectiveness of the attention mechanism. Both the image encoder
and the speech encoder applied attention mechanisms that were the image attention module and the
self-attention module respectively (see Section 4.1). To test the module’s effectiveness, an ablation
study was conducted (see Section 5.4.4) where each attention module was removed separately from the
model. The results showed both image attention module and the self-attention module were effective in
the proposed model. Moreover, Grad-Cam was used to visualize the important regions learned by the
image attention module. The results showed the image attention module was able to learn meaningful
and important regions in the image for the feature extraction.

Can the visually grounded speech representation learning model combine different at-
tribute information to retrieve new visual objects?

In this thesis, a visually grounded fine-grained speech representation learning model was proposed
to combine different attribute information associated with objects to infer new objects. The proposed
model was tested on two fine-grained image datasets which contain many attribute-object pairs. The
results of the quantitative experiment showed that the proposed model is able to retrieve new visual
objects and outperforms other visually grounded speech learning models. The qualitative results and
analysis also showed the proposed model’s ability to learn the relationship between attributes and
objects and infer new objects.

6.2. Discussion
In the following paragraphs the most important limitations of this study will be discussed. Firstly,
the fine-grained datasets used in this thesis which are CUB-200 and Oxford-102 only contain text
descriptions in their original datasets. The spoken descriptions for fine-grained datasets were synthesized
by a single-speaker TTS model, and these synthesized speech utterances were used to train my model.
This means that not only is the speech less variable than real speech due to it being synthesized, also
the training and test spoken data came from the same one speaker. It is therefore easy to cause the
model to overfit during training. Also, it makes this speech-based task to be simplified considerably
which might not be convincing enough for the fine-grained image-speech retrieval model training. Thus,
the multi-person speech data will be a solution to the problem.

Furthermore, the two attention mechanisms used in this thesis for speech and image only consider
the acoustic and visual information individually within their local contexts. It may not sufficiently
capture the correlations between modalities. Cross-modal attention mechanism, such as [52], could
learn multi-modal interaction, which may improve the model performance in this thesis.

Lastly, the results of fine-grained image-speech cross-modal retrieval in this thesis still have room for
improvement. In fact, comparing with the results of fine-grained image-text retrieval model, my model
results are significantly lower than theirs. For example, the Text-Image Modality Adversarial Matching
(TIMAM) model [41] achieved an R@1 score of 67.7% on the image-to-text retrieval and 70.6% on the
text-to-image retrieval. The model was trained on CUB-200 and Oxford-102 datasets, which were the
same datasets in this thesis. In fact, except for their text encoder, other components of their model, such
as the image encoder, the loss function, have been applied to my model to see whether the model could
be improved, but the performance did not improve. The large gap between their text-image retrieval
model and my speech-image retrieval model might be the speech representation learning. Thus, the
improvement on speech representation learning for this task should be considered.

6.3. Future works
According to the previous discussions for improvement, future research for this topic can be pursued in
four directions.

Speech data collection. The fine-grained datasets require multi-speaker speech data to avoid
overfitting. Spoken description data collected from multiple real speakers are considered to improve the
capability of the model.

Qualitative analysis on self-attention module. Only the image attention module has been
evaluated in a qualitative way to see what did the attention module learn. Visualize the self-attention
module in the speech encoder is also important to learn its internal mechanism in speech representation
learning. Drawing a heat map of the self-attention module can be a future work so that can qualitatively
analyze what did the attention mechanism learn.

Cross-modal attention module. This technique could help to learn the relationships between two
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modalities, i.e., speech and image. It learns correlations between multi-modal features which represent
both visual and acoustic information might be more appropriate to cross-modal retrieval task.

Further research on speech representation learning. Speech representation learning was de-
veloped rapidly in the field of speech learning. The state-of-the-art techniques for speech representation
can be adopted. For example, in [31], Multilingual Bottleneck (MBN) features for speech performed
better than MFCCs, which can be used for speech encoding in my model.
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