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Abstract

Synthesis gas fermentation was recently established as a promising technology for the production of biofuels

and chemicals. This is due to its potential to produce these compounds in a more sustainable and resource-

efficient way than commonly used (bio-)chemical processes. The main limitations in the syngas fermenta-

tion process are the low solubility of syngas constituents (CO and H2) in water, complicating gas-liquid mass

transfer, and the limited biomass growth rate.

Hollow fibre membrane (HFM) reactors are known to have excellent mass transfer capabilities due to the

large volumetric surface areas which can be obtained. Next to that, the HFM can act as support layer for a

biofilm which could enable high cell densities without requiring biomass retention systems. HFM reactors

are complex reactor types and can be used in multiple operational configurations. In this report, a com-

putational model is developed to describe HFM reactors for syngas conversion to bioethanol via microbial

fermentation by Clostridium spp.

With the development of such an model, a deep understanding was gained on the HFM reactor system

and the underlying transport phenomena. This model made it possible to analyse the impact of process pa-

rameters on the volumetric productivity, the product concentration and the substrate transfer yield. With

these analyses, it could be determined how these process parameters influence the syngas fermentation pro-

cess from CO to ethanol.

The gas phase in the lumen was modelled first. Here, it was derived that modelling the gas phase required

coupling between the gas velocity and the gas composition. Concentration and velocity differences were ob-

tained along the axial direction of the HFM module, causing high local differences in mass transfer rates.

After implementing the membrane, it was found that these concentration differences lead to different

concentrations at the membrane-biofilm interface. It was also determined that the lumen gas flow rate gov-

erns a trade-off between the mass transfer rate and mass transfer yield.

An abiotic configuration was modelled for the determination of the overall volumetric mass transfer co-

efficient of CO (kov
L,CO a = 343h−1), the main resistances were the membrane and, depending on the module

flow rate, the liquid-side mass transfer. A biofilm attached to the membrane was modelled and compared

with configurations with suspended biomass. From this analysis followed that biofilms could enable higher

volumetric productivities in their respective operational windows.

Modelling a liquid recirculation reservoir showed that high ethanol concentrations could be reached (up

to 35 gL−1). For the reservoir inflow rate, a trade-off was identified: high productivities can only be reached

at low concentrations due to product inhibition.

It should be noted that these results were retrieved with a non-validated computational model and that

values for some unpredictable variables as the biofilm thickness and the biomass concentration in the biofilm

were assumed. Experimental model validation and justification of the assumptions are important next steps

for the development and possible commercialization of syngas fermentation in HFM reactors.
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Nomenclature

Latin alphabet

Symbol Meaning Unit

a Specific surface area m−1

Ac Cross sectional area m2

As Surface area m2

CS Sutherland’s constant -

Cη Viscosity constant variable

Cv p Antoine constant variable

c Concentration mol.m−3 or g.L−1

cx Biomass concentration g.L−1

d Diameter m

d Driving force m−1

D Diffusion coeff. m2.s−1

fB Biofilm diffusivity ratio -

F Volumetric flow rate m3.s−1

g Gravitational constant m2.s−1

Hcp Henry coeff. molm−3
l atm−1

∆G Gibbs free energy difference J.mol−1

∆H Enthalpy difference J.mol−1

∆sol H Dissolution enthalpy J.mol−1

I Inhibition constant -

J Flux mol.m−2s−1

k Mass transfer coeff. m.s−1

kB Boltzmann constant J.K−1

kov
L Overall mass transfer coeff. m.s−1

kov
L a Overall volumetric mass transfer coeff. s−1

K l g Liquid-gas partition coeff.
mol.m−3

l
mol.m−3

g

K ml Memb.-liquid partition coeff.
mol.m−3

m
mol.m−3

l

K mg Memb.-gas partition coeff.
mol.m−3

m
mol.m−3

g

KI Inhibition constant mol.m−3

Kp Saturation constant mol.m−3

L Length m

M Molecular mass g.mol−1

N Number of moles mol

N f Number of fibres

n Number of species -

p Absolute pressure Pa

∆p Pressure difference Pa

P Permeability m2.s−1

PV Volumetric productivity gi .L−1.h−1

Px Biomass productivity gi .g−1
x .h−1

q Specific rate moli .g−1
x .s−1

r Position in radial direction m

rp Particle radius m

R Universal gas constant J.mol−1.K−1

R Reaction rate mol.s−1

v



vi Preface

RMT Mass transfer resistance s.m−2

T Temperature K

T Mass transfer rate moli .m−3.s−1

u Convective flow vector m.s−1

us Stefan velocity m.s−1

ub Biofilm velocity m.s−1

v Average flow velocity m.s−1

vms Maintenance flux moli .mol−1
x .s−1

V Volume m3

x Mol fraction moli .mol−1
g

Y Molar yield moli .mol−1
j

z Position in axial direction m

Greek alphabet

Symbol Meaning Unit

γ Activity coeff. -

η Viscosity Pa.s

λcat Catabolism rate -

µ Growth rate h−1

ρ Density kg.m−3

σ Shear stress Pa∑
V Molecular diffusion volume -

τ Characteristic time s

ϕ Viscosity constant -

ϕ Packing density -

ω Mass fraction kgi .kg−1
g

Sub- and superscripts

Symbol Meaning

0 Reference

an Anabolism

av Average

bl , i nt Biofilm-liquid interface

c Critical

c Characteristic

cat Catabolism

f Fibre

f Formation

g m, i nt Gas-membrane interface

i First species

j Other species

k Location

mb, i nt Membrane-biofilm interface

met Metabolism

mod Module

r e f Reference

R Reaction

sol Solubility

V Volume

x Biomass

0T Temperature adjusted

01 Conc. and temp. adjusted

˜ Normalized

Phases

Symbol Meaning

b Biofilm

g Lumen gas

l Shell liquid

m Membrane

l ,r es or g ,r es Reservoir liquid/gas

Abbreviations

Abbreviation Meaning

BCR Bubble column reactor

CFD Computational fluid dynamics

(C)STR (Continuous) stirred tank reactor

FT Fischer-Tropsch

HFM Hollow fibre membrane

PBR Packed-bed reactor

PDMS Polydimethylsiloxane

Dimensionless numbers

Symbol Meaning Description

Gz Graetz Convection over radial diffusion

Pe Peclet Convection over axial diffusion

Re Reynolds Inert over viscous forces

Sc Schmidt Momentum over mass diffusivity

Sh Sherwood Total over diffusive mass transfer
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1
Introduction

Global problems such as climate change, the depletion of fossil resources and agricultural land scarcity force

humanity to shift from a fossil-based economy towards a circular, bio-based economy. Biotechnological tech-

niques have already demonstrated their potential in decreasing greenhouse gas emissions while increasing

circular resource utilization in comparison to, more conventional, petrochemical processes. For example,

current techniques make it possible to produce biofuels in a sustainable way, without hampering agricul-

tural productivity (Souza et al., 2017). Hermann et al. (2007) analyzed that significant savings in energy con-

sumption and in greenhouse gas emissions are possible while producing bulk chemicals, with the help of

biotechnological techniques. The production of renewable compounds as precursor for specialty chemicals

is already commercially viable, as e.g. 1,3-propanediol, polylactic acid, succinic acid and 1,4-butanediol can

be produced by sugar fermentation (Erickson et al., 2012). However, a lot of these products are produced from

lignocellulosic biomass resources, which are derived from agricultural crops. Next to useful sugar-precursors

as cellulose and hemicellulose, these crops contain lignin which cannot be used in fermentation processes

(Williams et al., 2016). As natural biomass has an average lignin content of around 25 wt.% (Vassilev et al.,

2012), there is an opportunity to increase substrate yields by developing commercial viable processes that

fully utilize lignin sources (Lin and Tanaka, 2006). Recently, the development of processes which use synthe-

sis gas (syngas) as a process intermediate emerged as a new field of research, since such processes offer the

advantage of utilizing all lignocellulosic biomass as carbon source (Abubackar et al., 2011; Liew et al., 2016).

1.1. Syngas and its utilization
Syngas is a mixture with its main constituents being CO, CO2, H2 and N2 and can be derived from multiple

sources and can be converted into multiple products (Figure 1.1). Using thermochemical conversion, or gasi-

fication, coal, biomass and municipal solid waste streams can be converted to syngas (Klasson et al., 1992).

During this process, the solids are dried first, then pyrolysis is done (solid decomposition in an inert envi-

ronment between 300 and 500 ◦C) yielding gasses, tars and oils. At a certain moment oxidizing agents are

added for the production of producer gas. After removal of the tars and oils from the producer gas, syngas

is obtained. The syngas composition depends on the gasifier type, the solids source, the temperature used,

and the oxidizing agents added (Munasinghe and Khanal, 2010; Abubackar et al., 2011). Other methods to

produce syngas are partial oxidation of heavy liquids as fossil hydrocarbons and catalytic steam reforming of

natural gas (Klasson et al., 1992). Off-gasses from steel mills contain high amounts of synthesis gas. CO2 rich

1



2 1. Introduction

Figure 1.1: Schematic representation of the syngas sources (left), products (right) and the conversion processes. 1: gasification, 2: par-
tial oxidation, 3: catalytic steam reforming, 4: electrolysis, 5: chemical conversion, 6: Fisher-Tropsch synthesis, 7: gas combustion, 8:
methanol synthesis, 9: microbial fermentation. The grey boxes depict (petro)-chemical processes, the orange boxes industrial processes,
and the green boxes biochemical processes.

off-gasses from industrial plants and water can be converted to CO and H2, respectively, by electrolysis with

(green) electricity.

After its production, syngas can be used to produce ethanol by chemical catalysis using rhodium cata-

lysts (Lopez et al., 2015). With the Fischer-Tropsch (FT) process, syngas can be converted to alkanes, and

subsequently to fuels as diesel and jet fuel (Ail and Dasappa, 2016). Syngas combustion in gas engines can be

used for electricity generation (McKendry, 2002). Methanol and dimethyl ether are conventionally produced

from syngas (Galadima and Muraza, 2015). In 1987, it was found that acetogenic bacteria are able to ferment

synthesis gas into acetate and ethanol (Klasson et al., 1992). Lastly, micro-organisms have been found that

are able to ferment synthesis gas into precursors of bioplastics (Drzyzga et al., 2015).

Bio-ethanol can be used, amongst others, as an additive to gasoline in combustion engines of cars. This

way, greenhouse-gas emissions can be reduced as well as the emission of other environmental pollutants,

like nitrogen oxides (Abubackar et al., 2011). The increasing market for ethanol as a biofuel (Brown, 2015),

makes the sustainable production of ethanol an industrial and societal relevant research topic.

1.2. Syngas fermentation
Syngas can be fermented by acetogenic bacteria as Clostridium ljungdahlii (which was named after Dr. Lars

Ljungdahl) (Klasson et al., 1992) or C. autoethanogenum (Abrini et al., 1994; Liew et al., 2016). These organ-

isms convert syngas constituents anaerobically to ethanol (solventogenesis) or acetate (acidogenesis). The

metabolic pathway (Figure 1.2) used for this conversion is the Wood-Ljungdahl pathway, which was by Fast

and Papoutsakis (2012) determined to be "the most efficient non-photosynthetic carbon fixation mecha-

nism" (Liew et al., 2016). Both CO and CO2 can act as substrate in this pathway. The use of CO2 requires an

additional reduction step, for which reducing equivalents provided by H2 hydrogenase can be used. In this

pathway acetyl-CoA is produced from syngas (Abubackar et al., 2011; Liew et al., 2016).

During acidogenesis (which is coupled to cell growth), acetyl-CoA is converted to acetate and acetic acid.

During solventogenesis, acetyl-CoA and acetic acid can be reduced to ethanol (Abubackar et al., 2011; Liew

et al., 2016). The overall biochemical reactions (Figure 1.2) for both solventogenesis and acidogenesis depend
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CO2

CO2H2

H2 2H++2e-

CO

CO

Acetyl-CoA Acetate

Biomass

Ethanol

Acetic	acid

Ethanol

Acetate Acetic	acid

a

1)			6CO+3H2O	→	C2H5OH+4CO2
2)			2CO2+6H2	→	C2H5OH+3H2O

3)		4CO+2H2O	→	CH3COOH+2CO2
4)		2CO2+4H2	→	CH3COOH+2H2O

Figure 1.2: Schematic representation of the metabolism of acetogenic syngas fermenting organisms. The Wood-Ljungdahl pathway is
depicted with black arrows. The arrows and the reactions for growth and acidogenesis reactions are displayed in yellow, while solvento-
genesis is depicted in green. Reactions 1 and 3 describe the case wherein only CO is present, while reactions 2 and 4 are valid in absence
of CO. a depicts the H2 hydrogenase enzyme. This figure has been adapted from Richter et al. (2016).

on the composition of the provided syngas (Liew et al., 2016). The shift from acidogenesis to solventogene-

sis is regulated by several factors, such as the medium pH and the presence of nutrients required for growth

(Abubackar et al., 2011; Richter et al., 2016). With the help of strain evolution, these organisms can be adapted

for commercial purposes, for example Molitor et al. (2016) stated that an ethanol productivity of 10 gL−1 h−1

could be reached.

One of the advantages of working with these organisms and their metabolic pathway is the wide substrate

range they use, as they are also able to ferment sugars as glucose and xylose. Other advantages are their ability

to work with different compositions of syngas and their tolerance to contaminants in producer gas (such as

sulfur and tars) (Abubackar et al., 2011). The anaerobic environment decreases the probability of biological

contamination and avoids flammability issues as syngas is a combustible gas (Liew et al., 2016).

Compared to the chemical conversion processes, microbial fermentation of syngas offers several advantages:

(1) fermentations can be operated at ambient temperatures and pressure, (2) microbes are cheap catalysts

which are resistant to contaminants, (3) no fixed ratio between CO and H2 is required (as in the FT process),

(4) microbes have higher specificity and lead to higher yields, and (5) biological conversions are irreversible.

These advantages offer syngas fermentation the potential to become more attractive and environmental-

friendly than the competing chemical processes for the production of fuels from syngas (Klasson et al., 1992;

Munasinghe and Khanal, 2010; Abubackar et al., 2011).

Compared to the more traditional sugar-based ethanol fermentation, syngas fermentation offers some

advantages: (1) potential increased substrate yields as lignin could be converted into ethanol, (2) the elimi-

nation of complex pretreatment steps to separate the lignin from biomass resources, and (3) the elimination

of dedicated agricultural crop production sites as syngas fermentation could also be done using municipal

solid waste or industrial off-gasses. All these advantages raised the interests for developing bioreactors for

efficient ethanol production by syngas fermentation (Munasinghe and Khanal, 2010; Abubackar et al., 2011;

Yasin et al., 2014).

The main bottlenecks observed in syngas fermentation are the low solubility of CO and H2 in water, and

the low growth rate of acetogens (Klasson et al., 1991; Yasin et al., 2019; Liew et al., 2016). The poor solubil-
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ity hampers the transfer of these gasses to the micro-organism resulting in low dissolved gas concentrations.

The low growth rate causes that biomass retention systems are necessary to obtain high biomass concentra-

tions and to increase the conversion rate. These two factors cause a poor syngas mass transfer rate and the

volumetric productivity. One other limitation of syngas fermentation is product inhibition. Solventogenic

products (e.g. ethanol and butanol) are found to be inhibitory for Clostridium spp., emphasizing the need for

(in-situ) product removal (Huffer et al., 2011). Finally, there is a limited viable product spectrum for syngas

fermentation: Only high titers of low-value products like ethanol and acetic acid were achieved. Higher value

products like caproate, butyrate, butanol and hexanol are also achievable with co-cultures, but this is a very

immature technology (Diender et al., 2016).

Piccolo and Bezzo (2009) performed a techno-economic analysis and stated that at that moment, the

technology of biomass gasification combined with syngas fermentation was not mature enough to become

profitable: Their ethanol selling price was estimated to be €1.20/L. Benalcázar et al. (2017) calculated the min-

imum selling price for ethanol production from different lignocellulosic biomass sources via gasification and

syngas fermentation. They obtained a minimum selling price of $2/kg ethanol. At this moment, the market

price of ethanol is around $0.5/kg, which means that this process is not profitable yet. Both techno-economic

analyses suggested that process engineering methods (improving the yield, increasing the gas-liquid mass

transfer rate and process intensification) could lead to profitable business cases (Piccolo and Bezzo, 2009;

Benalcázar et al., 2017). Therefore, several reactor configurations have been used to increase the syngas mass

transfer rate and to achieve high volumetric productivities (Yasin et al., 2015; Asimakopoulos et al., 2018).

1.3. Reactors for syngas fermentation
Several reactor configurations have been used for syngas fermentations. The best known reactor types for

syngas fermentation are stirred tank reactors (STR), bubble column reactors (BCR), trickle bed reactors (TBR)

and hollow fibre membrane (HFM) reactors (Figure 1.3), for these reactors some advantages and disadvan-

tages are discussed. The reactors types can be compared in terms of the overall volumetric gas-liquid mass

transfer coefficient kov
L and the ethanol productivity PV ,EtOH (Table 1.1). Next to these, some less frequently

used reactor types will shortly be discussed.

The STR is the most frequently studied reactor for syngas fermentation. This is due to its ease of use

in lab-scale settings, and as it is the best choice for studying metabolic characteristics of micro-organisms

(Yasin et al., 2019). Gas-liquid mass transfer is due to dispersion and break-up of syngas bubbles by the rotat-

ing impeller. However, for industrial use this is a less suitable technique as high stirrer speeds are required to

Figure 1.3: Schematic representation of different reactor systems studied in literature: (a) STR, (b) BCR, (c) TBR with a brown bed, (d)
HFM reactor with the hollow fibre membranes in orange. The numbered arrows denote the gas (grey) and liquid (black) inlets (1 and 2)
and the gas and liquid outlets (3 and 4).
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Table 1.1: Comparison of different reactor types used for syngas fermentation in terms of possible advantages, disadvantages, mass
transfer coefficient and ethanol productivity. Note that this is a general comparison and that the mass transfer rates and productivities
were not obtained in the same experiments.

Reactor type Advantages Disadvantages kov
L (h−1)

PV ,EtOH
(gL−1 h−1)

STR - Easy to use
- Most studied configuration for
syngas conversion

- High operational costs
- Poor mixing in industrial tanks

10 - 500a 0.0782c,d

BCR - High mass transfer area
- Low capital and operational
costs
- Commercial use by LanzaTech

- Backmixing at high flow rates
- Possible bubble coalescence

18 - 860a 0.0642e

TBR - No agitation required
- Plug flow behavior

- Difficult scale up
- Small working volume and low
production capacity

36 - 360a 0.1578b,c

HFM reactor - Low energy consumption
- High surface area
- Easy scale up

- Pore-wetting or clogging
- High replacement costs
- High infrastructure and
pumping costs

Up to 1096b 0.143c,g

a) Bredwell et al. (1999), b) Shen et al. (2014b). Note that it is not straightforward to compare kov
L values of HFM reactors (Yasin et al., 2019).

c) Asimakopoulos et al. (2018), d) Mohammadi et al. (2012), e) Shen et al. (2014a), f) Devarapalli et al. (2017), g) Shen et al. (2014b)

maintain high kov
L values. This leads to high power requirement and therefore large operational costs. Next to

this, in large industrial tanks, mixing will be poor so that there will be large local differences in mass transfer

and reaction rates (Abubackar et al., 2011; Yasin et al., 2015).

In a BCR, small gas bubbles are sparged from the bottom of the reactor. The density difference between

the gas and liquid lets the bubbles rise. The bubble rising causes mixing in the liquid phase. As the bub-

ble diameter is very low, the bubble volumetric surface area is large, so that high mass transfer rates can

be achieved. This mass transfer rate is generally higher than in STR reactors. There will be back-mixing at

larger flow rates and bubble coalescence can decrease the mass transfer rate. The simple design and the

lack of moving parts in this system decreases the capital and operational costs (Munasinghe and Khanal,

2010; Abubackar et al., 2011; Yasin et al., 2019). The gas-lift reactor is a type of bubble column reactor, but

with dedicated riser and downcomer areas (Yasin et al., 2019). It has been known that LanzaTech, the only

company that successfully commercialized syngas fermentation by converting syngas from steel mills into

ethanol with a proprietary C. autoethanogenum strain, uses these types of reactors for their processes (Valge-

pea et al., 2018; Chen et al., 2018; Yasin et al., 2019).

A TBR reactor most often consists of a counter-current gas-liquid phase over a solid bed of biomass and its

carrier material. The liquid is trickled over the bed at the top, while the gas is supplied from the bottom. This

liquid trickling causes a very thin liquid film layer that is in contact with the gas, minimizing the liquid phase

mass transfer resistance (Orgill et al., 2013). The mass transfer rate is dominated by the packing size, the liq-

uid recirculation rate and the gas flow rate (Abubackar et al., 2011). This set up was tested by Klasson et al.

(1992) and he achieved higher productivities and CO conversion rates than in STR and BCR. Compared to

STR’s the power consumption is lower as no mechanical agitation is required, but the kov
L achieved is smaller

than in a BCR (Bredwell et al., 1999; Munasinghe and Khanal, 2010). The main limitation of TBR is the low

working volume (only 20% of the reactor was used), which decreases the production capacity and makes scale

up difficult (Yasin et al., 2019).

Hollow fibre membranes (HFM) are often used for gas-liquid contacting applications due to the high

volumetric surface areas that can be reached (Drioli et al., 2006). For syngas fermentations they can be used

in different ways. Bredwell et al. (1999) used them for retaining biomass in the reactor. They can also be

used in a submerged setup, so that they are effectively used as sparger, leading to energy savings (Yasin et al.,
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2015). Next to this, they can be used as biofilm carrier so that high cell concentrations can be reached (Reij

et al., 1998; Abubackar et al., 2011). The continuous feed supply to the biofilm, offers potential for high yields

and reaction rates (Munasinghe and Khanal, 2010). Shen et al. (2014b) used an external HFM reactor with

biofilm growth and achieved higher substrate utilization efficiencies and productivities than in a BCR. This

way, Anggraini et al. (2019) also achieved higher ethanol titers and yields compared to a STR. Potential disad-

vantages are the high replacement costs due to membrane and biofilm aging (Reij et al., 1998), possible pore

clogging and -wetting and high operational costs for infrastructure and pumping to provide liquid recircula-

tion (Yasin et al., 2019).

Some other reactors studied before are the moving bed biofilm reactor (Abubackar et al., 2011): Biomass

is retained on a carrier (as in the trickle bed) and gas and liquid are added from the bottom, causing some

turbulence and mixing. Shen et al. (2014a) examined syngas fermentation in a monolithic biofilm reactor,

they achieved a higher kov
L and ethanol productivity (0.0979 gEtOH L−1 h−1) than in a BCR. Later, Shen et al.

(2017) investigated the use of a rotating packed bed reactor, but found a lower kov
L , but a higher productivity

(0.279 gEtOH L−1 h−1) than in a BCR. Most recently, Sathish et al. (2019) used a bulk-gas-to-atomized-liquid

reactor. Using a spraying nozzle, they were able to saturate very small bubbles of liquid medium with syngas

and achieved a kov
L of 3600 h−1 and an ethanol productivity of 0.746 gL−1 h−1. These configurations sound

very promising, but scale-up of these configurations is not straightforward and therefore their industrial ap-

plicability can be disputed.

After considering all the advantages and disadvantages of the discussed reactor types, the HFM reactor

emerges as an interesting configuration for syngas fermentation. This is due to the combination of the high

mass transfer potential together with possible biomass retention in a biofilm and the ease of scale up.

1.4. Hollow fibre membrane reactors
As the HFM reactor offers potential for industrial syngas fermentation to ethanol, some additional research

was done for these reactors. A HFM reactor can be operated in a multiple ways. An outside-in configuration

can be used, wherein the gas flows through the shell and the liquid through the lumen (i.e. fibres). To pre-

vent biofouling and resulting flow maldistributions and high pressure drops in the lumen side, the inside-out

configuration is preferred: Gas flows through the lumen while the fermentation broth flows through the shell

side (Yasin et al., 2015). In most cases in literature, the inside-out configuration was used (Yasin et al., 2015).

From the lumen, the syngas diffuses through the membrane, to which a biofilm can be attached to convert

the syngas. The gasses will subsequently be consumed in the biofilm. In case of incomplete consumption,

they also enter the liquid phase (Kumar et al., 2008; Atchariyawut et al., 2008). Using a reservoir, the broth

can be recycled, enabling mixing, industrial flexibility and more control of process parameters. The lumen

can be operated in open- or dead-end mode (Yasin et al., 2015), while the liquid phase can be operated in

co-current, counter-current and in cross flow mode (Orgill et al., 2013; Robert et al., 2014).

Membrane types
Next to this, for gas-liquid membrane contacting, there are three different types of membranes which have

been extensively described: (micro)porous, dense and composite membranes. For all these types, it can

be chosen to use hydrophobic or hydrophilic membranes. Hydrophilic membranes can cause wetting or

biofouling problems, which could reduce the mass transfer rate compared to hydrophobic membranes as

these do not lead to wetting or biofouling problems (Orgill et al., 2013; Yasin et al., 2015).
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Porous membranes can be divided in a class of microporous, mesoporous and macroporous membranes.

The main difference between these membranes is their pore size, these differ, respectively, from smaller than

2 nm, to 2-50 nm to larger than 500 nm. The pores are deliberately filled with gas, so that gaseous compounds

are able to diffuse through the pores to the liquid. With the pore size, the selectivity of the membrane can be

tuned. But most often, porous membranes are used when selectivity is not required (Reij et al., 1998). Porous

membranes are made of a polymer matrix (such polypropylene or Teflon) and have a thickness in the range

of 30 to 100 µm (Reij et al., 1998).

Dense membranes are membranes with a thick polymer layer of materials like PDMS (polydimethylsilox-

ane) or polypropylene. Membrane thickness is between 100 µm and 1 mm (Reij et al., 1998). Their dense

nature enables better resistance to higher pressures than porous membranes (Kumar et al., 2008). Dense

membranes are more selective than porous membranes as all compounds need to permeate through the

membrane. Compounds with low permeability (i.e. the product of membrane diffusivity and solubility) per-

meate in a lesser extent than compounds with higher permeability (Reij et al., 1998; Kumar et al., 2008).

Composite membranes are a combination of porous and dense membranes. This way,the best charac-

teristics of both types of membranes are merged. A porous layer is used to achieve high mass transfer rates,

while a thin dense layer (between 1 and 30 µm) is used for selectivity and biofilm support. To prevent wetting

and biofouling, the porous layer should be used at the gas side (Kumar et al., 2008).

When selecting the right type of membrane in a HFM reactor, mechanical strength, permeability and se-

lectivity needs to be balanced (Kumar et al., 2008). It was chosen to work with a dense, hydrophobic, PDMS

membrane, as PDMS offers high permeability for syngas constituents (especially CO2) and as commercial

PDMS membrane modules are available. Although porous membranes would lead to higher mass transfer

rates, membranes biofouling and pore wetting problems are prevented due to the use of dense membranes.

Modelling process parameters

In the HFM reactor configuration, there is a variety of process parameters which influence should be deter-

mined to enhance process performance: gas pressure, gas flow velocity and composition, the shell liquid

flow pattern and inflow rate, reservoir inflow rate, membrane parameters like thickness, material and type

(porous, dense or composite), and reactor parameters like fibre length, fibre diameter, spacing and total fibre

number. All these parameters can be adjusted in order to tune the reactor performance.

With a computational model of a lab-scale HFM reactor, the influence of these process parameters on the

process performance can be determined. This could lead to development of HFM reactors with higher pro-

ductivity or conversion yields. An ideal window of operation can be derived by assessing possible trade-offs

between productivity, titer and yield. A model can also enable comparison with other reactor types and guide

scale-up. During the development of a model, the underlying transport phenomena will be determined,

which will lead to a deeper understanding of these phenomena inside HFM reactors.

In literature, several computational models have been developed to assess mass transfer in membrane re-

actors. However, some models do not incorporate biomass formation (Kavousi et al., 2016; Orgill et al., 2019)

or do not specify membrane characteristics (Atchariyawut et al., 2008). Next to these, some scholars present

models that are developed by fitting experimental data in order to determine mass transfer coefficients (Mu-

nasinghe and Khanal, 2012; Orgill et al., 2013), an approach with little external validity. More comprehensive

models were developed incorporating membranes and biofilms, but are not designed for syngas fermenta-

tion, but instead for wastewater treatment (Pavasant et al., 1996; Freitas Dos Santos et al., 1997; Ahmadi Mot-

lagh et al., 2006; Matsumoto et al., 2007) and hydrogen-based denitrification (Martin et al., 2013, 2015). Edel

et al. (2019) developed a simple 1D model for syngas fermentation to acetate in membrane reactors with at-
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tached biofilms. They conclude from their model that the biofilm thickness and the biomass concentration

in the biofilm are the most important values that influence the productivity of the reactor.

1.5. Project scope
No comprehensive model has been developed for syngas fermentation to ethanol in a HFM reactor, thus far.

Such a model can be used to assess the influence of process parameters on the performance of the HFM re-

actor. The performance of the reactor can be measured in terms of ethanol yield (molmol−1
CO), productivity

(gL−1 h−1), substrate utilization efficiency (%) and product concentration (gL−1).

In this master thesis, it is examined how the process parameters affect the performance of the syngas

fermentation process and how they can be used to derive an ideal window of operation. By mathematical

modelling, mass transfer characteristics and consumption and production patterns of CO, CO2, H2, biomass

and ethanol, will be described, along the gas, membrane, biofilm, liquid phases and the reservoir. Further-

more, suggestions to validate the model will be delivered. This leads to the following research questions:

What is the impact of different input process parameters of a hollow fibre membrane biofilm reactor on the

performance of the syngas fermentation process and how can they be used to improve the reactor performance?

How can these effects be experimentally validated?

1.6. Thesis approach
Some initial choices were made prior to modelling the HFM module. An inside-out feed configuration was

modelled: Syngas is provided through the lumen and the liquid flows through the shell. Co-current liquid

and gas flow was used. Counter and co-current flow were not examined as it was hypothesized that the liquid

and gas flow never contain the same compound that needs to be transferred. This means that the driving

force over the membrane will never be harmed by the presence of the same compound in the liquid phase,

as it is expected to be consumed in most of the cases.

The same lab-scale HFM module was used. Therefore, the dimensions and membrane properties were

kept constant. This imposes consistency along different models and enables comparison between these

models. The membrane module used was a dense hydrophobic PDMS membrane. A liquid recirculation

reservoir was incorporated in the model. Isothermal, adiabatic conditions and a constant pH were assumed.

As both mass transfer and gas and liquid flow needs to be modelled, computational fluid dynamics (CFD)

must be used to model the HFM reactor. In Chapter 2, the geometry, basic transport phenomena and equa-

tions which describe the HFM reactor model, are provided. In the subsequent chapters the model is con-

secutively developed, based on examined model results and operational conditions. In Chapter 3, the gas

compartment is analyzed. It will be determined how syngas is transferred in the gas phase and from the gas

phase through the membrane. Chapter 4 focuses on the membrane and its effect on the concentration of

syngas species. In Chapter 5 the overall mass transfer coefficient is examined and the performance of the

HFM reactor is evaluated in cases with and without biofilm formation. Then, in Chapter 6, the reservoir is

implemented and its effect on the overall reactor system is discussed.

After completion of the model, the effect of the process parameters on the reactor performance is stud-

ied in Chapter 7. In this chapter, also operational trade-offs were analyzed and a sensitivity analysis was

performed for assumed parameters. Suggestions for validation of the computational model are provided in

Chapter 8. Future perspectives and conclusion is given in Chapters 9 and 10. In Appendix A, an overview

is provided of the different models used in the different chapters. This overview includes a scheme which

indicates the species and compartments that are included in these models.



2
Model description

In this chapter, the approach used for modelling the HFM reactor is described in detail. First, the geometry

and the underlying assumptions which were made while modelling the HFM reactor is discussed. The rele-

vant transport phenomena in the HFM module are then described. The equations and boundary conditions

are explained that were used for solving this model. Lastly, the modelling method is explained as well as the

different steps taken while modelling the system.

2.1. Model geometry
In Figure 2.1, some model geometries are depicted that could be used for modelling a HFM reactor. A 2D-

axisymmetric configuration for the HFM module was used as this requires less computational effort than a

3D geometry of the whole module or of a single fibre and it provides the detailed radial and axial gradients

which cannot be provided by 1D models.

Limitations of this geometry compared to a 3D whole module geometry are that the liquid flow pattern

around the fibres could not be investigated and that the effect of the amount of fibres and their spacing

is more difficult to investigate. However, for both modules needs to be assumed that all fibres are equally

spaced and that a hexagonal or honeycomb structure can be maintained over the module length, which is in

practice not achievable.

When modelling one single fibre, it needs to be assumed that the modelled fibre is representative for all

fibres in the membrane module. This leads to subsequent assumptions that the gas flow rate and composition

is equal in all fibres and that there is no maldistribution in liquid flow velocity. Kavousi et al. (2016) found,

while modelling 3D HFM modules, that the flow velocity is high near the walls (as they placed no fibres there)

and low between the fibres. However, it has been assumed that in the model used no such distributions in

liquid flow pattern exists and that there is only laminar, unidirectional flow.

In a 2D-axissymetric geometry (Figure 2.1c), a symmetry axis is imposed in the middle of the fibre. This

axisymmetric model makes it possible to develop 3D patterns around the fibre as it assumes that there is an

equal distribution of all properties in the azimuthal direction. This also means that the surface areas at the

interfaces, such as Aint
s,g m and Aint

s,mb . In the case a planar 2D geometry would be used, these characteristics

would not be taken into account.

In the case a 1D model would be used, one can only model transport phenomena in one direction. As

differences in concentrations in the axial direction in the liquid and gas phases and in the radial direction in

9
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Figure 2.1: Schematic configurations used for designing the model of the HFM module. The schematic in (a) represents a 3D module
of a HFM system with seven fibres, although the module used has 550 fibres. (b) depicts the approximation of this system, but with
modelling only 1 fibre in 3D. (c) depicts the 2D axisymmetric system which was eventually used for modelling this system.

the membrane, biofilm and liquid phases are expected, this kind of model was considered to be inadequate

for modelling a HFM reactor in detail.

The reservoir was described as a continuous STR. Assuming ideal mixing enables modelling the reservoir

as a single point (or 0D), so that no dedicated geometry for the reservoir needs to be developed.

2.2. Transport phenomena
A schematic overview of the whole reactor system is provided in Figure 2.2a. For the HFM module, the most

important transport phenomena were derived and depicted in Figure 2.2b. These transport phenomena were

derived based on initial calculations of the characteristic times of these phenomena (see Appendix B). In the

gas and liquid phases, radial diffusion and axial convection were considered, while in the membrane and

biofilm only radial diffusion was taken into account for solutes transport. Partition was imposed between

the gas phase and the membrane and the membrane and the biofilm, it was assumed that partition between

membrane and biofilm can be described with the same partition function as partition between membrane

and liquid. Fluxes are depicted for species transport across interfaces and the notations used for concentra-

tions in the phases.

For both the HFM module and the reservoir, the inflow and outflow streams are provided, which were

used to couple both. Nitrogen gas is purged into the reservoir via a separate gas inflow in order to prevent

accumulation of dissolved gasses. A 4 ◦C gas condenser is added to the gas outlet to limit evaporation of water

and ethanol.

2.3. Model equations
The modelled HFM module was based on initial specifications provided by OxyMem, the supplier of the

membrane module. The most important membrane specifications are given in Table 2.1. A detailed picture

of the model geometry combined with locations and values of parameters as the surface areas, cross sectional

areas and locations of the geometry in the model are provided in Appendix C.
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Figure 2.2: Schematic overview of (a) the lab-scale set up of a HFM module with a liquid recirculation reservoir. The symbols for the
most important parameters of this system are depicted in this scheme. In (b) an overview is provided of the most important transport
phenomena in the HFM module, together with their symbols.

In this section, the equations used for modelling the HFM module and the reservoir are provided. All non-

compound-specific parameters used are provided in Table 2.1, while parameters which differ per compound

are provided in Table 2.2. Some parameters were derived from literature, others were assumed, or have a

flexible range of operation. In several cases, initial calculations were necessary to derive the values of these

parameters, these calculations are provided in the mentioned appendix section. First the material balances

for the chemical species are described for all compartments in the HFM module, after which the balances are

described that govern liquid and gas flow in the HFM module. In the last subsection, the equations behind

the liquid recirculation reservoir are described.

2.3.1. Species material balances

Chemical species transport in the gas phase is governed by axial convection and radial diffusion (Equation

2.1). The density and the concentration change as result of composition changes, by assuming ideal gas

behaviour (Equation 2.2). Diffusion was described with Maxwell-Stefan diffusion (Equation 2.3) as the gas

species molar fractions were considered to be in the same order of magnitude as there is no gaseous solvent.

This lack of solvent, makes it impossible to model gas phase diffusion with Fick’s law (Krishna and Wesselingh,

1997). For calculating the diffusive flux (Equation 2.3), it was assumed that the sum of the diffusive fluxes J diff
g ,i

and the sum of the driving forces d j , is 0 (Bothe, 2011). As reference compound, the compound with the

largest mole fraction was used. The diffusion coefficients were the Maxwell-Stefan diffusion coefficients (see

Appendix D.1). Thermal diffusion coefficients were not taken into account, as isothermal conditions were

assumed.

∂cg ,i

∂t
=−ug ·∇cg ,i −∇· J diff

g ,i (2.1)

ρg = pg

RT
Mav = pg

RT

(
n∑

i=1

ωg ,i

Mi

)−1

and cg ,i =
ρωg ,i

Mi
= xg ,i

pg

RT
(2.2)
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J diff
g ,i =−cg ,i

n∑
j=1

Di , j d j with d j =∇x j +
(xg , j −ωg , j )∇pg

pg
(2.3)

As boundary condition at the fibre inlet was assumed that the concentrations of the gas species are known

(from the syngas composition) and remain constant (Equation 2.4). In cases with evaporation from the liquid

side to the gas phase, this inlet boundary was changed into a Danckwerts-type boundary (Equation 2.5).

Symmetry was imposed to represent the middle of the fibre (Equation 2.6). At the end of the fibre, a no flux

condition was imposed (Equation 2.7). The species flux across the membrane was modelled according to

Equation 2.8. By imposing flux continuity, the radial gas phase flux equals the flux through the membrane.

The convective flux was calculated with Equation 2.9. This convective flux is based on the Stefan velocity,

which can be described as the velocity, normal to the membrane, associated with mass transfer (Raja et al.,

2000).

cg ,i (z = 0) = cg .i ,i n (2.4)

ug cg ,i (z = 0) = ug cg .i ,i n − J diff
g ,i (2.5)

J diff
g ,i (r = 0) = 0 (2.6)

J diff
g ,i (z = L f ) = 0 (2.7)

J int
i ,g m = J diff

g ,i + J conv
g ,i =−Dm.i

dcm,i

dr
(2.8)

J conv
i ,g = cg ,i us with

pg

RT
us =

n∑
i=1

(
J diff

i ,g + cg ,i us

)
(2.9)

In a dense PDMS membrane, species transport can be modelled according to the solution-diffusion model

and can therefore be described according to Fick’s law (Equation 2.10) as it can be assumed that all com-

pounds are dissolved in the membrane (Kumar et al., 2008). No convection was imposed in the membrane.

Diffusion was assumed to be isotropic (omnidirectional). No flux (Ji = 0) was imposed at z = 0 and z = L f .

At the gas-membrane interface, the species concentration in the membrane was coupled with the gas phase

concentrations, while taking partition between the gas and membrane into account (Equation 2.11). The flux

through the membrane was coupled to the flux in the biofilm, assuming flux continuity (Equation 2.12). The

membrane diffusion and partition coefficients of the dissolved species are calculated in Appendix D.2. The

biofilm species diffusion coefficient was calculated from the liquid diffusion coefficient (Appendix D.3), while

assuming a biofilm diffusivity factor fB (Kumar et al., 2008).

∂cm,i

∂t
=−Dm.i∇2cm,i (2.10)

cgm,int
m,i = K mg

i × cgm,int
g ,i (2.11)

J int
i ,mb =−Db.i

dcb,i

dr
with Db,i = fB ×Dl ,i (2.12)

The biofilm thickness db and its biomass concentration cb,x were assumed to remain constant. Solutes

transport can be described with Fick’s law and reaction (Equation 2.13), as no convection was imposed in the

biofilm. No flux (Ji = 0) was imposed at z = 0 and z = L f . Flux continuity was imposed at the biofilm-liquid

interface (Equation 2.14). Biofilm growth and detachment has been modelled (Equation 2.15) (Horn and

Lackner, 2014), and was only taken into account cases with liquid recirculation. Details on biofilm growth

and detachment can be found in Appendix G. At the membrane-biofilm interface, the solutes concentrations

were coupled to the concentrations in the biofilm, while taking partition into account (Equation 2.16). How-

ever, for larger pressures, supersaturation and subsequent bubble formation could occur in the biofilm. It



2.3. Model equations 13

was assumed that in these cases the concentration of solutes in the biofilm equals the maximum solubility

(calculated in Appendix D.3).

dcb,i

dt
=−Db,i∇2cb,i +qi cb,x (2.13)

J bl,int
i =−Dl .i

dcl ,i

dr
(2.14)

J bl,int
x = cb,x ug = cb,x

r int
bl∫

r int
mb

µdr (2.15)

cmb,int
b,i =

 cml,int
m,i

/
K ml

i when cml,int
m,i

/
K ml

i < c sol
l ,i

c sol
l ,i when cml,int

m,i

/
K ml

i > c sol
i ,l

(2.16)

Transport in the shell liquid phase was governed by axial convection and radial diffusion. Microbial con-

version of CO was also taken into account when suspended biomass was present (Equation 2.17). At the

liquid inlet, a Danckwerts boundary condition was imposed (Equation 2.18) as this takes axial dispersion

into account (Danckwerts, 1953). At the liquid outflow, a no-flux condition was applied (Equation 2.19). No

partition was imposed at the biofilm-liquid boundary (Equation 2.20). Lastly, symmetry was applied in the

middle of the liquid phase (Equation 2.21).

Evaporation of water and ethanol from the liquid to the gas phase has been modelled as well. In these

cases it has been assumed that the driving force for evaporation is the partial pressure gradient over the

membrane, which was based on the saturation pressure in the gas phase and the concentration in the liquid

phase. Evaporation modelling is described and discussed in Appendix E in more detail.

dcl ,i

dt
=−ul ·∇cl ,i −Dl ,i∇2cl ,i +qi cl ,x (2.17)

ul cl ,i (z = 0) = ul cl ,i ,i n +Dl ,i
dcl ,i

dz
(2.18)

dcl ,i

dz
(z = L f ) = ul∇cl ,i (2.19)

cbl,int
l ,i = cbl,int

b,i (2.20)

dcl ,i

dr
(r = rl ) = 0 (2.21)

Microbial conversion of CO was modelled according to Equation 2.22. This equation is based on the CO

uptake kinetics which were derived by (Mohammadi et al., 2014) and a linear fit of ethanol inhibition data

from Fernández-Naveira et al. (2016). When the ethanol concentration is higher than 45 gL−1, IEtOH = 0. By

derivation of a black-box stoichiometric model for Clostridium spp. (Kleerebezem and Van Loosdrecht, 2010)

for the metabolic and catabolic reactions, the reaction stoichiometry was determined. By correcting for the

maintenance requirement vms , the microbial-specific growth rate was calculated (Equation 2.23). With the

Herbert-Pirt relationship, the compound-specific reaction rates were calculated (Equation 2.24). Details on

the derivation of the kinetic model for CO uptake, ethanol inhibition and the reaction stoichiometry can be

found in Appendix F.

−qCO =−qmax
CO ICO IEtOH =−qmax

CO × ck,CO

Kp,CO + ck,CO + ck,CO
KI ,CO

(
1− ck,EtOH

K I ,EtOH

)
with k = [b, l ] (2.22)

µ= qCO − vms

Y met
CO

(2.23)
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qi = Y met
i µ+ vms Y cat

CO

Y cat
i

(2.24)

2.3.2. Flow balances

Syngas flow through the fibre was assumed to be a compressible, laminar flow. Laminar flow was assumed

after calculation of the Reynolds number (Re ≈ 6.7, Appendix D.1). Gravity was not included due to the low

gas density and the short length of the fibre. The viscosity ηg of the syngas with the composition at the inlet

was calculated in Appendix D.1 and assumed not to change along the fibre length.

Mass continuity (Equation 2.25) and momentum continuity, which is modelled by the constitutive Navier-

Stokes equations, (Equation 2.26) were coupled, while taking into account a varying density (Equation 2.2)

(Haddadi et al., 2018). In these equations, I was used to describe the identity matrix. In the Navier-Stokes

equation, −ρg
(
ug ·∇)

ug is a term to describe momentum changes caused by advection, ∇·(−pg I
)

describes

changes due to pressure differences, ∇ ·
(
ηg

(
∇ug + (∇ug

)T
))

describes viscosity effects, and the term ∇ ·( 2
3ηg

(∇·ug
)

I
)

describes velocity divergence effects caused by the compressibility of the gas flow.

∂ρg

∂t
=−∇· (ρg ug

)
(2.25)

∂ρg ug

∂t
=−ρg

(
ug ·∇)

ug +∇·
(
−pg I +ηg

(
∇ug + (∇ug

)T
)
− 2

3ηg
(∇·ug

)
I
)

(2.26)

Symmetry was imposed at r = 0 (Equation 2.27). At the gas-membrane interface a no-slip condition was

imposed (Equation 2.28). The pressure was regulated at the fibre outlet with a pressure controller (Equation

2.29), which suppresses the backflow. The fibre gas flow at the inlet was assumed to be fully developed (as the

length of the fibre is much larger than the diameter of the fibre (Wang et al., 2017a)) and equals the total gas

flow into the lumen divided by the number of fibres (Equation 2.30).

ug ,r
∣∣
r=0 = 0 and

∂ug ,z

∂r

∣∣∣∣
r=0

= 0 (2.27)

ug (r = r int
g m) = 0 (2.28)

pg (z = L f ) = pr e f +∆pg (2.29)

Fg , f ,i n(z = 0) = Fg ,i n

N f
(2.30)

The shell liquid flow was modelled by assuming laminar flow as the maximum Reynolds number was

calculated to be around 15 (Appendix D.3). As the liquid density is around 1000 times higher than the gas

density, gravity was included while modelling the liquid phase. The viscosity was calculated based on the

viscosity of water (Appendix D.3). Effects of the solutes (nutrients, ethanol, dissolved gasses and biomass) on

the viscosity and the density of the liquid phase were always neglected.

Mass continuity was modelled (Equation 2.31) as well as momentum continuity (Equation 2.32). For

the constitutive Navier-Stokes equations, incompressible liquid flow was assumed. The term ρl (ul ·∇)ul

describes the advective effects on momentum. The second term, ∇ · (−pl I
)

describes pressure effects, the

third term ∇ · (ηl
(∇ul + (∇ul )T

))
viscosity effects, and the last term ρl g gravitational effects. Note that the

gravitational constant is a vector as the gravitational constant only applies in the axial direction.

ρl∇·ul = 0 (2.31)

∂ρl ul

∂t
=−ρl (ul ·∇)ul +∇· (−pl I +ηl

(∇ul + (∇ul )T ))+ρl g (2.32)
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As boundary conditions, a no-slip condition was applied at the liquid-biofilm interface (Equation 2.33).

Flow symmetry was applied at rl , as this way only the half of the liquid phase needs to be modelled, saving

computational effort (Equation 2.34). At the liquid outlet, the pressure was controlled, backflow was sup-

pressed and the pressure was compensated for the hydrostatic pressure (Equation 2.35). At the inlet, the

liquid flow to the shell was divided by the amount of fibres (2.36).

ul (r = r int
bl ) = 0 (2.33)

ul ,r
∣∣
r=rl

= 0 and
∂ul ,z

∂r

∣∣∣∣
r=rl

= 0 (2.34)

pl (z = L f ) = pr e f +∆pl +ρl g L f (2.35)

Fl , f ,i n(z = 0) = Fl ,mod ,i n

N f
(2.36)

2.3.3. Reservoir equations
The equations describing the liquid recirculation reservoir are the total and solute-specific mass balances

over both the liquid and the gas phases. In order to solve these mass balances, it has been assumed that the

reservoir is ideally mixed, that reaction can be neglected (for justification see Appendix H), that the reservoir

volume is constant (i.e. steady-state) and that the pressure and temperature in the reservoir are constant at

1 atm and 37 ◦C. Whereas the balances for the HFM module can be solved in both time-dependent and in

stationary studies, the reservoir balances were solved only for stationary studies.

In the liquid phase the total mass balance (Equation 2.37) was set up. It was assumed that the density of

the liquid does not change and that therefore the reservoir inflow rate equals the reservoir outflow rate. The

solute-specific mass balance has terms for flows in and out of the reservoir, flows from and to the module and

mass transfer to the gas phase. The last term was not incorporated for biomass. By assuming ideal mixing

and steady-state behaviour, this balance was rewritten for the concentration in the reservoir (Equation 2.38).

Fl ,r es,i nρH2O = Fl ,r es,outρH2O (2.37)

cl ,i ,r es =
Fl ,r es,i ncl ,i ,r es,i n +Fl ,mod ,out cl ,i ,mod ,i n +

(
kov

L,i a
)

r es
Vr es

pi ,r es
RT K l g

i

Fl ,mod ,i n +Fl ,r es,out +kov
L,i aVr es

(2.38)

The total gas phase mass balance was set up: this balance consists of an inflow term, outflow term and a

the transport term for mass transfer from the liquid phase to the gas phase (Equation 2.39). Following this,

also the component-specific balance was written, consisting these terms (Equation 2.40. By assuming steady-

state, ideal mixing and ideal gas behaviour, this balance was rewritten in terms of the partial pressures in the

reservoir and its outlet (Equation 2.41).

Fg ,r es,outρr es,out = Fg ,r es,i nρr es,i n +Mav

n∑
i=1

(
kov

L,i a
)

r es
Vr es

(
K l g

i

pi ,r es

RT
− cl ,i ,r es

)
(2.39)

with ρr es =
n∑

i=1

pi

RT
Mi and Mav =

n∑
i=1

pi ,r es
n∑

i=1
pi ,r es

Mi

Fg ,r es,i n
pi ,r es,i n

RT
= Fg ,r es,out

pi ,r es,out

RT
+

(
kov

L,i a
)

r es
Vr es

(
K l g

i

pi ,r es

RT
− cl ,i ,r es

)
(2.40)

pi ,r es = RT
Fg ,r es,i n

pi ,r es
RT +

(
kov

L,i a
)

r es
Vr es cl ,i ,r es

Fg ,r es,out +Fl ,r es,out +
(
kov

L,i a
)

r es
Vr es K l g

i

(2.41)
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From the development of these mass balances became clear that the reservoir liquid concentrations and

partial pressure and the gas outflow rate are all dependent on each other (Equations 2.38, 2.41, 2.39). The

equations for the concentrations and the pressures can be solved in terms of each other, with the MATLAB

symbolic solver (see Appendix H), but the gas outflow rate could not be solved for this way. Therefore, it

has been assumed that the gas outflow rate is equal to the gas inflow rate: Fg ,r es,out = Fg ,r es,i n . To justify this

assumption, the gas outflow rate was recalculated after the pressures and concentrations were calculated (see

Appendix H). Water evaporation in the reservoir was considered to be negligible (Appendix H) due to usage

of a 4 ◦C condenser at the gas outlet.

2.4. Model solution
All models described were developed in the same simulation software package, COMSOL Multiphysics® 5.4.

This software package enables finite-element analysis, which can be used to solve (partial) differential equa-

tions numerically in complex geometries. For finite-element analysis, the geometry is divided in small ele-

ments, which is the so-called mesh. The mesh used in the models described in this report (Figure 2.3) is made

using a mapping-strategy. This way, small rectangles are created in the different compartments or domains.

Near the domain boundaries (the interfaces between the phases), the mesh is refined. With this refinement,

the fluxes at the interfaces in both domains can be calculated more precise, so that the chance of numerical

errors will be decreased. For the whole reactor geometry, 6750 grid points were created. At each grid point,

COMSOL will solve the provided equations and interpolates the results between these grid points.

COMSOL Multiphysics works with several user interfaces which can be used to describe certain physical

phenomena. In these interfaces, model parameters need to be provided together with the boundary condi-

tions. The equations and boundary conditions used for solving these transport phenomena in the specified

domains and interfaces, are always mentioned in the remaining chapters of this report.

The models were solved using the fully coupled nonlinear solver, with the automatic highly nonlinear

(Newton) solver option and the MUMPS linear solver. The default fully coupled solver was slightly modified:

The minimum damping factor was increased to 1×10−4, the initial damping factor was increased to 1 and

the amount of iterations was increased to 100. The relative tolerance for convergence was always maintained

at 0.001. This solver was used as this could solve nonlinear, iterative problems faster than the other solvers

like the segregated solver.

In cases where the non-linearity of the system increased, for example after incorporating the reservoir,

the previous solution was used as initial values for new solutions. In that case, boundary conditions for each

species in the liquid inlet were consecutively added and solved for. This way the system converged easier and

faster. When performing parametric studies, the solution of a previous parameter was used as initial value

for the subsequent parameter.

The model was solved at a 4-core computer with 8GB RAM. The amount of memory used for solving one

study was around 2.4 GB. The solution time heavily depends on the complexity and the deviation from the

initial values used, but per simulation it was between 20 seconds and 3 minutes.
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Figure 2.3: The mesh used for modelling the HFM reactor in COMSOL Multiphysics. For all domains, or compartments, the number of
elements are provided. The amount of elements in the radial direction in each compartment is given at the bottom of each compartment,
together with the refinement factor (after the slash). This refinement factor equals the factor by which the smallest element is smaller
than the largest element: 10/5 means 10 elements in the radial direction with refinement factor 5. In all compartments, there are 150
elements in the axial direction.

2.5. Modelling steps
After making these assumptions, the modelling approach was defined. As the HFM reactor consists out of

multiple different compartments, it became clear that the complexity of the whole model increases rapidly

after the incorporation of more compartments. It was decided to start by modelling only the gas compart-

ment flow and material balances and imposing a flux to the membrane. After this model was developed

successfully, it could be extended with the neighbouring compartment - the membrane. Decisions could be

made for developing the next model, based on the derived model results and the different examined opera-

tional conditions.

The same approach was used for modelling the biofilm and liquid compartments and the circulation

reservoir, respectively. To check whether the model solves correctly, mass balances were introduced for each

compartment. By calculating, per compound, the inflow, outflow, flux and reaction terms, these mass bal-

ances were checked. When the residuals of the mass balance were below a certain percentage (2% of the

inflow) it was decided that the model was solved successfully.

After the gas phase model was developed and studied (Chapter 3), the membrane (Chapter 4) was incor-

porated. Then, the open-end fibre gas phase model was extended with a biofilm and liquid phase (Chapter

5). This model was subsequently extended with a reservoir to enable liquid recirculation (Chapter 6). After

that, the effects of the process parameters could be determined (Chapter 7).
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Table 2.1: Non-compound-specific parameters used for modelling the HFM membrane module. Some parameters were provided by the
membrane producing company (OxyMem), others were calculated in an appendix or derived from literature. The process parameters
were listed as well.

Parameter Symbol Value Unit Reference

General parameters

Gravitational constant g -9.81 m.s−2 -

Universal gas constant R 8.314 J.mol−1.K−1 -

Temperature T 37 ◦C -

Reference pressure pr e f 1 atm -

HFM module parameters

Inner diameter di 340 µm Provided by OxyMem.

Membrane thickness dm 110 µm Provided by OxyMem.

Fibre and module length L f 40 cm Provided by OxyMem.

Number of fibres N f 550 - Provided by OxyMem.

Shell volume Vshell 500 mL Provided by OxyMem.

Fibre spacing dspacing 0.123 cm Calc. in Appendix C.

Volume-specific surface area a 774 m−1 Calc. in Appendix C.

Gas phase parameters

Lumen gas flow ratea Fg ,i n 4 - 400 mL.min−1 Process parameter

Fibre gas flow rate Fg , f ,i n 0.0073 - 0.727 mL.min−1 Process parameter

Lumen gas overpressureb ∆pg 0.5 bar Process parameter

Syngas viscosity at inlet ηg 1.1×10−5 Pa.s Calc. in Appendix D.1.

Syngas density at inlet ρg 1.68 kg.m−3 Calc. in Appendix D.1.

CO gas viscosity at inlet ηg 1.8×10−5 Pa.s Calc. in Appendix D.1.

CO gas density at inlet ρg 1.63 kg.m−3 Calc. in Appendix D.1.

Biofilm and reaction parameters

Diffusivity factorc fB 0.8 - Assumed

Biofilm thicknessc db 100 or 190 µm Assumed

Biomass concentrationc cb,x 15 kg.m−3 Assumed

Maintenance requirement −vms 0.066 molCO.mol−1
x .h−1 Calc. in Appendix F.

Max. CO uptake rate −qmax
CO 0.0344 molCO.g−1

x .h−1 Mohammadi et al. (2014).

CO saturation constant Kp,CO 0.0178 molCO.m−3 Mohammadi et al. (2014).

CO inhibition constant KI ,CO 0.510 molCO.m−3 Mohammadi et al. (2014).

Ethanol inhibition constant KI ,EtOH 978 molEtOH.m−3 Calc. in Appendix F.

Liquid phase parameters

Shell liquid flow ratea Fl ,mod ,i n 10 - 500 mL.min−1 Process parameter

Shell liquid flow rate per fibre Fl , f ,mod ,i n 0.00036 - 0.909 mL.min−1 Process parameter

Liquid overpressureb ∆pl 0 atm Process parameter

Liquid viscosity ηl 7.08×10−4 Pa.s Calc. in Appendix D.3.

Liquid density ρl 993.6 kg.m−3 Janssen and Warmoeskerken (2006)

Reservoir parameters

Gas inflow ratea Fg ,r es,i n 1 - 100 mL.min−1 Process parameter

Inlet pressure pr es,i n 1 atm -

Liquid inflow ratea Fl ,r es,i n 0.025 - 2 mL.min−1 Process parameter

Reservoir volumea Vr es 0.5 L Process parameter

Volumetric mass transfer coeff.
(
kov

L,i a
)

r es
30 h−1 Assumed for all compounds

a) Different values for these parameters were used in the different models. The used values will be mentioned while discussing these models.
b) The used gas and liquid overpressures are 0.5 bar and 0 atm, unless mentioned otherwise. The used gas overpressure is, according to OxyMem, the
maximum operating pressure.
c) The biofilm thickness, its biomass concentration, and the biofilm diffusivity factor are unknown and were assumed. Different values for the biofilm
thickness were used and will be mentioned while discussing the different models with biofilms.
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3
Gas phase

The model of the HFM module is developed in different stages, so that model complexity step-wise increases.

Following this method, the gas phase was modelled and studied prior to implementing other phases and

reactor configurations. In this chapter, a steady-state model of an open-end fibre containing only the gas

compartment, was developed, solved and discussed. The gas phase model (M_gasphase) was developed

to describe mass transfer inside the gas phase, to describe the flux to the membrane and its effects on the

composition, velocity and density along the radial and axial direction of the gas phase. This will lead to

concentration profiles of the different syngas constituents in the gas phase, which can be used to predict the

distribution of the different syngas constituents in the lumen and in other compartments of the the HFM

module.

3.1. Theory
The gas phase is expected to be dominated by both convection and radial diffusion, as was demonstrated by

the calculation of the characteristic times in the Appendix B. When transport to other phases is neglected, the

velocity profile is expected to be laminar due to the very small inner fibre diameter and the low gas density.

This laminar velocity profile is expected to create a hydrodynamic boundary layer through which diffusion

to the membrane takes place. However, as gas phase diffusion is several orders of magnitude larger than dif-

fusion through the membrane (10−5 compared to 10−8 m2 s−1), gas diffusion is not expected to be a limiting

factor for mass transfer (Orgill et al., 2019).

The low characteristic times of radial diffusion phenomena do not mean that diffusion-related phenom-

ena can entirely be neglected, as mass transfer to the membrane will depend on radial diffusion. Common

theories to describe diffusion are the film theory combined with Fick’s law (Lewis and Whitman, 1924) and

Maxwell-Stefan diffusion (Krishna and Wesselingh, 1997). As there is not a specific solvent in the gas phase,

since the mole fractions of syngas constituents are in the same order of magnitude, Fick diffusion is not valid

and Maxwell-Stefan diffusion is regarded to be a better approximation for gas diffusion (Krishna and Wessel-

ingh, 1997).

There has been research on the calculation of the gas phase mass transfer coefficient. The mass transfer

coefficient is often described by the Sherwood number (Equation 3.1) in order to compare results for different

reactor configurations. The gas flow velocity and fibre diameter heavily influence the mass transfer boundary

layer and are thus essential parameters for the prediction of the mass-transfer coefficient. This can be taken

21



22 3. Gas phase

into account with the Graetz number (Equation 3.2), which describes the ratio between convection and radial

diffusion. Leveque derived solutions for cases with low and high Graetz numbers (Equation 3.3), by assuming

a fully developed laminar fluid flow and constant interface concentrations (Kumar et al., 2003; Hashemifard

et al., 2015).

Shg ,i =
kg ,i di

Dg ,i ,av
(3.1)

Gzg ,i = di

L f
Reg Scg = di

L f

ρg vg di

ηg

ηg

ρg Dg ,i ,av
= d 2

i vg

L f Dg ,i ,av
(3.2)

Shg ,i =
{

3.67 when Gzg ,i < 10

1.62Gz1/3
g ,i when Gzg ,i > 20

(3.3)

Orgill et al. (2019) proposed a model to calculate the kov
L for the different syngas constituents in a HFM

reactor. In their model, they assumed constant bulk concentrations of gaseous compounds, which could be

an unrealistic assumption when mass transfer takes place. Other authors who modelled HFM reactors either

assumed that gas phase concentrations were constant (Ahmadi Motlagh et al., 2006), or uniform gas flow ve-

locity (Atchariyawut et al., 2008). Ghidossi et al. (2006) and Haddadi et al. (2018) recognized that the gas flow

rate changes due to transmembrane flux and proposed an iterative algorithm in HFM modules to take both

hydrodynamics and flux into account. Shirazian et al. (2009) developed a 2D model for CO2 absorption in

gas-liquid membrane contactors, but did not couple the gas flow with mass transfer. Thus far, no 2D model

has been developed which describes syngas mass transfer in a HFM reactor while taking hydrodynamics,

transmembrane flux and Maxwell-Stefan diffusion into account.

It can be expected that due to mass transfer to the membrane, the total amount of mass in the gas phase

will decrease along the fibre length. This will influence the density and velocity of the gas phase. Maxwell-

Stefan diffusion will result in gradients next to the membrane, causing that some compounds will diffuse

against their gradient while others diffuse according to their gradient. For dense PDMS membranes, the

compound-specific flux depends on the permeability of the compound inside the membrane (Kumar et al.,

2008; Orgill et al., 2019). Therefore, the flux is expected to be the largest for compounds with high membrane

permeability (like CO2) while it should be lower for CO (Table 2.2). As liquid phase mass transfer is not incor-

porated in this model, mass transfer is expected to be limited by the membrane as mass transfer in the gas

phase is much faster than in the membrane phase.

3.2. Model development
In Appendix D.1, the gas phase Reynolds, Peclet and Graetz numbers were calculated. From this analysis

became clear that the gas flow is laminar (Re ≈ 6.7), that axial convection dominates axial diffusion (Pe ≈
5200), and radial diffusion dominates axial convection (Gz ≈ 3.7×10−3). While taking this into account, the

model was developed in COMSOL Multiphysics. The model has the following additional characteristics as

compared to the model described in Chapter 2.

• The syngas flow rate Fg ,i n was set to be 400 mLmin−1.

• The syngas mixture was used while modelling the gas flow.

• Concentrations of all compounds at the membrane outer side (r int
mb) are 0 molm−3.

The COMSOL transport of concentrated species interface is used to simulate transport of gaseous compounds.

N2 was used as reference compound, as it has the highest the mole fraction in the syngas used. This interface

solves at all mesh nodes the solute-specific mass balances as described by Equation 2.1, based on the mass
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fractions of all compounds. The boundary conditions are described by Equations 2.4 (using a constant syngas

composition), 2.6 and 2.7. The flux to the membrane was calculated using Equation 3.4. By imposing parti-

tion between gas phase and membrane phase, the flux becomes a function of the gas phase concentration.

The gas flow was simulated using the COMSOL laminar flow interface, which solves the Navier-Stokes

and continuity equations at each mesh node (Equations 2.25 and 2.26), given boundary equations 2.27, 2.28,

2.29 and 2.30.

Coupling between the two interfaces was established with the reacting flow interface. This way, the ve-

locity of the gas phase is able to change due to changes in the composition of the gas phase. This takes the

convective flux and the Stefan velocity into account with Equations 2.8 and 2.9. Without this interface, the

mass balances in the gas phase did not solve correctly.

The model results were checked by formulating mass balances for all species in the gas phase according

to Equation 3.5. All gas species entering the lumen should leave the gas compartment either via the gas outlet

or via the membrane. When the model is solved correctly,
d Ng ,i

d t approximates 0.

J int
i ,g m =−Dm,i

dcmb,int
m,i

dr
=−Di ,m

cmb,int
m,i − cgm,int

m,i

r int
mb − r int

g m

=−Di ,m

0molm−3 −K mg
i cgm,int

g ,i

dm
(3.4)

dNg ,i

dt
=

∫ Ac,g

0
ug cg ,i dAc,g

∣∣∣∣
z=0

−
∫ Ac,g

0
ug cg ,i dAc,g

∣∣∣∣
z=L f

−
∫ Aint

s,g m

0
J int

i ,g m dAint
s,g m

∣∣∣∣∣
r=r int

g m

= 0 (3.5)

3.3. Results and discussion
The compound-specific mass balances (Equation 3.5) were solved correctly, according to the results of the

model (Table A.2). The gas-membrane flux was plotted for all compounds along the gas-membrane interface

in the axial direction (Figure 3.1a). From this, it was observed that the flux of CO2 is the highest of all fluxes,

and decreases with almost 50% along the axial direction. The N2 flux increased while the CO and H2 fluxes

did not change substantially along the fibre length.

The mass transfer rate and yield (Equations 3.6 and 3.7) of all compounds were calculated and plotted

against their permeability (Figure 3.1b). From this was found that 65% of the CO2 entering the lumen was

transferred into the membrane, while the transfer yield of the other compounds is much lower (13, 23 and

11% for CO, H2 and N2, respectively). These differences in transfer yield were explained by the differences

in permeability of these compounds in the membrane. The compounds with the highest permeability in the

membrane (CO2 and H2) also have the largest transfer yield. For the mass transfer rate and fluxes this pattern

did not hold, since these are partially dependent on the concentrations in the gas phase. As N2 has a high

mole fraction in the gas inlet, the concentration along the axial direction is higher than that of the others,

causing a higher mass transfer rate.

T gm,int
i =

∫ Aint
s,g m

0
J int

i ,g m dAint
s,g m

N f

Vshell
(3.6)

Y MT
g ,i = 1−

∫ Ac,g

0 ug cg ,i dAc,g

∣∣∣
z=L f∫ Ac,g

0 ug cg ,i dAc,g

∣∣∣
z=0

=

∫ Aint
s,g m

0 J int
i ,g m dAint

s,g m

∣∣∣∣
r=r int

g m∫ Ac,g

0 ug cg ,i dAc,g

∣∣∣
z=0

(3.7)

c̃g ,i =
cg ,i

max
(
cg ,i

) (3.8)
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(a) (b)

Figure 3.1: (a) Fluxes of the gas species at the gas-membrane interface (in molm−2 s−1) along the axial direction. (b) The gas phase mass
transfer rate (left axis, squares) and yield (right axis, pentagons) of the gaseous species, were plotted against their permeability

The concentrations of the gas species were plotted along the radial and axial direction of the lumen (Fig-

ure 3.2). The concentrations were normalized according to Equation 3.8. It was observed that only the con-

centration of CO2 decreases, by around 55%. As substitutes, the concentrations of H2, N2 and CO increase

by around 1, 15 and 10%, respectively. As the flux through the membrane depends on the concentration in

the gas phase, the CO2 flux decreased due to its decreasing concentration, while the flux of N2 increased due

to its increasing concentration. The increasing concentrations along the axial direction can be explained by

the fact the sum of the mole fractions of all gaseous compounds must remain unity (see Figure 3.3a). Due

to the fixed pressure at the outlet (Figure 3.3b), the concentrations of some compounds have to increase to

maintain that pressure, despite the transfer of the other compounds. This causes substantial changes in the

mole composition and density of the syngas along the axial direction (Figure 3.3a and c). The pressure drop

in the fibre corresponded to the pressure drop as calculated by the Darcy-Weisbach pressure drop equation

(Appendix D.1).

Next to this, the velocity profile of the lumen gas flow was plotted (Figure 3.4a). The velocity distribution

does not follow the typical laminar pattern: At the outlet the average velocity became lower than the average

inlet velocity (0.10 and 0.13 ms−1, respectively) and there is a velocity component towards the radial direc-

tion. Due to mass transfer, the density of the gas phase has decreased, which leads in turn to lower velocities.

This was expected as mass transfer was coupled to the fluid velocity.

No gradient in the radial concentrations of the gasses was observed (Figure 3.2). This could be expected

as gas phase diffusion is very fast compared to diffusion in other media. However, this does not mean that

there are no concentration differences in the radial direction. Following Maxwell-Stefan diffusion, it could be

expected that there are some compounds diffusing with their gradient and diffusing against their gradient.

In order to examine this, the diffusive and convective mass transfer rates were examined by normalizing the

total mass transfer rate (Equation 3.9, Figure 3.4b).

From this was derived that only for CO2 the diffusive flux is positive, meaning that this compound dif-

fuses according to its gradient. The diffusive fluxes of the other compounds are negative, so that they diffuse

against their gradient towards the membrane. Then, for mass transfer towards the membrane, the convective

flux (driven by the Stefan velocity) must be larger than the diffusive flux, so that the net flux is positive, which

was the case for all compounds. This means that CO2 drags the other compounds against their concentration

gradient towards the membrane. It was also observed that the average Maxwell-Stefan diffusion coefficient

of CO2 was lower than the coefficient of the other species (Table D.2). This diffusion coefficient is inversely
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Figure 3.2: The normalized concentration gradients of (a) CO, (b) CO2, (c) H2 and (d) N2 are plotted along the radial and axial direction
of the gas compartment. The concentrations have been normalized according to Equation 3.8. The maximum concentration of each
compound in the gas phase in molm−3 is provided in the figure. The gas domain is depicted with g. The gas inlet, outlet and the
direction of transport to the membrane are depicted with the corresponding arrows.

Figure 3.3: Along the axial direction, (a) the mole fractions of all gasses and their sum are plotted, as well as (b) the gas phase overpressure
and (c) density.

(a) (b)

Figure 3.4: (a) The velocity profile of the gas flow in the lumen. The arrow size is proportional to the total velocity magnitude in the axial
and radial direction ug . The average velocity at the used gas flow rate Fg ,i n of 400 mLmin−1 equals 0.13 ms−1. (b) For all gas species,
their diffusive and convective mass transfer rates were determined as percentage of the total mass transfer rates.



26 3. Gas phase

proportional to the friction coefficient, indicating CO2 has a higher friction coefficient. This higher friction

coefficient in turn increases the driving force for mass transfer and therefore the diffusive flux (Krishna and

Wesselingh, 1997).

T̃ k
i =

∫ Aint
s,g m

0 J conv
i ,g m dAint

s,g m∫ Aint
s,g m

0 J conv
i ,g m dAint

s,g m +
∣∣∣∣∫ Aint

s,g m

0 J diff
i ,g m dAint

s,g m

∣∣∣∣ with k = [conv,diff] (3.9)

Lastly, the mass transfer coefficient in the gas phase for CO kg ,CO was calculated using Equation 3.3 (with

Sh = 3.67) to be 0.13 ms−1. This high value of kg ,CO , indicates that in the performed simulations the inner

gas mass transfer resistance is very low and can therefore be neglected for mass transfer to and from other

phases.

3.4. Conclusion
From the gas phase model can be concluded that along the radial direction there are no large changes in

concentrations of the gaseous compounds, implying that radial gas diffusion is always larger than membrane

diffusion. However, from modelling Maxwell-Stefan diffusion, was observed that only CO2 diffuses according

to its gradient and it drags the other compounds against their gradient towards the membrane.

Furthermore, it was found that for all compounds, the fluxes, concentrations and mole fractions change

along the axial direction. Next to this, the gas phase velocity did not follow a typical laminar pattern. This

indicates that a multi-component gas phase in HFM modules cannot be described with simplified assump-

tions of constant concentration or gas velocities, as was done in literature before.

Last but not least, the location dependency of the compound fluxes and the different mass transfer yields

are important to take into account in HFM reactors. Due to flexibility of the metabolism of Clostridium spp.,

different metabolic routes and rates can be obtained along the fibre length. Possible differences in growth

rates along the axial direction could lead to operational problems like clogging or increased pressure drops.

Therefore, when simplifications are done for the gas phase, it could happen that the performance of the re-

actor system is not the same as was expected on forehand. These results should be taken into account when

designing HFM modules for industrial scale applications.



4
Membrane phase

As next step, the gas model was extended with the membrane compartment. The membrane compartment

has been modelled as separate step. A dense, hydrophobic PDMS membrane will be modelled and solved in

a stationary study. This model (M_membrane) enables determining the impact of the membrane on mass

transfer from the gas phase to the biofilm and liquid phases. With this model, the impact of the membrane

on the total flux and the concentration gradient inside the membrane can be investigated.

When this model has been developed, design choices can be made for optimizing the HFM module: The

influence of the gas flow rate on the mass transfer yield and rate was determined (M_memb_Fgin), as well as

the usefulness of working with a closed gas phase configuration (M_closed).

4.1. Theory
In Chapter 1.4, the different types of membranes that could be used in HFM modules were shortly discussed.

It was chosen to work with a dense hydrophobic membrane due to their resistance to higher pressures, abil-

ity to prevent wetting and biofouling, and commercial availability (Kumar et al., 2008; Orgill et al., 2013; Yasin

et al., 2015).

For modelling mass transfer across the membrane, Thomas Graham’s solution-diffusion model could be

assumed (Graham, 1863; Shao et al., 2009). This model interprets membrane diffusion according to three

consecutive steps. The first step comprises sorption of the gasses in the feed-side of the membrane. After

sorption, the gasses diffuse through the membrane towards the permeate side. At the permeate side, they are

desorbed. The driving force for mass transfer is the difference in chemical potential between the feed and

permeate sides. By assuming ideality at both sides, the driving force can be related to partial pressures or

concentrations (Shao et al., 2009; Haddadi et al., 2018).

The permeability can be described by the diffusivity and the solubility coefficient. As the driving force for

mass transfer is the concentration difference across the membrane, the mass flux is analogous to Fick’s law

(Equation 4.1) (Kumar et al., 2008; Shao et al., 2009; Haddadi et al., 2018). The adimensional solubility coeffi-

cient is defined as the ratio of concentrations between the membrane and the gas phase and thus equals the

adimensional gas-membrane partition coefficient K mg
i (Kumar et al., 2008; Shao et al., 2009). This enables

rewriting Equation 4.1 with membrane-based concentrations (Equation 4.2). Lastly, the mass transfer coef-

ficient in dense membranes can be expressed in terms of the permeability (Equation 4.3) (Reij et al., 1998;

Kumar et al., 2008).

27
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(4.3)

Next to this, the cylindrical geometry of the hollow fibre membrane needs to be taken into account. The

surface area of the membrane at the shell side is larger than the one at the lumen side, leading to differences in

flux in the radial direction. In a steady-state situation, the total mass transfer rate remains the same (Equation

4.4). This means that the flux at the membrane-biofilm interface can be expected to be a function of the flux

at the gas-membrane interface (Equation 4.5).

T gm,int
i = T mb,int

i = Aint
s,g m J int

i ,g m = Aint
s,mb J int

i ,mb (4.4)

J int
i ,mb =

Aint
s,g m

Aint
s,mb

J int
i ,g m = πL f N f (di )

πL f N f (di +2dm)
J int

i ,g m = di

di +2dm
J int

i ,g m = 0.607J int
i ,g m (4.5)

From this can be expected that there will be large differences in flux for all compounds, as the flux is

compound-specific. These large differences in flux will also lead to large differences in concentrations of

each compound at the two sides of the membrane.

In a closed-end gas phase configuration, the lumen is sealed off at the end. This causes that all gasses en-

tering the lumen must transfer to the membrane, when a steady-state is reached. This way, Perez-Calleja et al.

(2017) was able to achieve 100% mass transfer yields.Munasinghe and Khanal (2012) used closed-end oper-

ation for CO transfer. Using closed-end configurations, it can be expected that there will be less convection

than diffusion, which could negatively impact the flux and the overall mass transfer rate.

4.2. Model development
For extending the gas model with the membrane in COMSOL Multiphysics, the following additional charac-

teristics are used, compared to the model described in Chapter 2.

• The syngas flow rate Fg ,i n was set to be 400 mLmin−1.

• The syngas mixture was used while modelling the gas flow.

• Concentrations 200µm away from the membrane are 0 molm−3.

Using the transport of diluted species interface in COMSOL, the membrane phase can be modelled. This in-

terface solves Equation 2.10. Flux continuity was imposed in the gas domain, at the gas-membrane interface

using Equation 2.8. Boundary condition 2.11 was used to impose partition at the gas-membrane interface.

As constraint, it was set that this boundary condition applies to individual dependent variables. Otherwise

the total mass balance was coupled with the gas phase, while with this constraint the component-specific

mass balances were coupled. No flux was imposed at z = 0 and z = L f . Flux to the biofilm was imposed using

Equation 4.6. This type of flux imposes complete consumption of CO, CO2 and H2 in the biofilm. For com-

parison purposes, the same flux was modelled for N2, although N2 is inert. The mass balances were checked

in the gas and membrane compartments, using Equations 3.5 and 4.7.



4.3. Results and discussion 29
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For modelling a closed-end fibre, some boundary conditions needed to be changed in the gas phase.

At the inlet, the flow cannot be regulated using a mass flow controller (Equation 2.30), but instead with a

pressure controller, to keep the pressure at the inlet constant (Equation 4.8). At the end of the fibre, the flow

cannot leave anymore, causing that both the gas flow velocity and the species flux are zero (Equation 4.9). All

other equations, boundary conditions and parameters are the same as in the model described above.

pg (z = 0) =∆pg +pr e f (4.8)

ug ,z (z = L f ) = 0ms−1 and J diff
g ,i (z = L f ) = 0molm−2 s−1 (4.9)

4.3. Results and discussion

After solving the model described above, mass balances were checked and approximated zero (Table A.5).

The concentrations in the membrane and gas phase were plotted as concentration profile (Figure 4.1), rela-

tive to the maximum amount of each compound in the gas phase (Equation 4.10). It was observed that the

maximum concentrations in the gas phase were lower than the maximum concentrations obtained in the gas

phase model (see Figure 3.2). These lower concentrations are expected to be due to less transfer of CO2. This

causes that there is a smaller increase in the mole fractions of the other compounds, leading to lower max-

imum concentrations. This lower mass transfer rate also causes that the concentration differences between

the gas inlet and outlet are lower: For CO2 this difference decreased from 55% to 21%.

From Figure 4.1 can also be observed that the concentrations decrease along the radial direction of the

membrane for all compounds. However, the pattern of this decrease heavily depends on the concentrations

in the gas phase. For example, the pattern of CO2 is completely different than the pattern of CO. The CO2

concentration decreases with 21% in the axial direction of the gas phase, while the concentration of CO in-

creases with around 5%. This indicates that, as was expected in the previous Chapter 3, the concentrations at

the membrane-biofilm interface will depended on the concentration profile in the gas phase and are not the

same along the axial direction.
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The radial concentration difference differs per compound, therefore the absolute and relative average

concentration difference across the membrane were calculated, the latter is normalized to the concentra-

tion at the gas-membrane interface (Equations 4.11 and 4.12). For CO2, the concentration loss is significant:
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Figure 4.1: Normalized concentration profiles of (a) CO, (b) CO2, (c) H2 and (d) N2 are plotted along the radial and axial direction in
the gas and membrane phases. Concentrations have been normalized using Equation 4.10. The black lines depict the gas-membrane
interface. The maximum concentrations of all compounds are provided in molm−3. The gas and membrane domains are depicted with
g and m. The gas inlet, outlet and the direction of transport across the membrane are depicted with the corresponding arrows.

around 25% and corresponds to around 3.5 molm−3. For H2 the absolute decrease is less significant as the

concentrations are low, but there is still a decrease of 8%. The absolute decrease follows the same pattern as

the fluxes (Figure 4.2): The species with a higher flux also have an increased absolute concentration differ-

ence across the membrane.

It is interesting to note that despite its higher permeability through the membrane the concentration loss

of CO2 is high. The compounds with a lower permeability (H2, CO and N2) show a lower radial concentration

decrease. This implies that there could be a trade-off between high flux through the membrane and the con-

centration decrease. In the case the aim is to obtain high concentrations at the membrane-biofilm interface,

one could choose for a membrane which is thinner or one with a lower permeability.

Next to this, the species fluxes have been plotted at the gas-membrane and at the membrane-biofilm

interface along the axial direction of the fibre (Figure 4.2). The fluxes follow the same pattern as was observed

in Figure 3.1a: The CO2 flux decreases along the fibre length due to its decreasing concentration. The values

of the fluxes of the other compounds are lower, but increase along the fibre length due to their increasing

concentration. In all cases, the flux at the outer side of the membrane is observed to be lower than the flux at

the gas-membrane interface, which is due to the cylindrical nature of the hollow fibre membrane.

Following Equation 4.5, the flux at the membrane-biofilm interface should equal 0.607J int
i ,g m . This seems

to be the case by comparing the fluxes at both interfaces. This indicates that the flux decreases with around

40% due to cylindrical nature of the system. The same amount of mass transferred needs to be distributed

along a greater surface area. This decreases the flux and thus the potential highest concentration at the outer

membrane interface. In the case the membrane would be flat, the flux would not have been decreased as the

surface areas are equal at both interfaces.
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Figure 4.2: Mass fluxes of (a) CO, (b) CO2, (c) H2 and (d) N2 are plotted along the axial direction of the fibre at the gas-membrane
and membrane-biofilm interfaces. The flux at the gas-membrane interface has been depicted with thicker lines than the flux at the
membrane-biofilm interface. The fluxes are plotted in 10−6 molm−2 s−1.

This illustrates that the thickness of the membrane directly influences the flux across the membrane. A

thinner membrane would lead to smaller differences in fluxes, and thereby cause higher concentrations at

the outer side, compared to a thicker membrane. However, it needs to be taken into account that there could

be a possible trade-off between membrane thickness and reaction rate. A thicker membrane causes a higher

surface area, and thus enables more biofilm to grow on the same membrane. This would lead to higher

volumes of biomass around the membrane and could potentially increase the reaction rate.

Important to note is that the flux to the biofilm was calculated in an arbitrary way: the thickness of the

biofilm, the biofilm diffusivity factor and the bulk concentration (0 molm−3) were all assumed. Although

this is unrealistic, this was still necessary for developing the model and for comparing the species fluxes and

concentration profiles.

Influence of gas flow rate
First, the closed-end fibre model was solved and results in terms of mass transfer rate (Equation 3.6) and yield

(Equation 3.7) were calculated (Figure 4.3a). The mass transfer yield of all species was observed to be 100%:

All gas entering the lumen is indeed transferred through the membrane.

At 10 cm from the inlet, all CO2 was already transferred to the membrane, (Figure 4.3b). This leads to in-

creased concentrations of the other compounds in the fibre. Therefore, this closed-end configuration causes

that the compounds with a low membrane permeability accumulate in the lumen.

The gas phase velocity (Figure 4.3c) decreases to zero. It is clear that gas is transported to the fibre and

that most of the mass transfer takes place at the beginning of the fibre. The gas velocity and flow rate are very

low in the whole module (near the entrance around 1.5 mms−1 or 4.62 mLmin−1). This low flow rate causes

that less gas enters the lumen compared to open-end configurations with higher flow rates, inducing a lower

mass transfer rate. Next to this, the influence of the volumetric gas flow rate Fg ,i n on the mass transfer rate

and yield was examined. The gas flow rate was varied between 4.62 and 400 mLmin−1 (Figure 4.4a and b).

The model did not converge for flow rates lower than 4.62 mLmin−1. This implies that the lowest possible

operational flow rate equals the flow rate of the closed-end reactor model. Figure 4.4b suggests the same: the

yield equals around 100%, similar to the closed-end fibre.

From these results, it was observed that there is a trade-off between mass transfer rate and mass transfer

yield. At low flow rates, the mass transfer yields reach 100%, while the mass transfer rates are below their

maximum. For CO and H2, the maximum rates could be higher at moderate gas flow rates: around 20% (at
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(a) (b) (c)

Figure 4.3: For the closed-end fibre, (a) the mass transfer rates and yields are depicted. The rates are displayed in the bars and the yields

with the circles. (b) The gas concentrations at the gas-membrane interface c
gm,int
g ,i in the axial direction (in mmolm−3) (c) and the gas

velocity in the lumen are depicted (in ms−1). The arrows in (c) indicate the gradient of the gas phase velocity.

(a) (b)

Figure 4.4: For different inlet flow rates the (a) mass transfer rate from the gas phase to the membrane (in mmolm−3 s−1) (b) and the
mass transfer efficiencies (in %) are given.

17 mLmin−1) and 40% higher (at 42 mLmin−1), respectively. However, this is at the expense of the the mass

transfer yield, which are higher at gas lower flow rates From these results was concluded that a lower gas flow

rate (20 mLmin−1) should be used in upcoming models.

Last but not least, if one aims to permeate the electron-rich compounds (CO and H2), one should inves-

tigate which membranes have high permeability for those instead of CO2. PDMS offers high mass transfer

rates and yields for CO2, but lower rates and yields for the other compounds. Next to this, as the fluxes are

partially a function of the composition in the gas phase, the mass transfer rate and yield also highly depend

on the used syngas composition.
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4.4. Conclusion
The gas phase model was successfully extended with the membrane compartment. It was found that there

could be a high concentration loss (up to 20%) in the radial direction between the gas-membrane and the

membrane-biofilm interface. Next to this, large differences at the membrane-biofilm interface were observed

in the axial direction for CO2: Its concentration near the fibre inlet was around 20% higher than at the outlet.

This indicates that uniform membrane concentrations in both the radial and axial direction could not be as-

sumed while modelling dense HFM modules, such as the one investigated module.

It was observed that the membrane parameters as diffusivity and the partition coefficient influences the

decrease in concentrations across the membrane. A high permeability was related to higher flux and to higher

concentration losses. This means that the choice of the membrane should be based on the compound that

needs to be transferred, and whether high flux or high concentrations are aimed for. Modelling the mem-

brane provided thereby insights in how the membrane properties influence the flux and concentrations of

the species in the gas and membrane compartments.

Next to this, it was observed that the thickness of the membrane has a direct influence on the mass flux.

Thicker hollow fibre membranes lead to lower fluxes and lower concentrations at the membrane-biofilm in-

terface, compared to thinner membranes. Thereby a possible trade-off was discussed between surface area

for biofilm growth and reaction rate and the necessary concentrations at that surface.

Lastly, it was found that closed-end fibres could be beneficial when high syngas transfer yields are re-

quired. However, this high yield is at the expense of the mass transfer rate, which significantly decreased

compared to open-end fibres (up to 20% for CO and 40% for H2). By varying the gas flow rate in the lumen,

it was derived that high gas flow rates lead to lower mass transfer yields while it could increase the mass

transfer rate. It was found that the transfer potential of CO2 is much higher than the one of the desired com-

pounds CO and H2, implying that other membrane materials than PDMS could enhance the transfer of these

compounds.





5
Liquid and biofilm phases

In this chapter, the membrane model (M_membrane) is extended with biofilm and the liquid compartments.

Several different models are developed in order to describe the different phenomena in each phase and to

predict the influence of varying parameters. First, a model without biomass and without biofilm is developed

in order to describe mass transfer from the gas phase to the liquid phase. Thereupon, the overall volumetric

mass transfer coefficient kov
L,CO a can be calculated and compared with abiotic experiments performed in HFM

reactors (from literature). Secondly, this abiotic model is extended with suspended biomass to estimate the

productivity of ethanol fermentation in a HFM module without biofilm at varying biomass concentrations.

The third model contains a biofilm and makes it possible to compare reactor configurations with suspended

biomass and biofilm. This comparison will be made in order to describe whether biofilm formation is pre-

ferred over suspended biomass.

Biofilm growth and detachment has been investigated and modelled. Due to the lack of information on

the biofilm, it is not detailed described here and not taken into account in the model with biofilm. More

information on the theories behind biofilm growth and detachment can be found in Appendix G.

5.1. Theory

Mass transfer
Mass transfer from gas to liquid in membrane contractors is extensively studied before. The general approach

to describe the overall mass transfer coefficient kov
L,i is based on the resistance-in-series model. The overall

mass transfer resistance is thus the sum of all mass transfer resistances (Equation 5.1). The overall mass

transfer coefficient can be calculated using Equation 5.2 for a flat membrane and Equation 5.3 for a HFM, for

which a correction for the cylindrical nature is applied (Drioli et al., 2006; Atchariyawut et al., 2008).

RMT
OV ,i = RMT

g ,i +RMT
m,i +RMT

l ,i (5.1)

1

kov
L,i

= K l g
i

kg ,i
+ K l g

i

km,i
+ 1

kl ,i
(5.2)

1

kov
L,i (di +2dm)

= K l g
i

kg ,i di
+ K l g

i

km,i dln
+ 1

kl ,i (di +2dm)
with dln = (di +2dm)−di

ln (di+2dm )
di

(5.3)

35



36 5. Liquid and biofilm phases

It can be expected that the liquid and membrane mass transfer coefficients are the limiting factors for

mass transfer in HFM contactors (Drioli et al., 2006). Orgill et al. (2013) argue that at low liquid velocities

the liquid phase resistance dominates mass transfer, while at higher velocities the membrane is limiting (for

O2 transfer through PDMS membranes). The liquid phase is expected to be laminar (Appendix D.3) and

radial diffusion is expected to dominate axial convection (Appendix B and D.3). This could lead to a thick

hydrodynamic boundary layer, causing that radial diffusion in the liquid could become the limiting factor at

low liquid flow velocities, decreasing the overall mass transfer rate.

In case a biofilm is present, an additional term needs to be added for the resistance in the biofilm RMT
b,i .

Diffusion coefficients of gas species in the biofilm are proportional to these in water. Matson and Characklis

(1976) found that oxygen in microbial aggregates diffuses 20% to 100% slower in water. The diffusivity factor

of solutes through Clostridium biofilms are unknown thus far. A correction factor fB is 0.8 has been assumed,

so that biofilm diffusivity is 20% lower than water diffusivity. The diffusion coefficients in the biofilm and in

water are calculated in Appendix D.3.

CO-conversion

Prior to developing these models, the stoichiometry and kinetics of the organism were calculated. The stoi-

chiometry was calculated based on the generalized thermodynamic approach (Kleerebezem and Van Loos-

drecht, 2010) (Appendix F). Kinetics were based upon the kinetic model for Clostridium ljungdahlii devel-

oped by Mohammadi et al. (2014). The method they used to derive the kinetics could be questionable, as

the authors only measured gas phase concentrations and assumed that they were representative. However,

it is the only useful available kinetic model for Clostridium spp. The other models found in literature were

dimensionless (Chen et al., 2018), growth-based, neglecting maintenance at low CO concentrations (Younesi

et al., 2005) or were only valid for chain-elongation based on H2 uptake in co-cultures (Chen and Ni, 2016).

The parameters found by Younesi et al. (2005) and Li and Henson (2019) showed a small inhibitory effect

of CO (K I ,CO were 2 and 5 molm−3, respectively), compared to the inhibition found by Mohammadi et al.

(2014) (K I ,CO = 0.5 molm−3). The latter is the more realistic value as the former values correspond to high

CO-pressures (larger than 2 atm) and it is known that CO inhibits growth of Clostridium spp. at lower con-

centrations (Kim et al., 1984; Meyer et al., 1985). Medeiros et al. (2019) tried to derive kinetic parameters from

experimental studies. After comparing all kinetic parameters, can be derived that that the kinetic model for

CO uptake derived by Mohammadi et al. (2014) is the most acceptable (see Table F.1).

The kinetic model derived by Mohammadi et al. (2014) was assumed to be valid for ethanol-producing C.

autoethanogenum, both for suspended biomass and in biofilms. The CO-uptake rate is maximum at a dis-

solved CO concentration of 0.09 molm−3 with a rate of 0.025 molCO g−1
x h−1, and gets inhibited at higher CO

concentrations: At the CO solubility (0.85 molm−3), the uptake rate decreases to 0.015 molCO g−1
x h−1 (Figure

F.2b). In literature, it has been found that, next to ethanol, this organism also produces acetate and 2,3-

butanediol (Valgepea et al., 2018). In the developed (stoichiometric) models, only ethanol formation was

taken into account from pure CO gas streams. This is done as it is known that one could produce mainly

ethanol from C. autoethanogenum (e.g. LanzaTech, after strain engineering) (Abubackar et al., 2011) and as

Phillips et al. (1993) was also able to produce ethanol with high selectivity (21 mol ethanol per mol acetate)

from C. ljungdahlii. The derivations of the overall stoichiometry and the kinetic models are discussed in Ap-

pendix F.

After calculating the characteristic times in the biofilm, it was expected that reaction and biofilm diffusion

would be in the same order of magnitude (Appendix B). This means that factors as the CO concentration in

the biofilm, the biofilm biomass concentration and thickness, could have a large impact on the overall per-



5.2. Model development 37

formance of the HFM reactor.

A biofilm could decrease the CO diffusion distance and increase the biomass concentration in the mod-

ule, compared to systems with suspended biomass configurations. Hence, biofilm formation could lead to

higher volumetric productivities. However, when biomass is suspended, there is more volume for the biomass

available, and diffusion in the liquid phase is faster than in a biofilm, implying that in some cases, suspended

biomass could be more productive than biomass in a biofilm. Values commonly reported in literature for the

biomass concentration in biofilms grown in HFM reactors range between 15 kgm−3 (Pavasant et al., 1996),

30 kgm−3 (Picioreanu et al., 2001; Martin et al., 2013) and 50 kgm−3 (Matsumoto et al., 2007). The highest

value reported for the suspended biomass concentrations in a CSTR with HFM cell retention system for C.

ljungdahlii was 10 kgm−3 (Richter et al., 2013). However, it needs to be taken into account that high sus-

pended biomass concentrations substantially increase the viscosity of the broth. Blunt et al. (2019) found

that concentrations up to 25 gx L−1 of polyhydroxyalkanoate producing Psuedomonas putida increased the

broth viscosity up to a nine-fold. Therefore, the suspended biomass concentration was varied up to 10 gx L−1

(for which a 2.5 time viscosity-increase can be expected).

5.2. Model development
All the described models in this chapter were developed by extending the membrane model (M_memb). Next

to this, some characteristics were kept constant, unless otherwise mentioned:

• The gas flow rate Fg ,i n through the lumen is 20 mLmin−1.

• Pure CO is fed from the gas phase.

• The shell liquid Fl ,mod ,i n is 200 mLmin−1.

• Solute concentrations in the liquid inlet are 0 molm−3.

• Effects of suspended biomass on the liquid viscosity were not taken into account.

• Ethanol inhibition was not taken into account.

• Water and ethanol evaporation were neglected.

In all cases, the liquid flow was modelled by assuming laminar flow of water (Re ≈ 11, Appendix D.3). The

laminar flow interface was used for solving liquid momentum and mass continuity (Equations 2.32 and 2.31).

Used boundary conditions were given by Equations 2.33, 2.34, 2.35 and 2.36.

Solutes transport in the liquid was modelled using the transport of diluted species interface, which solves

Equation 2.17. A Danckwerts boundary condition was used (Equation 2.18). Other boundary conditions in

the liquid phase were Equations 2.19 and 2.21. When no biofilm was present, the flux and concentrations

at the membrane-liquid interface were described according to Equations 2.12 and 2.16, while changing the

biofilm-based parameters to liquid-based parameters (i.e. Dl ,i instead of Db,i ).

When present, solutes transport in the biofilm was modelled with the transport of diluted species inter-

face (Equation 2.13), with boundary conditions being Equations 2.12, 2.14 and 2.16, and no flux at z = 0 and

z = L f .

In the models developed in this chapter, ethanol inhibition was not taken into account. Although it is

known that ethanol is inhibitory to Clostridium, no liquid recirculation was incorporated in this model, pre-

venting higher ethanol concentrations. Next to this, the biofilm thickness (100µm), biomass concentration

(15 kgm−3), its biomass distribution (equally distributed), and shape (flat) are unknown and assumed.

Mass balances in these models were analysed similar to the mass balances in the gas and membrane mod-

els (Equations 3.5 and 4.7). The mass balances in the biofilm and liquid phases were analysed using Equations

5.4 and 5.5, with the reaction term in brackets as this was only valid in cases with suspended biomass. The

models and the parameters which were varied in these models as well as the values of these parameters used
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Table 5.1: For the developed models, it is tabulated whether biomass is present and which parameters were varied. The base value of a
certain parameter is the value of that parameter as used in the other models. The module liquid flow rate Fl ,mod ,i n was changed based

on the liquid Reynolds number. The base value for this flow rate was 200 mLmin−1, which corresponds with to Rel = 4.34.

Model Biomass Variable Base value Lower value Upper value Unit
M_liq_kla_xCO No biomass xCO,i n 1 10−8 1 molCO mol−1

g

M_liq_kla_Re No biomass Rel 4.34 0.1 10 mLmin−1

M_liq_susp Suspended cl ,x 0 0.1 10 kgm−3

M_biof_cx Biofilm cb,x 15 1 60 kgm−3

in the other models are described in Table 5.1. Next to this, the width of the liquid compartment changes as

function of the biofilm thickness (Equation 5.6).
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In the models without biomass, the kov
L,i a was calculated according to Equation 5.7, which is based on the

definition that the total mass transfer rate is a function of the volumetric mass transfer coefficient and the

concentration gradient. In the models with biomass, the shell volume-specific productivity of the system was

calculated (Equation 5.8) as well as the average biomass-specific productivity (Equation 5.9).

kov
L,i a = T ml ,i nt

i

∆ci
=

∫ Aint
s,ml

0
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N f

Vshell
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N f

Vshell
with k = [b, l ] (5.8)
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∫ Vk

0
qi ck,x dVk Mi∫ Vk

0
ck,x dVk

with k = [b, l ] (5.9)

5.3. Results and discussion

kov
L,CO a determination

In the models without biomass, the kov
L,CO a was calculated according to Equation 5.7, which is based on the

definition that the total mass transfer rate is a function of the volumetric mass transfer coefficient and the

concentration gradient. The total mass transfer rate was calculated as the amount transferred from the mem-

brane to the shell, in the whole HFM module. By changing the liquid flow rate, based on its Reynolds num-

ber, the results can be compared with experiments performed with other membrane modules. When gas was

undiluted (100% CO), the obtained volumetric mass transfer coefficient was very low kov
L,CO a = 40h−1 (Figure

5.1a). This is due to the low mass transfer rate, as the maximum solubility in the water was reached. In these

cases, the driving force for mass transfer was low, decreasing the need for large mass transfer rates to dissolve

all CO in the water. By decreasing the amount of CO in the gas phase, the maximum solubility will not be

reached, increasing the mass transfer rate. When the CO fraction in the gas phase gets lower than 70%, there

is a constant mass transfer rate as all CO can dissolve in the water in these cases (Figure 5.1a). In these cases,
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(a) (b)

Figure 5.1: (a) The kov
L,CO a was calculated for varying inlet CO fractions, with a constant Reynolds number of 4.6 (M_liq_kla_xCO)

(Fl ,mod ,i n = 200 mLmin−1). (b) The kov
L,CO a is calculated for different liquid flow rates, represented by the Reynolds number and the

liquid flow rate into the module, with a constant CO inlet molar fraction of 0.5 (M_liq_kla_Re). No biofilm or suspended biomass was
taken into account in this model.

the kov
L,CO a does not increase by decreasing the inlet CO fraction, which could indicate that the maximum

mass transfer rate is reached and the mass transfer is limited by the constant resistance in the membrane.

When the Reynolds number was increased, the mass transfer coefficient increased as well (Figure 5.1b).

This increase is due to larger convection rates as this causes a smaller boundary layer near the membrane

side. A smaller liquid boundary layer leads to less diffusion in the liquid phase and thus increases the mass

transfer rate and its coefficient. When Re approached 3, the slope of the mass transfer coefficient increase

diminished: a maximum kov
L,CO a of 343 h−1 was obtained. In these cases, the change of the thickness of the liq-

uid boundary layer becomes lower at increased flow velocities, indicating that the liquid resistance decreases

and that the membrane is the main resistance for mass transfer. Orgill et al. (2019) obtained the kov
L,CO a of

their PDMS HFM module, by modelling and performing experiments. The results they obtained for different

Reynolds numbers are analogous to the results which were obtained in Figure 5.1b.

With the same procedure, the kov
L,N2

was calculated as well. From these values for both CO and N2, the mass

transfer coefficient in the liquid phase kl ,i was back-calculated using Equation 5.3, for different values of Re.

kg ,i and km,i were calculated using Equations 3.1 (with Sh = 3.67) and 4.3. The gas mass transfer resistance

for both compounds was found to be negligible (around 102 sm−2). The different values obtained for the

mass transfer resistances (in the membrane and the liquid) as well as the overall mass transfer resistance are

depicted in Figure 5.2a and b. From this was observed that for both compounds, the mass transfer resistances

in the liquid and the membrane are in the same order of magnitude. When Re is very low, the mass transfer

in the liquid phase is limiting for N2, but not for CO, as CO has a slightly higher liquid diffusivity. As N2 has

a lower K mg and K l g than CO, its membrane resistance is lower, so that its overall mass transfer resistance

could become slightly lower than the one of CO.

From this was observed that at low Re (when Re < 3 or Fl ,mod ,i n < 150mLmin−1) mass transfer in the

liquid phase decreases the overall mass transfer rate, while at high Re the membrane becomes the limiting

factor. This is important to take into account while working with suspended biomass. At high shell liquid flow
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Figure 5.2: For both (a) CO and (b) N2 transfer from gas to liquid, the mass transfer resistances were calculated in the HFM module.
The overall, membrane and liquid resistances were plotted for different values of the Reynolds number. The gas phase mass transfer
resistance was found to be negligible. Results were derived from model M_liq_kla_Re (xCO,i n = 0.5).

Table 5.2: Comparison of mass transfer coefficients in different HFM configurations.

Studya Membrane typeb Operating
conditions

a
(m−1)

kov
L,CO a

(h−1)

kov
L,CO

(cmh−1)

[1]
Dead-end composite,
PU (40 µm)

∆p = 2.04 atm
Re = 25

2645 946.6 35.8

[2]
Open end microporous,
PP (40 µm)

∆p = 1.02 atm
Re = 27

100 1096.2 627

[3]
Submerged microporous,
PVDF (500 µm)

∆p = 0.37 atm
Re = N/A

62.5 155 248.3

[4] Dense PDMS (100 µm)
∆p = N/A
Re = 3.5

10000 420 4.20

This study
(100% CO)

Dense PDMS (110 µm)
∆p= 0.5 atm
Re = 2.3

774 40 5.16

This study
(50% CO)

Dense PDMS (110 µm)
∆p = 0.5 atm
Re = 2.3

774 343 44.3

a) [1]: Munasinghe and Khanal (2012), [2]: Shen et al. (2014b), [3]: Yasin et al. (2014), [4]: Orgill et al. (2019). All used 100% CO in the gas inlet.
b) PU: polyurethane, PP: polypropylene, PDMS: polydimethylsiloxane, PVDF: Polyvinylidene fluoride

rates radial diffusion could become a problem, causing that not all biomass in the shell receives CO. While at

lower flow rates, the mass transfer rate will be lower, causing lower amounts of dissolved CO. Next to this, it is

also important to note that in some cases, working with dense HFM modules for gas-liquid contacting could

decrease the overall mass transfer rate as the membrane resistance could dominate. As the residence time of

suspended biomass is a function of the liquid flow velocity, there is a narrow range of shell liquid velocity for

optimum mass transfer and conversion.

The obtained results at CO inlet fractions of 0.5 and 1 were compared with literature data (Table 5.2). From

this data, it became clear that not only the kov
L,CO a should be compared, but also the kov

L,CO as some scholars

used HFM configurations with very large surface areas which could be impossible to maintain during biotic

conditions. Although these large surface areas lead to high kov
L,CO a values, the required small fibre spacing,

could increase clogging in the liquid and the pressure drop, and therefore diminish the reactor performance.

Comparing the results of this HFM module with other studies, it seems that the obtained kov
L,CO values

(5.16 and 44.3 cmh−1, at 100% and 50% CO in the inlet, respectively), are similar to the values found by Mu-

nasinghe and Khanal (2012) and Orgill et al. (2019). It is hard to compare the results of this system with the

systems of Shen et al. (2014b) and Yasin et al. (2014). The former based the surface area they provided on

the total reactor volume and not on the total membrane surface area, as they pressurized the liquid reservoir
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Figure 5.3: (a) The shell volume-specific productivity was calculated and (b) the biomass-specific productivity for different amount of
suspended and biofilm biomass in the HFM module. Results were derived from models M_liq_susp and M_biof_cx. The circles depict
the lowest and the squares the highest possible value used for the concentrations of biomass in the suspended and biofilm configurations
(see Table 5.1). The biofilm thickness was fixed at 100µm, pure CO was added in the gas phase and the module liquid flow rate Fl ,mod ,i n

was fixed at 200 mLmin−1 in all cases.

with the membrane off-gas. The latter used their microporous membrane to induce bubble formation and

did not take the surface area of the bubbles into account by calculating their kov
L,CO a.

Biomass models

For the suspended biomass model and the biofilm model, the volume-specific and biomass-specific produc-

tivities were calculated and plotted against the amount of biomass in the module (Figure 5.3a and b). The

amount of biomass in the module was chosen to correct for volume differences in the biofilm and liquid

phases. From these results, it can be observed that the biomass-specific productivity reaches the same max-

imum values, but both at different amounts of biomass. Suspended biomass is the most productive at 1 gx

(cl ,x = 2 gx L−1), whilst the biofilm is the most productive at 2.2 gx (cb,x = 48 gx L−1). However, while operating

at the maximum biomass productivity, the volume-specific ethanol productivity is sub-optimal, as can be

found in Figure 5.3a.

From these figures becomes clear that a 100µm biofilm could be beneficial for ethanol production, when

it could retain more than 1.05 gx in the module (or has a concentration of at least 23 gx L−1). If that biomass

concentration could not be reached in the biofilm, then these results suggest that suspended biomass in a

HFM module would cause the highest productivities.

The optimum in the biomass-specific productivity and the decline of the slope of the volume-specific

productivity in both cases can be explained by investigating the characteristic times of reaction and radial

diffusion (Figure 5.4). In the suspended biomass case, the time of reaction matches the time of radial diffu-

sion in the liquid, when there is around 1 gx in the module. With this biomass concentration, CO is able to

diffuse through the whole liquid phase, so that all biomass can be used for reaction. At larger concentrations

the biomass in the middle of the channel won’t be exposed to CO as it has already been consumed by the

biomass closer to the membrane. By increasing the biomass concentration, the mass transfer rate to the liq-

uid phase can be increased, as the membrane is not limiting mass transfer.
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In the biofilm case, the characteristic time of reaction equals the time of diffusion in the biofilm when

the amount of biomass in the module has reached 2.2 gx. At lower biomass concentrations, the system is

limited by the kinetics of the organism (the reaction is too slow). By increasing the amount of biomass, the

conversion capacity increases and only at higher amounts (more than 2.6 gx (cb,x = 57 gx L−1)), the system be-

comes mass transfer-limited by the membrane. This means that between 2.2 and 2.6 gx, not all CO reaches

the biofilm-liquid boundary, so that there is less reaction per amount of biomass (i.e. lower Px ). However, in

this case, the maximum capacity of the membrane has not been reached. This implies that the mass transfer

rate of CO through the membrane can be increased by increasing the driving force. If there would be more

biomass, the driving force would be increased, and thus the volumetric productivity.

It needs to be taken into account that for deriving these results, several uncertain assumptions were made

(amongst others the microbe kinetics, diffusion in biofilm, and the biofilm thickness). Furthermore, practi-

calities as retention of suspended biomass, its influence on the liquid viscosity and possible channeling or

fouling in the membrane module were not taken into account, but these could become serious issues when

operating at high biomass concentrations. Therefore, one should not take these mentioned numbers as ab-

solute, but the trends are expected to be the same: Higher amounts of biomass in biofilm lead to higher

volumetric productivities than could be achieved with suspended biomass flowing through a HFM module.

(a) (b)

Figure 5.4: For (a) the suspended biomass (M_liq_susp) and (b) the biofilm model (M_biof_cx), characteristic times were calculated
for different amounts of biomass in the module. The characteristic times were calculated according to their equations in Appendix B.
The biofilm thickness was fixed at 100µm, pure CO was added in the gas phase and the module liquid flow rate Fl ,mod ,i n was fixed at

200 mLmin−1 in both cases.

5.4. Conclusion
In this chapter, the maximum overall volumetric CO mass transfer coefficient kov

L,CO a was calculated to be

343 h−1, which was comparable with kov
L,CO a values obtained for HFM modules in literature. Moreover, it

was found that at low liquid flow rates, both the membrane and the liquid mass transfer resistances became

limiting for mass transfer. At flow rates higher than 150 mLmin−1, the membrane became the dominating

resistance for mass transfer.

From the performed analyses can be concluded that biofilms have the potential to reach higher volumet-

ric productivities than suspended biomass, when their biomass concentration is higher than 23 gxL−1. This

can be explained by the increased reaction rate due to the characteristic of biofilms to retain high biomass

concentrations. In the operating window for suspended biomass (up to 10 gx L−1) was found that the mass

transfer potential of the HFM module was not completely utilized, while biofilms with high biomass concen-

trations could enable the utilization of the complete mass transfer potential of the HFM module.
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Reservoir

An external reservoir can be used in order to increase the product concentration, to enhance sampling and to

limit the wash-out of fresh medium. Modelling the reservoir could give predictions in which circumstances

this might be true. It would also provide insights in the effects of recirculation on the module performance.

6.1. Theory
In such a reservoir (see Figure 2.2), a fresh liquid inflow stream Fl ,r es,i n is added to refresh the reservoir and

an outflow stream to simulate continuous behaviour. The reservoir is linked to the membrane module with

two streams (Fl ,mod ,i n and Fl ,mod ,out ). In order to release the dissolved gasses, a gas flow is added (Fg ,r es,i n).

A pressure release valve would also be sufficient, but then the gas flow cannot be used for measurements in

the reservoir. A condenser is operated at 4 ◦C in order to condense evaporated water and ethanol prior to

returning these into the reservoir.

An important parameter of the reservoir is the hydraulic retention time (HRT), which is defined according

to Equation 6.1. The total liquid volume in the whole system is defined as the volume of the reservoir, the

liquid in the membrane module and the connecting pipes. The volume of the pipes was neglected, while the

volume of the biofilm was subtracted from the shell volume.

HRT = Vl ,tot

Fl ,r es,out
= Vr es +Vmod +Vpipes

Fl ,r es,out
= Vr es +Vshel l −Vbi o f +Vpipes

Fl ,r es,out
(6.1)

Shen et al. (2014b) performed experiments with syngas fermentation in a HFM reactor with liquid recircu-

lation in a reservoir. They used the lumen off-gas to pressurize the reservoir, which increased their KL,CO a.

They found that low reservoir dilution rates (Fl ,r es,out /Vr es ), increase the concentration of ethanol and ac-

etate. Next to this, they found by varying the liquid recirculation flow rate (Fl ,mod ,i n) that concentrations of

ethanol decrease at relatively high module inflow rates, which they explained by additional biofilm detach-

ment due to shear stress.

Results that are important to derive are the effects of these parameters on the shell volume-specific biofilm

productivity of the system. This way it can be determined whether operation with reservoir could lead to dif-

ferences in productivity and what the operating window is that results in the highest productivity. Next to

that, operation with a reservoir can enable higher ethanol concentrations as ethanol is expected to accumu-

late in the system when the HRT is high. Therefore, the influence of the HRT on the ethanol concentration

43
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will be determined. High concentrations would lead to better downstream processing options so that the

process efficiency can be increased. Furthermore, the concentration difference between the module outflow

and the module inflow could be an interesting result as this could make it possible to perform calculations

for validation of the model. For this, the flow rate through the module will be predicted as that could lead to

considerable concentration differences between the in- and outflow.

6.2. Model development
The reservoir was incorporated in COMSOL by extending the biofilm models (M_biof_cx) with the equations

that describe the reservoir (2.37-2.41). This way, the complete model described in Chapter 2 is obtained.

Ethanol inhibition following the linear inhibition model (Appendix F) and evaporation of water to the lumen

(see Appendix E) were taken into account. While developing this model, the following assumptions were

made, which are discussed in Appendix H:

• The stirred reservoir is ideally mixed and in a steady-state.

• Reaction in the reservoir is considered to be negligible.

• Pressure and temperature in the reservoir remain constant.

• The density of the liquid phase always equals the density of water.

• The volume of the connecting pipes can be neglected.

• The reservoir inlet gas flow rate equals its outlet gas flow rate.

• Non-ideal behaviour in the reservoir can be neglected.

• Water evaporation in the reservoir is neglected.

• The volumetric mass transfer coefficient of the reservoir is 30 h−1.

• There is no nutrient limitation and pH can be controlled.

As there are several additional process variables that can be controlled in this configuration (Fg ,r es,i n , Fl ,r es,i n ,

Fl ,mod ,i n and Vr es ). Several analyses were performed in order to investigate the effect of changes in these

process variables on the shell volume-specific biofilm productivity (Equation 6.2), ethanol titer (cl ,EtOH,r es )

and the concentration difference between the module in and outlet (Equation 6.3).

PV ,i =
∫ Vb

0
qi cb,x dVb Mi

N f

Vshell
(6.2)

∆ci ,mod = cl ,EtOH,mod ,out − cl ,EtOH,mod ,i n =
∫ Ac,l

0 ul cl ,EtOH dAc,l∫ Ac,l
0 ul dAc,l

∣∣∣∣∣
z=L f

− cl ,EtOH,r es (6.3)

In Table 6.1 the window of operation used for all these parameters is tabulated. Parametric analyses within

these windows were performed. By constraining the Fl ,r es,i n at 2 mLmin−1, it was prevented that there is too

much fresh water entering the system, which limits the usefulness of the reservoir system. For the biofilm, a

thickness of 190µm and biomass concentration of 15 gL−1 were used.

The initial goal was to perform simulations according to the Monte Carlo method in the COMSOL opti-

mization toolbox. This analysis randomly varies the value of each variable for each simulation based on the

provided window of operation (Table 6.1), so that between 100 and 1000 model simulations could be solved.

As all these process variables are expected to have certain effects that influence each other, fixing the other

variables in order to estimate the effect of one variable was considered less useful than randomly varying all

variables and discovering trends. However, due to the additional relation for ethanol inhibition the system

became highly non-linear, preventing the model to solve at high ethanol concentrations. This made it impos-

sible to execute Monte-Carlo simulations to determine the influence of the additional reservoir parameters.
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Table 6.1: The different models, associated with the different process parameters and their operating window and values are tabulated.
The base value of each parameter was kept constant during variations of other parameters.

Model Parameter Symbol Unit Base value Lower Upper value
M_res_Fgresin Reservoir gas flow rate Fg ,r es,i n mLmin−1 1 0.1 100
M_res_Flresin Reservoir liquid flow rate Fl ,r es,i n mLmin−1 0.2 0.025 2
M_res_Flmodin Module liquid flow rate Fl ,mod ,i n mLmin−1 150 0.4 500
M_res_Vres Reservoir volume Vr es L 0.5 0.25 1.5

In order to derive the influence of the additional parameters on the performance of the HFM reactor, they

were varied according to the ranges described in Table 6.1. One parameter was changed, while keeping the

other parameters at their base value. The advantage of this way of solving is that less computational effort

is needed than for Monte Carlo simulations. However, the joint influence of parametric values cannot be

identified this way. The results of these parametric studies were plotted as function of the normalized param-

eter value. The normalized parameter value was determined by dividing the value of each parameter by their

upper value (e.g. Equation 6.4) for the gas flow rate).

F̃g ,r es,i n = Fg ,r es,i n

max
(
Fg ,r es,i n

) (6.4)

6.3. Results and discussion

Ethanol concentration
The ethanol concentrations in the reservoir have been examined for the different reservoir process variables

(Figure 6.1). It was expected that the ethanol concentration in the system is regulated by the hydraulic reten-

tion time. At high HRT, the produced ethanol accumulates in the system causing higher concentrations. As

the HRT is regulated by the reservoir inflow rate and the reservoir volume, it is expected that these parameters

have an effect while the effect of the other parameters is lower.

From this data, it was found that low reservoir inflow rates lead to higher ethanol concentrations (Fig-

ure 6.1a). In all these cases, the maximum ethanol concentration of 45 gL−1 was not reached. The ethanol

concentration decreases with increasing reservoir flow rates. When this increases, the HRT decreases which

leads to less ethanol recirculation in this system. The lower amount of recirculation does also increase its

productivity as there is less inhibition in these cases. Therefore, by increasing the reservoir inflow rate, the

ethanol concentration decreases in a hyperbolic way. The increased inhibitory effects decreases the slope at

lower reservoir inflow rates.

It was expected that the volume of the reservoir would also have a large impact on the concentration of

ethanol, but no pattern can be distinguished between the reservoir volume and the resulting ethanol concen-

tration. This could be due to the smaller operating window compared to the possible window for the reservoir

inflow rate. The gas flow rate and the module inflow rate did not seem to influence the ethanol concentration.

Therefore, from this analysis can be said that the reservoir inflow rate is the most important process variable

that controls the ethanol concentration.

Effect on concentration difference
The liquid flow through the module is expected to lead to certain concentration differences of the solutes be-

tween the shell inlet and outlet. As ethanol is produced in the module, the ethanol concentration is expected

to be higher at the module outlet. By measuring this concentration difference in the lab, one can estimate
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(a) (b)

Figure 6.1: (a) The concentration of liquid ethanol in the reservoir cl ,EtOH,r es and (b) the ethanol concentration difference over the
module ∆ci ,mod , are plotted for different values of the reservoir process parameters. The maximum and minimum values between
which they were varied are given in Table 6.1. During the simulation of one range of parameters, the other reservoir parameters were
kept constant according to their base values in Table 6.1.

the performance of the reactor and one is able to make mass balance calculations based on this difference.

At high module flow rates it is expected that the concentration difference is very low and therefore difficult

to measure. One could argue that at lower module inflow rates plug-flow behaviour is established along the

axial direction in the module as along the module fibre length concentration differences can be expected.

At larger inflow rates this behaviour the concentration differences are expected to become smaller, causing

more STR-like behaviour.

For all reservoir parameters, the ethanol concentration difference between the module outlet and inlet

was calculated (Figure 6.1b). It can be observed that the concentration difference is not influenced by the

gas flow rate, the reservoir volume and reservoir inflow rate. The module inflow rate has a large influence

on the concentration difference. At lower module inflow rates, the liquid residence time in the module in-

creases. This causes that ethanol accumulates in the liquid, leading to higher concentration differences over

the module.

By varying the shell liquid velocity, it could be established whether there was plug-flow or more STR-like

behaviour in the shell. In Figure 6.2a, can be observed that at low module liquid flow rates, the concentrations

increase (up to 50%) relative to the concentration entering the shell. This increase is due to the low flow ve-

locity and therefore leads to a higher shell residence time, so that more ethanol can be absorbed in the liquid

flow. When the module liquid flow rate reaches 20 mLmin−1, the concentration increase falls below 1%. This

means that at flow rates lower than around 20 mLmin−1 plug-flow behaviour can be obtained.

From these results can be determined that during operation at module inflow rates between 0.4 and

2 mLmin−1, the concentration difference is expected to be between 7.0 and 1.5 gL−1, respectively. This con-

centration difference can be measured in the lab. Therefore, the reservoir could enable mass balance calcu-

lations over the module.

Effect on productivity

The module volume specific ethanol productivity of the biofilm was plotted against the normalized parame-

ters (Figure 6.2b). From this, it was observed that the reservoir inflow rate has a high impact on the ethanol

productivity in the module. As obtained before, the reservoir flow rate correlates with the hydraulic retention

time, which both have a high impact on the ethanol concentration. This has a large influence on the ethanol
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(a) (b)

Figure 6.2: (a) For different values for the module liquid flow rate, the concentration difference between the module outlet and inlet
is calculated. (b) The shell volume-specific biofilm productivity of ethanol was calculated for different values of the reservoir process
parameters. The maximum and minimum values between which they were varied are given in Table 6.1. During the simulation of one
range of parameters, the other reservoir parameters were kept constant according to their base values in Table 6.1.

Figure 6.3: For different values of the reservoir inlet flow rates, (a) the ethanol concentration in the reservoir, (b) the ethanol inhibition
constant, and (c) the shell volume specific ethanol productivity of ethanol are plotted. Next to these, the influence of the hydraulic
retention time on (d) the ethanol concentration in the reservoir and (e) the total volume-specific ethanol productivity (calculated as

PV
Vshell
Vl ,tot

) are given for the simulations and the data derived by Shen et al. (2014b) (black dots). The maximum and minimum values

between which they were varied are given in Table 6.1. During the simulation of one range of parameters, the other reservoir parameters
were kept constant according to their base values in Table 6.1.

productivity due to inhibitory effects. This inhibition leads then to a lower productivity (Figure 6.3a-d).

It was observed that the module inflow rate has an additional effect on the productivity. At lower inflow

rates, the productivity decreased (up to around 10%). This lower module inflow rate causes an increased

residence time of ethanol in the module (due to the plug flow behaviour). This is likely to cause larger con-

centration differences inside the module. This could lead to increased ethanol inhibition as the ethanol con-

centration will be higher near the end of the shell. This increased inhibition would lead to lower productivity

in the biofilm. It seemed that, in the modelled HFM reactor, the volumetric ethanol productivity was not

influenced by the reservoir volume (due to its small operating window) and the reservoir gas flow rate.

The influence of the dilution rate on the ethanol concentration and the productivity was derived ex-

perimentally by Shen et al. (2014b) and was compared with the simulations performed ( Figures 6.2). By

comparing the experimental data with the data from the model becomes clear the values obtained from the

simulations are in the same order of magnitude and follow the same trends as the values of Shen et al. (2014b).

This means that, despite all the assumptions made while modelling reaction, the results are in the same range

as experimental data. The authors used Clostridium carboxidivoran P7, 300 mLmin−1 syngas with 25% CO, a
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21 cm long, microporoous membrane with 7400 fibres and returned the module syngas outflow to the reser-

voir. In this study, the reservoir volume (8L) was only provided, but not volume of the HFM module. All these

differences cause that the productivities and the concentrations cannot fairly be compared.

It should be noted that the ethanol inhibition function is a very important assumption for determining

these patterns. In Appendix F.2 is discussed that there is uncertainty on the precise mechanism of ethanol

inhibition. For three different inhibition models, the reservoir inlet flow rate was varied (in the same way as

in this chapter). From that analysis was found that the linear inhibition model leads to lower shell volume-

specific productivities than the other models: for an inflow rate of around 0.15 mLmin−1, this difference was

significant (50% lower productivity). In order to derive model results that can be experimentally reproduced,

it is highly pertinent to know which inhibition kinetics apply to the studied organism and the operational

conditions.

From the analyses in Appendix F.2 was shown that the assumption that the gas outlet equals the gas inlet

did not hold in cases with low gas flow rates. Reaction was also neglected in the reservoir, but this was proved

to be an invalid assumption in cases with low reservoir liquid inflow rates due to accumulation of dissolved

CO.

6.4. Conclusion
From incorporating the liquid recirculation reservoir was derived which parameters influence the HFM re-

actor. It was found that, in their possible operational windows that can be used for this HFM reactor, the

reservoir gas flow rate and volume did not significantly impact the ethanol concentration, its concentration

difference over the module and the ethanol productivity. In contrast, it was found that various module liquid

inflow rates could lead to plug-flow behaviour in the shell liquid phase and was therefore able to influence

the ethanol concentration difference between the module in- and outlets. This concentration differences also

caused a small decline (around 10%) in ethanol productivity.

The reservoir inlet flow rate seemed to be a very influential parameter. This flow rate is directly coupled

to the hydraulic retention time and the ethanol concentration in the module. Low flow rates increase the

ethanol concentration in the HFM reactor (up to 34 gL−1), which causes a decrease in ethanol productivity

due to inhibitory effects (up to 75%).

From this analysis can be derived that the reservoir leads to increased operational opportunities as it

enabled steering the ethanol concentration and thereby the productivity in the system. Next to that, it is pos-

sible to work with low reservoir inlet flow rates and high module flow rates, without spending high amounts

of fermentation medium, as the liquid phase is being recycled.

Lastly, by comparing the data with the data obtained by Shen et al. (2014b), it can be said that the calcu-

lated values of the ethanol concentration in the reservoir match with the data derived by them. The calculated

productivities do not match, which is expected to be due to the use of different operational conditions.
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After developing the reservoir model in the previous chapter, it could be determined what the influence of

process parameters is on the HFM reactor. The analysed process parameters were the gas phase velocity, the

gas phase pressure, the liquid pressure and the reservoir inflow rate. Although the reservoir gas inflow rate,

the reservoir volume and the shell liquid flow rate are given as process parameters (in Table 2.1) they were not

investigated in this chapter as since it was concluded that they had marginal influences on both the ethanol

concentration and the volume-specific productivity in the studied HFM reactor (see Chapter 6). This analysis

will provide insights in how these process parameters influence the syngas fermentation process in the HFM

reactor. This could be used to determine an operational window to improve the reactor performance.

Next to the influence of these parameters, also a sensitivity analysis will be discussed in this chapter. A

sensitivity analysis was performed for the two most important assumptions made in this model: the biofilm

thickness and the biomass concentration in the biofilm. With this analysis can be derived what the impact is

of the assumed parameters on the results.

7.1. Methodology
As stated in Chapter 1, the performance of the syngas fermentation process was determined to be a function

of the ethanol yield, the volumetric productivity (Equation 6.2), the substrate utilization efficiency and the

product concentration (cl ,EtOH ,r es ). As the ethanol yield is a function of the metabolism, which was assumed

to be constant (only CO consumption and ethanol formation according to the derived stoichiometry in Ap-

pendix F), this indicator was not taken into account in the further studies. The substrate utilization efficiency

could be calculated in multiple ways. The first way is the amount of CO that is transferred from the gas into

the membrane, which is defined as the gas phase mass transfer yield (Equation 7.1). It could also be defined

as the amount of CO that is consumed relative to the amount that is transferred to the micro-organism (Equa-

tion 7.2). Lastly, the overall CO yield was derived as function of the amount of CO that is consumed by the

micro-organism relative to the amount that enters the lumen (Equation 7.3).

Y MT
g ,CO = 1− Ng ,CO,out

Ng ,CO,i n
= 1−

Ac,g∫
0

ug cg ,COdAc,g

∣∣∣∣∣
z=L f

Ac,g∫
0

ug cg ,COdAc,g

∣∣∣∣∣
z=0

(7.1)
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Table 7.1: The operating window and values of the different process parameters which values were varied. The base value of each
parameter was kept constant during variations of other parameters.

Model Parameter Symbol Unit Base value Lower value Upper value
M_param_Fgin Lumen gas flow rate Fg ,i n mLmin−1 20 4 200
M_param_Pgas Lumen gas overpressure ∆pg atm 1.5 1 1.5
M_param_Pliq Liquid overpressure ∆pl atm 1 1 2
M_res_Flresina Reservoir liquid inflow rate Fl ,r es,i n mLmin−1 0.11b 0.025 2

a) For Fl ,r es,i n the same model was used as in Chapter 6. There, Fl ,mod ,i n and Fg ,r es,i n were set to be 150 and 1 mLmin−1, respectively.

b) When varying ∆pl , Fl ,r es,i n was set to be 0.12 mLmin−1.

Yx =

Vb∫
0

qCOcb,x dVb

Aint
s,g m∫
0

J int
CO,g mdAint

s,g m

∣∣∣∣∣∣
r=r int

g m

(7.2)

Y ov
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(7.3)

Initially, it was aimed to derive optimum values for the performance indicators by varying the process

parameters according in their windows using Monte-Carlo simulations (the same approach as in Chapter 6).

From these simulations, several patterns between the process parameters and the process performance indi-

cators could be derived. However, this optimization method did not work for several random combinations

of parameters, which is expected to be due to the non-linearity in the model.

Instead, the parameters were individually varied in the window of operation as provided in Table 7.1. The

reservoir parameters were kept constant: Fg ,r es,i n = 60mLmin−1, Fl ,mod ,i n = 100mLmin−1, Vr es = 0.5L and

Fl ,r es,i n = 0.11mLmin−1, so that the hydraulic retention time in the HFM reactor equals 5.7 day. The biofilm

thickness db was assumed to be 190µm. The same model was used as in Chapter 6, which was described in

detail in Chapter 2.

A sensitivity analysis performed for the assumed biofilm thickness and biomass concentration (M_sens).

The influence of these parameters on the ethanol concentration, shell volume-specific productivity and the

overall CO yield was calculated. The biofilm thickness db was varied between 20 and 250µm, during these

simulations the biomass concentration in the biofilm cb,x was varied between 10 and 60 kgm−3. This way the

cumulative effects of both assumptions could be determined, as a 2D plot can be derived from simulating

these values. The process parameters were kept constant at their base value (Table 7.1).

7.2. Trade-off analysis
For all analysed process parameters, their effects on the performance indicators (the ethanol concentration,

the overall CO yield and the volumetric ethanol productivity) are depicted in Figure 7.1. In this figure, the

influence of these parameters on the trade-offs shown can be analysed. From these results can be stated that

the reservoir inflow rate and the lumen gas flow rate are the most important parameters governing the trade-

offs in the modelled HFM reactor. In the operating window used, the liquid pressure and the CO pressure in

the gas phase have only a small influence on performance indicators. Their influence is smaller as the ranges

wherein the performance indicators vary are much smaller than the ranges obtained by varying the gas flow

rate and the reservoir liquid inflow rate.
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Figure 7.1: Trade-offs are depicted that can be achieved within the operating ranges of the different process parameters. The trade-off
between (a) the volumetric ethanol productivity and the ethanol concentration, (b) productivity and the overall CO yield, and in (c)
the overall CO yield and the ethanol concentration. During these simulations the process parameters were individually varied in their
operating ranges. The circle depict the lower boundary, while the squares depict the upper boundary. During the simulation of one
parameter the other process parameters were kept constant according to their base values in Table 7.1.

For the reservoir liquid inflow rate, there is a clear trade-off between the concentration of ethanol and the

productivity. Higher productivities lead to lower concentrations, while higher concentrations cause lower

productivity. Also, the reservoir inflow rate leads to changes of the productivity and the concentration in a

very wide range, compared to the other parameters. Varying the lumen gas flow rate could create a change in

concentration of around 5 gL−1, while the influence of the gas pressure and the liquid pressure is negligible

in these cases.

Furthermore, the influence of the gas flow rate on the volumetric productivity is marginal compared to

the influence of the reservoir liquid inflow rate on the volumetric productivity. However, the gas flow rate can

be used to manipulate the overall CO conversion yield in the HFM reactor. By varying the lumen gas flow rate,

one can steer the overall yield from 100% to almost 0%. Besides, there is a certain optimum in productivity

for the gas flow rate (as will be demonstrated in Figure 7.2a). From Figure 7.1b can be observed that for this

gas flow there is an optimum value between productivity and yield: An overall yield of 90% can be achieved,

without significantly harming the productivity.

7.3. Process parameter analysis
As the reservoir inflow rate and the lumen gas flow rate are the process parameters that influence the perfor-

mance of the HFM module the most (Figure 7.1), they will be discussed in this section. The influence of the

CO partial pressure and the liquid pressure is discussed in Appendix I.

Lumen gas flow rate

At low gas flow rates, the lumen gas phase is expected to behave like a closed-end system (Chapter 4) due to

the limiting amount of CO that can be transferred towards the membrane. At higher gas flow rates, the CO

amount is expected not to be limiting anymore and will therefore not increase the mass transfer rate. As was

also observed in Figure 4.4, high flow rates could lead to an increased mass transfer rate at the expense of the

mass transfer yield. However, that analysis was performed with a syngas mixture and without biofilm, so that
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it does not represent the effect that would be in cases with more CO.

In Figure 7.2a, it can be observed that the volumetric productivity only changes by flow rates up to 12.5 mLmin−1.

Gas flow rates between 4 and 6 mLmin−1 cause substrate limitation in the biofilm, while higher mass trans-

fer rates can be achieved at increasing gas flow rates. However, an optimum productivity is reached at

6 mLmin−1. This increase in productivity also causes an increase in ethanol concentrations (Figure 7.2b).

Due to the liquid recirculation, a small increase in the productivity (0.2 to 0.24 gL−1 h−1) leads to a high

increase in ethanol concentration (from 15 to 21.3 gL−1). However, between 6 and 12.5 mLmin−1 the pro-

ductivity decreases slightly, until a constant value is reached. This is expected to be due to CO and ethanol

inhibition. The increased ethanol concentration will lead to inhibition and therefore prevents the productiv-

ity of the micro-organism to increase. Due to the increased mass transfer rate, and the inhibitory effects of

both compounds, less CO can be consumed by the organism, decreasing the productivity even more. At flow

rates higher than 12.5 mLmin−1, the productivity remains constant. This implies that the increase in gas flow

rate (or gas supply) does not lead to more mass transfer as the reaction becomes the limiting factor for mass

transfer.

At very low gas flow rates, the yields are high and even reach 100% (Figure 7.2c). As the gas mass transfer

yield reaches 100%, closed-end behaviour is reached. However in these cases, the productivity is lower. By

increasing the gas flow rate, the mass transfer yield decreases, but the productivity increases slightly. At the

optimum productivity (6 mLmin−1), the overall yield has decreased to 80%. The consumption yield is a func-

tion of the biomass productivity and therefore also decreases at flow rates where the ethanol concentration

becomes inhibitory. The overall yield was always lower than the gas phase mass transfer yield, but when the

consumption yield decreases, the overall yield decreases even more.

A possible problem derived from this are the trade-offs between the volumetric ethanol productivity,

ethanol concentration and overall yield. In the range where its concentration is high (at increased gas flow

rates (> 8 mLmin−1), the overall yield is decreased by 30%. In order not to waste too much syngas, the gas flow

rate should be adjusted very carefully in this narrow operational range. Another problem with this system is

ethanol inhibition: Already at very low gas flow rates, the ethanol becomes inhibitory and causes a decline

in productivity. In order to increase the productivity, the ethanol concentration should become lower, which

could be done by for example in situ product removal technologies.

Figure 7.2: For different values of the lumen gas flow rate Fg ,i n inlet flow rates, (a) the shell volume-specific ethanol productivity, (b) the
ethanol concentration in the reservoir and (c) the different yields are calculated (M_param_Fgin). The lumen gas flow rate was varied
between 4 and 200 mLmin−1, but the results above 50 mLmin−1 are not shown as the same trends continue. During these simulations
other process parameters were kept constant according to their base values in Table 7.1.
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Reservoir inflow rate

Also for the reservoir liquid inflow rate between 0.025 and 2 mLmin−1, the process indicators were calculated

(Figure 7.3). This inflow rate has an inverse proportional correlation to the HRT, which influences accumu-

lation of solutes (see Chapter 6). From the analysis can be observed that low inflow rates cause low produc-

tivities, but high ethanol titers. At high reservoir flow rates, the concentration of ethanol approaches zero,

while at lower flow rates, the concentrations increase to around 35 gL−1. This large change in the achievable

ethanol concentration range also implies that this parameter can be used to steer the effect of the ethanol

inhibition on the volume-specific ethanol productivity. Experimentally, one could easily change the reservoir

inflow rate and thereby adjust the amount of ethanol in the system and change the biomass productivity (if

steady-states can be reached quickly).

In terms of yield, the effect of the reservoir liquid inflow rate is similar. Higher inflow rates generate higher

overall, consumption and mass transfer yields. The diminishing amount of ethanol inhibition at high flow

rates cause that more CO can be consumed. This in turn leads to increasing overall and consumption yields.

The mass transfer yield is increased as well, as the higher reaction rate leads to a higher driving force of CO

across the membrane and thereby increases the CO transfer rate relative to the amount of CO entering the

lumen.

Figure 7.3: For different values of the reservoir liquid inflow rate, (a) the shell volume-specific ethanol productivity, (b) the ethanol
concentration in the reservoir and (c) the different yields are calculated (M_param_Flresin) . The liquid inflow rate was varied between
0.025 and 2 mLmin−1. During these simulations other process parameters were kept constant according to their base values in Table
7.1.

7.4. Sensitivity analysis
During modelling the biomass concentration in the biofilm and the biofilm thickness were assumed. As there

have not been any measurements for those parameters for syngas fermentation by Clostridium spp. in HFM

reactors, values for these parameters have been assumed in the developed models. The influence of these pa-

rameters was determined with a sensitivity analysis. Both the biofilm thickness and the biomass concentra-

tion were varied between a certain range which was thought to be possible in practice. The biomass concen-

tration was varied between 10 and 60 gL−1, while the biofilm thickness was changed between 20 and 240µm.

As these two parameters have a conjoint effect on the system (both cause an increase of total biomass), a 2D
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Figure 7.4: Sensitivity analysis for the biofilm thickness db and its biomass concentration cb,x . These parameters were varied between 20

and 240µm, and 10 and 60 gL−1, respectively (M_sens). The shell volume specific ethanol productivity of the biofilm was calculated for
each simulation. The black line depict the range of biomass concentrations and biofilm thicknesses at which biofilm formation leads to
higher volumetric productivity than suspended biomass, which is the case for values above the line. During this simulations, the process
parameters were kept constant at their base value (Table 7.1).

analysis was performed: for all varying values of the biofilm thickness, the biomass concentration was varied

as well.

The influence of the biofilm thickness and its biomass concentration on the shell volume-specific ethanol

productivity (Figure 7.4), the overall CO yield (Figure I.6) and the ethanol titer (Figure I.7) were calculated. As

the results of the concentration and yield followed the same patterns as the productivity, they are depicted

in Appendix I. From this sensitivity analysis became clear that in cases with large amounts of biomass in the

module (thick biofilms with high concentrations), the system did not solve correctly. This is expected to be

due to the low CO concentrations which can be achieved near the biofilm-liquid boundary, which causes that

there cannot be reaction at these points. This was also observed in the detachment models (Appendix G) ,

where at thick biofilms (with constant cb,x = 15gL−1) the reaction became limiting.

From the results obtained it can be seen that increasing both the biofilm thickness and the biomass con-

centration leads to increased productivities, yields and ethanol titers. The influence of these parameters can

be significant when the amount of biomass in the system is low: doubling the biomass concentration can

lead to an almost twice as large ethanol productivity, overall CO yield and ethanol titer, as expected. This

can be explained by the reaction rate, as this increases proportional with the biomass concentration. When

there is more biomass, a doubling of biomass concentration causes a lower increase due to increased ethanol

inhibition.

The influence of the biofilm thickness is even more significant: doubling the biofilm thickness (at low

biomass concentrations and therefore low ethanol concentrations) causes a more than twice fold increase in

productivity, yield and titer. This is due to cylindrical nature of the biofilm, doubling the biofilm thickness

causes a more than proportional increase in biofilm volume and therefore in the amount of biomass present.

From this analysis, it can be said that it is important to derive some estimates for the biofilm thickness

and its concentration. As in Figure 5.3 was shown, in some cases it is, beneficial not to have biofilms, in terms

of volumetric productivity. The black line in Figure 7.4 compares the amount of biomass that would lead to
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higher productivities in biofilms than in suspended cases. This line indicates that at moderate values of both

parameters biofilm formation is beneficial for the volumetric productivity.

There are no clear values obtained in literature for Clostridium biofilms. Wang et al. (2017b) performed

syngas fermentation with microporous HFM with a mixed culture (66% Thermoanaerobacterium) and ob-

tained a biofilm thickness of around 100µm. For aerobic waste water treatment using membrane aerated

biofilm reactors (with higher possible growth rates), biofilm thicknesses between 50 and 200µm were ob-

served (Casey et al., 1999).

7.5. Conclusion
From the analyses performed in this chapter was derived that the reservoir liquid inflow rate and the lumen

gas flow rate are the most influential parameters governing the performance of the HFM reactor. The lumen

gas flow rate could be used to increase the overall yield: At very low gas flow rates, overall CO yields of around

90% were observed without significantly hampering the ethanol productivity. The reservoir inflow rate deter-

mines the concentration of ethanol in the HFM reactor. Higher inflow rates lead to lower concentrations and

increase the ethanol productivity. For designing this process, a trade-off needs to be made between desired

productivity and ethanol concentration.

Changing the liquid pressure does not lead to large differences in the HFM module. For the gas pressure,

a counter-intuitive result was obtained: higher pressures induce lower productivities, which was explained

to be due to a combined effect of both ethanol and CO inhibition.

Lastly, a sensitivity analysis was performed for the biofilm thickness and its biomass concentration. Dou-

bling one of the values of these parameters could promote a twofold increase in productivity, concentrations

and overall CO yield. These parameters are therefore important to derive to make sure that the model can

make adequate predictions.
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Model validation

As models could only provide an approximation of reality, it is important to verify whether the model predicts

the reality accurately. Therefore, the results from the model should correspond to experimentally obtained

data in the lab. For some model parameters, the values have been assumed. Once these values are experi-

mentally obtained, the model could be amended.

In this chapter, experiments are proposed for validation of the model. Three classes of experiments are

discussed: First, a set of experiments should be performed to verify whether the assumptions behind the

model could be made. Subsequently, a set of experiments is discussed for determining whether the results

derived from the model correspond to experimental data. Lastly, experiments are proposed to determine the

values of some unknown parameters. In Table 8.1 an overview of the proposed experiments is provided.

Table 8.1: Experiments proposed for validation of the developed model. The proposed experiments are more extensively described in
the section depicted in the table.

Determinant Experimental procedure Analysis

Model assumptions

Liquid and gas flow

distribution

Inject gas and liquid flows with an

inert tracer pulse

Investigate the residence time

distribution profile of tracer

Bubble formation in shell Operate with lumen gas overpressure
Observe bubble formation in liquid

phase

Reservoir outflow rate
Perform experiments with different

reservoir inflow rates

Investigate the difference between in-

and outflow rates

Reservoir volumetric mass

transfer coefficient

Purge with O2 and measure cl ,O2
with

DO probe
Determine the O2 uptake over time

Model results

Axial concentration profiles in

gas phase

Rapid sampling after syngas injection

and with counter-current flow

Determine time of outflow for each

compound

Decreased lumen gas flow

velocity
Measure gas flow rate at outlet Compare with inlet

Trade-off between mass

transfer rate and yield

Measure mass transfer rates for

different gas flow rates

Compare with gas concentrations in

the lumen in- and outflow

Determine volumetric mass

transfer coefficient of module

Measure mass transfer rates for

different Re
Equation 8.3

57



58 8. Model validation

Determine main resistance Determine constants in Equation 8.4 Calculate kl ,i and compare with km,i

Inhibition model (qualitative) Varying lumen gas pressure
Compare observed trends with

different inhibition models

Verify influence of Fl ,r es,i n

Vary liquid flow rate and measure

ethanol concentration and

productivity

Equation 8.5

Determine influence of

evaporation

Measure water and ethanol

concentrations in lumen off-gas

Verify whether evaporation can be

neglected

Model variables

Stoichiometry

Measure production and

consumption of the different

compounds

Calculate the stoichiometric

coefficients

CO uptake kinetics Vary CO partial pressure
Measure CO uptake rate and fit with

kinetic equation

Ethanol inhibition kinetics Vary ethanol concentration
Measure CO uptake rate and fit with

kinetic equation

Biofilm thickness

1) Measure ∆pl with and without

biofilm

Calculate the hydraulic diameter with

Darcy-Weisbach equation

2) Single fibre study and scanning

electron microscopy
Measure biofilm thickness

3) Optical coherence tomography in

module
Measure biofilm thickness

Biomass concentration

1) Sonification to suspend the

biomass from the membrane
Measure total organic carbon

2) Calculate from dilution rate the

biomass amount in the module
Equation 8.7

Biofilm diffusivity factor
Single fibre study with micro-sensor

and N2 permeation

Measure N2 concentration profile and

mass transfer rate

Model assumptions
The most important characteristic behind the model is the model geometry: In order to describe the HFM

reactor, only one fibre was modelled (Chapter 2). This geometry assumed that there is no flow maldistribu-

tion in the system (i.e. the liquid flow velocity is equal near all fibres) and that the gas flow is proportionally

distributed (i.e. the same amount of gas flows through all fibres). These assumptions can be verified using

studies with inert tracer compounds.

With a short insertion pulse of a tracer compound in the inlets and measuring the tracer at the outlet, one

can determine the residence time distribution of the tracer in both the gas and liquids phase. The shape of

the distribution curve provides thereby information on the flow pattern. In case the flow is uniform among

all fibres (plug-flow), the distribution will have a narrow peak, while in cases with flow non-uniformity, the

peak is expected to be wider. These experiments are similar to the ones Kavousi et al. (2016) performed for

different values of the fibre spacing.

For the shell side, these experiments can be performed with and without biofilm. From this can be de-

termined whether the biofilm influences the flow pattern. This can provide insights whether clogging and

preferred flow could occur.
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Another important assumption made while modelling is based on Equation 2.11. This boundary condi-

tion implies that there is no bubble formation in the HFM module in cases where the dissolved gas concen-

tration reaches supersaturation. This assumption could be justified by permeating with pure CO (or other

poorly soluble compounds), with an overpressure in the gas phase. This should be done in biotic and abiotic

modules. In the cases bubbles are formed in the module, this assumption does not hold. Bubble formation

is expected to increase the volumetric mass transfer coefficient due to the increased amount of surface area

for mass transfer, to decrease the overall CO yield due to possible release in the reservoir off-gas, and it could

also lead to abrasion of the biofilm.

Next to this, the reservoir has been modelled by assuming that the gas outflow rate equals the gas inflow

rate (Fg ,r es,out = Fg ,r es,i n). This assumption need to be justified as it could lead to erroneous prediction of the

reservoir off-gas composition. This analysis can be performed by measuring both the in and outflow rates

and comparing them with each other (as in Figure H.2a). Lastly, the volumetric mass transfer coefficient of

the reservoir was assumed to be 30 h−1. This value can be obtained by aerating the reactor with oxygen and

measure the oxygen uptake over time with a DO probe.

Model results
From the models developed in Chapters 3 and 4 was derived that the mass transfer rate highly depends on the

permeability of the different compounds. This also causes that the flux is location-specific, which resulted in

large concentration differences for CO2 along the axial direction. Assuming that it is impossible to measure

axial and radial gradients directly in the HFM module, different strategies need to be determined to validate

these effects.

First, the mass transfer rate can be calculated, by measuring the concentration differences inside the

liquid phase. By using a low, known, liquid flow rate (Fl ,mod ,i n), a concentration difference along the module

length is expected to be present (as was demonstrated in Figure ??). By measuring the concentrations of

dissolved gasses in the reservoir and at the module outlet, the mass transfer rate can be determined (Equation

8.1). By measuring concentrations with a DO probe, Orgill et al. (2019) determined the O2 gas to liquid mass

transfer rate in a dense PDMS HFM module. Orgill et al. (2019) also used gas chromatography to determine

the mass transfer rate from the gas to the liquid (using Equation 8.2). Other ways to measure the values

of the dissolved gasses are using vacuum separation and GC/MS (Abrahamsom, 2019). Based on these two

equations, the known gas inlet pressure and assuming the concentration of gasses in the liquid inlet to be 0,

the module outlet concentration was calculated.

T MT
i = Fl ,mod ,i n × (

cl ,i ,mod ,out − cl ,i ,r es
)

(8.1)

T MT
i = Fg ,i n

K l g
i pg ,i ,i n

RT
−Fg ,out

K l g
i pg ,i ,out

RT
(8.2)

Using these methods, it could be determined whether there will be concentration gradients along the axial

direction. By using rapid sampling, low gas and liquid flow rates, a known syngas mixture pulse injection,

and counter-current flow. This method is based on the fact that most of the CO2 is expected to permeate

near the lumen inlet, while the other compounds permeate near the end of the lumen as the fluxes of these

compounds will be higher near the end. Due to the counter-current flows, most of the permeated CO2 is ex-

pected to leave the module earlier than the other compounds. By measuring the liquid concentrations over

time at the outlet of an abiotic module, one could make distribution plots from which could be clear which

compounds appeared over time. This is then expected to be correlated to the axial concentration profiles.
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For these measurements, also the gas velocity needs to be measured at the outlet (inlet is supposed to be

known). With this measurement, one could determine that the gas flow velocity decreases, which was one

of the main results of the gas phase model. This way, it could experimentally be stated that one should not

assume constant axial gas velocities and concentrations while modelling HFM modules.

Next to this, it could be interesting to experimentally determine the trade-offs between mass transfer rate

and the mass transfer yield, for different values of the lumen gas flow rate (as in Figure 4.4). This way, one

could determine whether there obtained data match experimentally and decide which gas flow rate to use for

experiments.

Using the calculated mas transfer rates, one could calculate the overall volumetric mass transfer coeffi-

cient of the HFM module with Equation 8.3 (Orgill et al., 2019). The data obtained by modelling (Figure 5.1)

could be checked with experimental data. The most interesting analysis would be varying Fl ,mod ,i n (or Rel ).

A higher value would lead to a lower liquid mass transfer resistance and thus a higher kov
L,i a. This way it could

be checked whether the predicted results from the model correspond to experimental data. Next to that, one

could determine the kl ,i by fitting the γ and δ coefficients in the correlation for the Sherwood number with

the experimentally determined kov
L,i a values for different Reynolds numbers (Kavousi et al., 2016; Orgill et al.,

2019), and Equation 5.3. With this data, it could be determined for which Rel the membrane becomes the

dominating factor for mass transfer, as was simulated in Figure 5.2.

kov
L,i a = T MT

i

∆ci ,lnVshell
with ∆ci ,ln =

(
K

l g
i pg ,i ,i n

RT − cl ,i ,mod ,out

)
−

(
K

l g
i pg ,i ,out

RT − cl ,i ,mod ,i n

)

ln


(

K
l g
i

pg ,i ,i n
RT −cl ,i ,mod ,out

)
K

l g
i

pg ,i ,out
RT −cl ,i ,mod ,i n


(8.3)

Shl =
kl ,i dspacing

Dl ,i
= γReδSc1/3 (8.4)

However, it is expected that during operation in HFM modules, no radial gradients can be measured. This

makes it impossible to determine the concentration gradients in the biofilm. Next to that, due to the uncer-

tainty in the biofilm thickness, the biomass concentration and the metabolism of Clostridium, it is expected

to be impossible to validate any of the conversion related results quantitatively, until more information on

these parameters is retrieved and the model is run based on these new values.

However, it would still be possible to justify the predicted effects from the model by observing trends due

to changes in process parameters. First of all, it could be determined whether the linear ethanol inhibition

model is possible here. Figure I.1 demonstrated that increased pressures would cause lower productivities

due to increased inhibition of ethanol and CO, while it was also demonstrated that another ethanol inhibition

model would increase the ethanol productivity at higher pressures (Figure I.3). By varying the gas pressure

and measuring the ethanol productivity for the different gas pressures in the module, one could determine

qualitatively which of these inhibition models have a better fit with the experimentally obtained data.

PV ,EtOH = Fl ,mod ,i n

Vshell
× (

cl ,EtOH ,mod ,out − cl ,EtOH ,r es
)

(8.5)

The productivity in the module can be determined by measuring the concentrations in the module in-

flow and outflow (Equation 8.5) at steady-state. This way, the influence of the reservoir inflow rate could be

verified. However, as high HRT are necessary to obtain high ethanol concentrations (Figure 6.3), these exper-

iments could be very long-lasting experiments, as new steady-states need to be obtained.
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Lastly, evaporation from the shell to the lumen was taken into account for water as it was expected that

this was not significant for ethanol (Appendix E). One should determine by measuring the lumen gas outlet

whether these assumptions are correct and whether ethanol evaporation could be an issue at high concen-

trations of ethanol in the reservoir.

Model variables
Different parameters need to be retrieved with regard to the micro-organism and the biofilm as much infor-

mation is not known. Therefore in this section, it will be discussed how several of these parameters could be

derived: the stoichiometry of the micro-organism, the kinetics, the biofilm thickness, the biomass concen-

tration in the biofilm and the biofilm diffusivity factor.

The stoichiometry of the micro-organism can be derived by measuring the production and consump-

tion rates of the different compounds. This way, the amount consumed and produced can be derived, which

should relate in a stoichiometry of the metabolism (e.g. Equation 8.6 for biomass and CO). However, it must

be assumed that the stoichiometry is independent of the substrate or product composition, which could be

an unrealistic assumption in biofilms as it is known that extracellular acetate and hydrogen concentrations

induce metabolism shifts (Jack et al., 2019; Xu et al., 2020).

The correctness of the CO-uptake kinetics as derived by Mohammadi et al. (2014) was questioned before

(Chapter 5). In cases a steady-state is reached, one could vary the CO partial pressure (either by decreasing

the gas overpressure or by diluting with N2) and determine that effect on the consumption rate of CO. As

the proposed kinetic function for CO uptake depends on an inhibition and saturation constant, one could

determine these constants by fitting the kinetic function with the CO consumption rates. For this one needs

to assume that the CO concentration is constant everywhere in the biofilm. This will lead to a lumped term

for the maximum uptake rate and the biomass concentration (qmax
CO cb,x ) as both are unknown. In these cases,

the ethanol concentration needs to remain constant so that inhibition does not influence the results.

The ethanol inhibition kinetics could be measured by running the HFM reactor with different concen-

trations of ethanol and determining the CO consumption rate. The amount of CO provided to the organism

needs to remain constant in these cases.

Yx/CO = Rx

RCO
= Fl ,mod ,i n × (

cl ,x,mod ,out − cl ,x,r es
)

Fg ,i n
pg ,CO,i n

RT −Fg ,out
pg ,CO,out

RT +Fl ,mod ,i n × (
cl ,CO,mod ,out − cl ,CO,r es

) (8.6)

Rx =µcb,xVb = 1

HRT
cb,xVb = RCOYx/CO (8.7)

Using the Darcy-Weisbach pressure drop equation (Brown, 2002), one could possibly determine the biofilm

thickness. As the pressure drop is inversely proportional to the fibre spacing, a smaller fibre spacing (due to

biofilm) will increase the pressure drop. In these cases, it needs to be assumed that the friction factor does

not significantly change due to increased roughness of the biofilm. This assumption can be made when the

flow is laminar (Janssen and Warmoeskerken, 2006).

One could also determine the biofilm thickness using scanning electron microscopy, as was done by

Zhang et al. (2013) and Wang et al. (2017b). In this case, the biofilm first needs to be extracted out of the

module. Experiments could also be performed with only one fibre outside the module, and to use the biofilm

grown on that fibre for characterization studies. Another technique is optical coherence tomography which

can be performed to derive is-situ information on the biofilm (Dreszer et al., 2014), eliminating the need for

single fibre studies.

Next to this, the biomass concentration in the biofilm needs to be derived. This could possibly be done

using the procedure derived by Tijhuis et al. (1994). They used sonification to suspend the biomass from the
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particles and used total organic carbon analyses to determine the amount of biomass.

While operating a reservoir and when a steady-state is reached, the growth rate should equal the dilution

rate of the reservoir. With the mass transfer rates the stoichiometry could be derived (as explained above).

As the reaction rates are a function of the biomass concentration, one could calculate the biomass concen-

tration in the biofilm, when the biofilm thickness is known (Equation 8.7). In cases without known biofilm

thickness, only a lumped parameter (cb,xVb) can be retrieved, which should represent the amount of biomass

in the HFM module (similar to Figure 5.3).

The biofilm diffusivity factor could be measured in the single fibre experiment, outside the module. Using

micro-sensors, one can measure the concentration profiles inside the biofilm. For inert compounds, like N2,

this concentration profile depends on the biofilm diffusion coefficient. As this is proportional to its liquid

counterpart, the diffusivity factor can be determined.

As a general note, scientific philosopher Popper (1963) proposed that science could only be falsified: One

can only derive that a theory, model or statement, is not true, since one is never sure that there is a case in

which the derived theory, model or statement does not hold. In line with this, one can never be sure that the

model is correct.

Next to this, Box (1976) proposed the famous statement "all models are wrong". This indicates that one

should not take the results derived by the model for granted. However, the results derived by the model could

still be useful predictors for reality. Therefore, one should ask whether the model is useful, instead of whether

the model is correct.
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Future perspectives

By modelling the HFM reactor, new insights were gained on the performance of this system and in the pa-

rameters that influence the HFM reactor the most. Development of this model was not straightforward. The

reacting flow interface in COMSOL was not known before, as well as the necessary coupling between the

membrane and gas phase. Scrutinizing the models with mass balances was necessary to ensure internal cor-

rectness. Now these methods are known, gas phase models can be developed more accurately.

Although results derived from modelling should not be taken for granted, the model provided insights

and trends which were not known before. Such an understanding is valuable as it could guide design of more

efficient HFM reactor modules. With this information, an operational window was derived that could be used

for design of experiments. Besides, with the model, one could determine the theoretical influence of several

parameters in a faster and more resource-efficient way than by performing experiments.

However, there are some limitations behind the developed model. First of all, it is a complex model due

to the amount of phases, components and balances modelled. This complexity was necessary to ensure that

all phases were modelled in the most accurate way, as it was shown that several simplifying assumptions

did not hold. Next to this, the liquid recirculation reservoir highly increased the non-linearity in the system,

making it difficult to solve without providing initial values. Furthermore, in cases where mass transfer was

limiting CO conversion in the biofilm (at high biomass concentrations), the model did not converge. After

incorporating the reservoir, time-dependent studies could not be performed, hampering the applicability to

study the behaviour of the HFM reactor over time. Next to this, the assumptions for the reservoir gas outlet

and neglecting conversion in the reservoir did not hold in case with low reservoir gas and liquid inflow rates,

respectively.

From the obtained results cannot be said whether the HFM reactor is a suitable configuration for in-

dustrial scale syngas fermentation. Industrially achievable productivities are more than one order of mag-

nitude higher (up to 10 gL−1 h−1 (Molitor et al., 2016)) than the ones obtained during modelling (around

0.4 gL−1 h−1). These difference are expected to be due to optimized reactor configurations and strain engi-

neering. As kinetics of industrial used strains are not known, no conclusions can be drawn with regard to the

industrial performance of this HFM reactor. Besides, no other reactors configurations have been modelled

for syngas fermentation with the same kinetic and inhibition model, so that comparison with other reactor

configurations models (like bubble columns) is not straightforward.
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The next step for advancing this line of research is derivation and validation of the stoichiometry CO con-

sumption and ethanol formation, as well as determining the kinetics of CO uptake and ethanol inhibition

of Clostridium spp. New insights in the metabolism could lead to enhanced predictions of ethanol concen-

trations, ethanol productivity and CO conversion yields. When more information of biofilm characteristics

(thickness, biomass concentration and diffusion factor) is known, this model could experimentally be tested

in the lab. With the current knowledge, only the abiotic models can be validated in the lab.

Experimental research should also focus on development of strains that do not experience inhibition by

ethanol. Using evolutionary engineering techniques, the micro-organism could be adjusted to higher ethanol

concentrations. Further options for future studies are implementation of in-situ product removal technolo-

gies. Among those, one could think about ethanol extraction using an organic phase in the reservoir. The

reservoir also enables the possibility to implement separation technology in the liquid flow circuit. One could

couple the HFM module with a distillation column or another membrane module for ethanol pervaporation

to remove the ethanol out of the liquid stream.

Next to this, the product spectrum of syngas fermentation has been broadened by the deployment of

strains and co-cultures for production of higher-value products as butyrate and caproate. The productivities

of these strains still need to be enhanced, but could be promising for future studies. The biofilm formation

in HFM reactors is especially interesting for these co-cultures, due to the higher biomass concentrations and

the increased possibilities for inter-species mass transfer.

Next modelling steps that could be done are parametric studies among the HFM module characteristics.

With such studies one could determine how indirectly influenceable parameters as the membrane thickness,

the fibre spacing, the fibre length, the inner fibre diameter and different types of membranes (microporous,

dense and composite) would influence the process performance.

Next to this, one could try to simplify the model. Such a simplified version of the model could be helpful

for process design. Such a model could be developed by treating the HFM reactor as a black-box wherein the

input parameters (e.g. syngas composition and flow rate, conversion and productivity) directly influence the

output parameters. and As industrial membrane modules are quite small compared to other reactor equip-

ment, strategies need to be derived to operate the plant the most efficiently. For example, membrane mod-

ules can be placed in cascade systems, with some modules in series and others in parallel-configurations. A

simplified model of a HFM module could be used to model these systems. Next to that, a simplified model

makes it possible to add other unit operations to the HFM module, so that the economical potential of syngas

fermentation in HFM reactors could be determined.

Lastly, the results derived by experiments and modelling should be compared with other reactor con-

figurations that could be used for syngas fermentation. This way, techno-economic comparison with other

reactor types such as bubble column reactors could be made to determine the best configuration for synthe-

sis gas fermentation.
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Conclusions

By modelling syngas fermentation in the HFM reactor, the following conclusions were derived:

• In the lumen there are axial differences in gas concentration and velocity.

• There could be a high concentration loss in the membrane.

• The lumen gas flow rate governs a trade-off between mass transfer rate and yield.

• The main mass transfer resistances are both the membrane and liquid resistance.

• The kov
L,CO a of the module (343h−1) is promising and corresponds to literature data.

• Compared with suspended biomass, a biofilm could lead to increased productivities.

• Microbial conversion is the limiting step for syngas fermentation in the modelled HFM reactor.

• Modelled trends in concentration and productivity match with experimental data.

• Of all process parameters, the reservoir inflow rate and lumen gas flow rate influence the performance

of the modelled HFM reactor the most.

• The reservoir inflow rate governs a trade-off between ethanol concentration and productivity.

• The biofilm thickness and biomass concentration must be assumed while being highly sensitive.

In this thesis, the following research questions were derived in Chapter 1:

What is the impact of different input process parameters of a hollow fibre membrane biofilm reactor on the

performance of the syngas fermentation process and how can they be used to improve the reactor performance?

How can these effects be experimentally validated?

These research questions were answered by developing a computational model of a HFM reactor. It was de-

rived that the reservoir liquid inflow rate and the lumen gas flow rate are the two process parameters that

influence the performance of the HFM reactor the most. The lumen gas flow rate governs a trade-off between

mass transfer rate and yield, while the reservoir inflow rate governs a trade-off between ethanol concentra-

tion and the volumetric ethanol productivity. Due to these detected trade-offs, it cannot directly be said how

to improve the performance of the reactor as (techno-economic) decisions need to be made between the vol-

umetric ethanol productivity, the desired ethanol concentration and the overall CO yield.

Next to this, several experiments have been proposed in Chapter 8. These experiments should determine

whether the predicted values and trends correspond to data that can experimentally be retrieved.
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A
Models and mass balances

Table A.1: All models described in the report are tabulated in this figure. The green cells depict what was described in this column was
taken into account in the model, the orange cells mean that it was incorporated in the model, but was not taken into account in the
results of the model and the brown cells mean it was not taken into account in the model.

Model name
Chapter / 
Appendix

Variable 
parameter

Range Notes

CO CO2 H2 N2 H2O EtOH Susp. Biofilm Gas Mem Biof Liq Res 
M_gasphase 3 - -
M_membrane 4 - -
M_memb_Fgin 4 4 - 400 mL/min
M_closed 4 - -
M_liq_kla_xCO 5 1E-8 - 1
M_liq_kla_Re 5 0.1 - 7
M_liq_susp 5 0.1 - 10 g/L
M_biof_cx 5 10 - 60 g/L
M_res_Fgresin 6/H 0.1 - 100 mL/min
M_res_Flresin 6/7/F/H 0.025 - 2 mL/min
M_res_Flmodin 6/E 0.4 - 500 mL/min
M_res_Vres 6 0.25 - 1.5 L
M_param_Fgin 7 3 - 200 mL/min
M_param_Pgas 7 1 - 1.5 atm
M_param_Pliq 7 1 - 2 atm

M_sens 7 10 - 60 g/L               
20 - 240 µm

M_res_Flres_Inhib F 0.025 - 2 mL/min compares the inhibition models
M_biof_dbiof G 10 - 300 µm
M_param_Pgas_Inhib I 1 - 1.5 atm inhibition model de Medeiros

Components CompartmentsBiomass

77
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Mass balances

Table A.2: Mass balance for the gas compartment in the gas phase model (M_gasphase), based on Equation 3.5. The amount of gas
entering the gas phase via the inlet and the membrane and leaving via the gas outlet is tabulated for each compound (in mols−1). The
mass balance error is provided in mols−1 and as percentage of the amount entering via the inlet.

Compound Gas inlet In via membrane Gas outlet MB error (mols−1) MB error (%)
CO 1.06E-07 -1.36E-08 -9.26E-08 -8.15E-11 -0.0768%
CO2 1.52E-07 -9.98E-08 -5.20E-08 -1.91E-10 -0.1261%
H2 6.82E-08 -1.71E-09 -6.66E-08 -4.21E-11 -0.0617%
N2 3.79E-07 -4.02E-08 -3.39E-07 -2.03E-10 -0.0535%

Table A.3: Mass balance for the membrane compartment in the membrane model (M_membrane), based on Equation 4.7. The amount
of gas entering the membrane phase from the gas phase and leaving at the membrane-biofilm interface is tabulated for each compound
(in mols−1). The mass balance error is provided in mols−1 and as percentage of the amount entering via the inlet.

Compound Membrane inflow Membrane outflow MB error (mols−1) MB error (%)
CO 1.35677E-09 -1.3657E-09 -8.95827E-12 -0.660%
CO2 3.95511E-08 -3.9812E-08 -2.61142E-10 -0.660%
H2 1.68338E-09 -1.6945E-09 -1.11147E-11 -0.660%
N2 2.93922E-09 -2.9586E-09 -1.94066E-11 -0.660%

Table A.4: Mass balance for the biofilm compartment in the biofilm model (M_biof_cx) (cb,x = 15gxL−1), based on Equation 5.4. The
amount of gas entering the biofilm from the membrane from the gas phase and leaving at the biofilm-liquid interface and the amount
produced (+) and consumed (-) are tabulated for each compound (in mols−1). The mass balance error is provided in mols−1 and as
percentage of the amount entering via the inlet.

Compound In via membrane Biofilm outflow Reaction MB error (mols−1) MB error (%)
CO 7.8808E-09 -2.94E-09 -5.23E-09 -2.94E-10 -3.729%
CO2 -5.6682E-10 -2.82E-09 3.4619E-09 7.95E-11 2.296%
H2 5.2123E-17 -5.34E-17 - -1.32E-18 -2.525%
N2 3.3844E-17 -3.47E-17 - -8.55E-19 -2.526%
EtOH - -8.4063E-10 8.3981E-10 -8.20E-13 -0.098%

Table A.5: Mass balance for the liquid compartment in the biofilm model (M_biof_cx) (cb,x = 15gxL−1), based on Equation 5.5. The
amount of solutes leaving the biofilm at the biofilm-liquid interface and the amount that leaves the shell at the outlet are tabulated for
each compound (in mols−1). The mass balance error is provided in mols−1 and as percentage of the amount entering via the inlet.

Compound In via biofilm Liquid outlet MB error (mols−1) MB error (%)

CO 2.94E-09 -2.94E-09 -3.70E-12 -0.126%

CO2 2.8156E-09 -2.82E-09 -3.20E-12 -0.114%

H2 5.3439E-17 -5.35E-17 -7.00E-20 -0.131%

N2 3.4699E-17 -3.47E-17 -4.30E-20 -0.124%

EtOH 8.4063E-10 -8.41E-10 9.79E-15 0.001%



B
Characteristic times

The time necessary for transport phenomena can be estimated by calculating the characteristic times for

these phenomena. Although the HFM reactor is modelled in a 2D geometry, the characteristic times are, for

simplicity, calculated based on assuming an 1D geometry and for CO transport. In general, the characteristic

times for convection, diffusion and reaction can be calculated from the general transport equation (Equation

B.1). First the equation is divided by its characteristic concentration to Equation B.2. As transport needs to

be performed over a certain distance, for diffusion and convection the nabla operators can be substituted by

the characteristic transport distance Lc (Equation B.3). Hereafter, it is possible to substitute the characteristic

length for the distance necessary in each transport phenomenon and split the equations to an equation for

diffusion (Equation B.4), convection (Equation B.5) and reaction (Equation B.6).

For all transport processes, the characteristic times are derived and tabulated in Table B.1 for a scenario

similar to the biofilm model in Chapter 5 (M_biof_cx). The values used for the calculation of these times are

provided in Table B.2.

∂cCO

∂t
=−DCO∇2cCO + v∇cCO + qCO,max cCO

Kp,CO + cCO + c2
CO

KI ,CO

cx (B.1)

∂

∂t
=−DCO∇2 + v∇+ qCO,max

Kp,CO + cCO + c2
CO

KI ,CO

cx (B.2)

∂

∂t
=−DCO

1

L2
c
+ v

1

Lc
+ qCO,max

Kp,CO + cCO + c2
CO

KI ,CO

cx (B.3)

τdiff =
L2

c

DCO
(B.4)

τconv = Lc

v
(B.5)

τreac =
Kp,CO + cCO + c2

CO
KI ,CO

qCO,max cx
(B.6)
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From this analysis can be found that axial diffusion is all compartments can be neglected. In the gas

phase, radial diffusion is much faster than axial convection. This indicates that radial concentration gradients

are not expected. Axial diffusion in the membrane is not expected to lead to concentration gradients as radial

diffusion is significantly faster. Biofilm radial diffusion and reaction are in the same order of magnitude. This

means that both phenomena will play an important role in the depletion of CO and need to be examined in

detail. Liquid convection and radial diffusion are in the same order of magnitude as well. They have both an

important contribution to mixing in the shell liquid phase and are therefore important to take into account

as well.

As membrane radial diffusion is expected to be in the same order of magnitude as diffusion in the biofilm

and reaction, it is expected that these phenomena govern the overall performance of the reactor system. Gas

phase radial diffusion is expected not to affect this performance as its characteristic time is very low compared

to the other phenomena.

Table B.1: For all transport processes, the formula for their characteristic time and their value based on the values in Table B.2 are
calculated.

Phase Phenomena Symbol Formula Order of magnitude (s)

Gas
Convection τconv,g

L f

vg
101-102

Axial diffusion τdiff,ax,g
L2

f

Dg ,CO,av
103-104

Radial diffusion τdiff,rad,g
(0.5di )2

DCO,g ,av
10−3-10−2

Membrane
Axial diffusion τdiff,ax,m

L2
f

Dm,CO
107-108

Radial diffusion τdiff,rad,m
d 2

m
Dm,CO

100-101

Biofilm
Axial diffusion τdiff,ax,b

L2
f

Db,CO
107-108

Radial diffusion τdiff,rad,b
d 2

b
Db,CO

100-101

Reaction τreac

Kp,CO+cCO+ c2
CO

KI ,CO
qCO,max cx

10−1-101

Liquid
Convection τconv,l

L f

vl
102-103

Axial diffusion τdiff,ax,l
L2

f

Dl ,CO
107-108

Radial diffusion τdiff,rad,l
d 2

l
Dl ,CO

101-102

Table B.2: Values used for the calculation of the characteristic times provided in Table B.1.

Parameter Symbol Value Unit Reference
Fibre length L f 0.4 m -
Fibre diameter di 340 µm -
Membrane thickness dm 110 µm -
Biofilm thickness db 100 µm -
Liquid phase radius dl 515 mm.s−1 -
Gas phase velocity vg 6.675 mm.s−1 -
Liquid phase velocity vl 2.2667 mm.s−1 -
CO saturation constant Kp,CO 0.0178 molCO .m−3 Mohammadi et al. (2014)
CO inhibition constant K I ,CO 0.5101 molCO .m−3 Mohammadi et al. (2014)
Maximum uptake rate qCO,max 0.0343 molCO .g−1

x .h−1 Mohammadi et al. (2014)
Biomass concentration cx 15 g.L−1 -



C
Membrane specifications

The packing density ϕ and fibre spacing of the membrane module were calculated based on Equations C.1

and C.2. With the total module volume, the diameter of the module was calculated according to Equation

C.3.

ϕ= Vg +Vm

Vshell
= 9.7% (C.1)

dspacing = 2
(
rl − r int

mb

)= 0.123cm with rl = r int
mb

√
1

ϕ
(C.2)

dmodule =
√

Vshell +Vg +Vm

1
4πL f

= 4.2cm (C.3)

For all compartments, the width, cross-sectional area and volume are provided in Table C.1. The cross-

sectional area is calculated with Equation C.4, while the volumes were calculated with Equations C.5 to C.8.

The locations of the interfaces and their surface areas are provided in Table C.2. The surface areas are cal-

culated according to Equation C.9. Figure C.1 schematically displays all locations specified in the equations

and tables.

Ac,g = 1
4πN f di

2 and Ac,l =
Vl

L f
(C.4)

Vg = 1
4πN f L f di

2 (C.5)

Vm = 1
4πN f L f

(
(di +2dm)2 −di

2) (C.6)

Vb = 1
4πN f L f

(
(di +2dm +2db)2 − (di +2dm)2) (C.7)

Vl =Vshell −Vb (C.8)

As,k =πL f N f (2rk ) with k =
[

i nt
g m ,i nt

mb ,i nt
bl ,l

]
(C.9)

As,module =πL f dmodule (C.10)
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Table C.1: The thickness, cross-sectional area and the volume are provided for all compartments. Values for the cross-sectional area and
volume are given with respect to the whole module. Note that for these calculations the thickness of the biofilm db was assumed to be
190µm.

Compartment Width in geometrya µm Cross-sectional area mm2 Volume mL
Gas 1

2 di 170 Ac,g 49.936 Vg 19.974
Membrane dm 110 - - Vm 34.221
Biofilm db 190 - - Vb 98.489
Liquid dl 425 Ac,l 1003.8 Vl 401.51

a) There is an imposed symmetry axis in the gas and liquid phase, so only one of the halves of these compartments are used in the geometry.

Table C.2: The radial position and the surface areas of the interfaces and symmetry axes are tabulated. Note that the thickness of the
biofilm db was assumed to be 190µm. Values for the surface areas are given with respect to the whole module.

Axis Location Position (µm) Surface area m2

Gas symmetry axis 0 0 - -
Gas-membrane interface r i nt

g m 170 Ai nt
s,g m 0.2350

Membrane-biofilm interface r i nt
mb 280 Ai nt

s,mb 0.3870

Biofilm-liquid interface r i nt
bl 470 Ai nt

s,bl 0.6497

Liquid symmetry axis rl 895 As,l 1.8868

For the whole module, the volume-specific surface area a was calculated by dividing the surface area of

the membrane by the total shell volume to be 774 m−1. The outer surface area of the module was calculated

to be 0.0528 m2 (Equation C.10). This value indicates that the fibres cause an increase in surface area of 733%

compared to the module outer surface area.

Figure C.1: Schematic representation of the model geometry. The symbols of the membrane specific parameters used are depicted at
their location.



D
Model parameter calculations

D.1. Gas parameters
The Reynolds number in the gas phase is calculated using Equations D.1 and D.2. In this formula, the density

and viscosity values are valid for the syngas mixture. For density, this is a component-averaged value (Equa-

tion D.3), while for gas mixture viscosity an equation was proposed by Wilke (1950) (Equation D.4), which is

well-known for its simplicity compared to other gas mixture viscosity theories (such as Reichenberg’s) and

gives just slightly different results (Reid et al., 1987).

vg = Fg ,i n

Ac,g
= 400mLmin−1

49.936mm2 = 0.13ms−1 (D.1)

Reg = ρg ,av vg di

ηg ,av
= 1.68kgm−3 ×0.13ms−1 ×340×10−6 m

1.1×10−5 Pas
≈ 6.7 (D.2)

ρg ,av =
n∑

i=1

(
ρg ,i ×ωg ,i

)= 1.68kgm−3 (D.3)

ηg ,av =
n∑

i=1

ηg ,i

1+ 1
xg ,i

j=n∑
j=1, j ̸=i

xg , jϕi j

= 1.1×10−5 Pas with ϕi j =

(
1+

(
ηg ,i

ηg . j

)1/2 (
M j

Mi

)1/4
)2

(
4p
2

(1+ Mi
m j

)1/2
(D.4)

The initial composition of the syngas mixture is derived from Munasinghe and Khanal (2010) from the

fluidized bed air blown gasification processes, after assuming 100% methane desorption (Table D.1). Densi-

ties of all gaseous compounds are calculated using the ideal gas law (Equation D.5), thus assuming an ideal

mixture, while viscosities are calculated with Sutherland’s formula at 37◦C (Equation D.6) and values from

Table D.1 (Sutherland, 1893).

In cases where only CO was fed, the density and viscosity were calculated with the same procedure and

were derived to be 1.63 kgm−3 and 1.822×10−5 Pas, respectively.

ρg ,i = n

V
Mi =

pg

RT
Mi (D.5)

ηg ,i = η0
T0 +CS,i

T +CS,i

(
T

T0

) 3
2

(D.6)
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Table D.1: Values used for several calculations in the gas phase. The producer gas mole fractions as provided by Munasinghe and Khanal
(2010) are given and the syngas composition after methane removal. Next to this, the constants used for the calculation of the compound-
specific viscosity (Crane, 1999) and the diffusivity values (Seader et al., 2011; Fuller et al., 1966) are provided.

Compound xg ,i ,prodgas xg ,i ,syngas CS (-) T0 (K) η0 (mPa.s)
∑

V (-)

CO 0.14 0.1505 118 288.15 0.01720 18.9
CO2 0.20 0.2151 240 293.15 0.01480 26.9
H2 0.09 0.968 72 293.85 0.00876 7.07
N2 0.50 0.5376 111 300.55 0.01781 17.9
H2O - - - - - 13.1
Ethanol - - - - - 50.36
CH4 0.07 - - - - -

Maxwell-Stefan diffusion coefficients were subsequently calculated. As all compounds in the gas phase

are present in the same order of magnitude, diffusion coefficients are calculated relative to the other com-

pounds in the gas phase, according to Equation D.7 and described by Fuller et al. (1966). In this formula,

pressure p must be in atm, temperature T in Kelvin, while Mi , j is a term for the molar masses of two com-

pounds and ΣV the molecular diffusion volume (dimensionless).

The calculated Maxwell-Stefan diffusion coefficients (Table D.2) were averaged for each compound based

on the gas phase composition. This was done according to Equation D.8. These values all were in the same

order of magnitude, around 1×10−5 m2 s−1. After evaporation of ethanol and water, it was assumed that

these gasses do not influence the viscosity of the gas phase. The molecular diffusion volume of ethanol was

calculated based on the atomic diffusion volumes of the individual atoms in ethanol.

Di , j = 0.00143T 1.75

pM 1/2
i , j

(∑1/3
Vi

+∑1/3
V j

)2 with Mi , j = 2
1

Mi
+ 1

M j

(D.7)

Dg ,i ,av = 1−ωg ,i∑n
j=1

(
xg , j

Di , j

) ≈ 10−5 (D.8)

After calculating these values, the Peclet and Graetz numbers were calculated for CO to estimate whether the

flow was convection or diffusion dominated (Equation D.9 and D.10). From this analysis can be said that axial

diffusion can be neglected, while radial diffusion dominates.

The pressure drop inside the fibre was calculated with the Darcy-Weisbach pressure drop equation (Brown,

2002), while describing the fanning friction factor with 4 f = 64/Re (Janssen and Warmoeskerken, 2006).

Peg = convection

axial diffusion
= L f vg

Di , j
= 0.4m×0.13ms−1

1×10−5 m2 s−1 ≈ 5200 (D.9)

Gzg = convection

radial diffusion
= d 2

i vg

L f Dg ,CO,av
= (340µm)2 ×0.13ms−1

0.4m×1×10−5 m2 s−1 ≈ 3.7×10−3 (D.10)

pg
∣∣

z=0 =
64

Reg

L f

di

1

2
ρg v2

g + pg
∣∣

z=L f
= 0.0016bar+ pg

∣∣
z=L f

(D.11)
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Table D.2: Maxwell-Stefan diffusion coefficients (in 1×10−5 m2 s−1) as calculated by Equation D.7. Temperature and pressure were
imposed to be 37 ◦C and 1.5 bar, respectively. The average diffusion coefficients were only calculated for the syngas mixture.

Di , j CO CO2 H2 N2 EtOH H2O
CO - 1.18 5.46 1.50 9.29 1.87
CO2 1.18 - 4.68 1.20 7.38 1.53
H2 5.46 4.68 - 5.57 3.59 6.38
N2 1.50 1.20 5.57 - 9.43 1.91
EtOH 9.29 7.38 3.59 9.43 - 1.19
H2O 1.87 1.53 6.38 1.91 1.19 -
Dg ,i ,av 1.5 1.2 6.0 1.6 - -

D.2. Membrane parameters

Merkel et al. (2000) determined the solubility and diffusivity values of CO2, H2 and N2 in PDMS at 35 ◦C. As

this is close to the operating temperature of 37 ◦C, these numbers were assumed to be valid at 37 ◦C. But for

intermediate calculations, the temperature of 35 ◦C was used.

As for solubility the units are given in m3
(STP) m−3

m atm−1, the gas volume at 1 atm and 25 ◦C was calculated

(Equation D.12). With this value, the units of the solubility were converted with Equation D.13. The gas-

membrane partition coefficient can then be calculated by elimination of the pressure term (Equation D.14).

The diffusion coefficients were provided in Merkel et al. (2000), and were used to calculate the permeability

of these compounds in PDMS (Equation D.15).

V(ST P ) =
RT(ST P )

p(ST P )
= R ×25◦C

1atm
= 0.0245m3

(STP) mol−1 (D.12)

c sol
m,i

[
mol

m3
m.atm

]
=

c sol
m,i

[
m3

(STP)

m3
m.atm

]
V(ST P )

(D.13)

K mg
i = c sol

m,i

[
mol

m3
m.atm

]
R

[
m3

g.atm

K.mol

]
T [K] = c sol

m,i R ×35◦C (D.14)

Pi = K mg
i ×Dm,i (D.15)

For CO, the permeability was not stated by Merkel et al. (2000). However, PermSelect® (a membrane

producing company) stated the permeability of gasses (including CO) for their PDMS membranes (P PS
i ) at

25 ◦C (Montoya, 2010). The temperature difference was taken into account by converting the calculated per-

meability of N2 to barrer and compared to the permeability of the PermSelect® membrane. Conversion to

barrer was done by converting the permeability units as was proposed by Stern (1968), using Equations D.16

and D.17. The CO permeability was then retrieved by correcting using the calculated nitrogen permeability

(Equation D.20). By assuming that the diffusion coefficient in the PDMS membrane of CO equals the one of

N2 (which is justified as CO has the same molecular mass as N2, and has been proposed before in literature

(Robb, 1968)), the solubility of CO in PDMS was calculated. Then the gas-membrane partition coefficient

could be calculated using Equation D.14, as well as the permeability in m2 s−1 via Equation D.15.

PN2 = c sol
m,N2

[
m3

(STP) m−3
m atm−1]×Dm,N2

[
m2 s−1]= 3.06×10−10 1×10−10

m3
(STP).m

m2.s.cmHg
(D.16)

PN2 = PN2

[
1×10−10

cm3
(STP).cm

cm2.s.cmHg

]
=

PN2

[
m3

(STP).m

m2.s.atm

]
1×10−10 ×1×10−4 m2

cm2 ×76 cmHg
atm

= 402.3 ≈ 400barrer (D.17)



86 D. Model parameter calculations

Table D.3: The solubility of all compounds in PDMS, gas-membrane partition coefficients, diffusion coefficients and permeability values
for the membrane are tabulated. The solubility, partition and diffusivity values are calculated at 35 ◦C, while P PS

i is determined at 25 ◦C.

Solubility and diffusion values for CO2, H2 and N2 were derived from Merkel et al. (2000), P PS
i from Montoya (2010) and the values of

CO were calculated based on the values of the other gasses.

Compound csol
m,i K

mg
m,i Dm,i (35◦C ) Pi P PS

i
(m3

(STP) m−3
m atm−1) (mol.m−3

m .(mol.m−3
g )−1) (m2 s−1) (m2 s−1) (barrer)

CO 0.11 0.1122 3.40×10−9 3.82×10−10 340
CO2 1.29 1.333 2.20×10−9 2.93×10−9 3250
H2 0.05 0.0517 1.40×10−8 7.23×10−10 650
N2 0.09 0.930 3.40×10−9 3.16×10−10 280

PCO = P PS
CO × PN2

P PS
N2

= 340× 400

280
= 486barrer (D.18)

PCO = PCO [barrer]×76×10−14=3.69×10−10
m3

(STP).m

m2.s.atm
(D.19)

c sol
m,CO =

PCO

[
m3

(STP).m

m2.s.atm

]
Dm,CO

= 0.109
mol

m3
m.atm

(D.20)

Partition values between membrane and liquid were not known so far. Therefore, these values were de-

termined by assuming that there is also an equilibrium between gas and liquid. This gas-liquid equilibrium

then determines the partition between the membrane and the liquid. The gas-liquid equilibrium can be de-

scribed by the Henry coefficient (H cp
i ). The Henry constants for the gasses were tabulated in Sander (2015),

for a temperature of 25 ◦C. Temperature dependency was taken into account by correcting the Henry con-

stant using Equation D.21, with ∆sol H as the dissolution enthalpy (Sander, 2015). The reference values, the

dissolution enthalpy. The gas-liquid partition coefficient was calculated by correcting the the temperature-

corrected Henry for the gas pressure (Equation D.22). The membrane-liquid partition coefficient was then

calculated by dividing the two partition coefficients (Equation D.23). The values of the Henry constants, the

temperature dependency terms, and both calculated partition coefficients were provided in Table D.4.

H cp
i (T ) = H cp,0

i ×exp

{−∆sol Hi

R

(
1

T
− 1

T 0

)}
(D.21)

K l g
i = H cp

i (T )

[
mol

m3
l .atm

]
R

[
m3

g.atm

K.mol

]
T [K] = Hi (T )R ×35◦C (D.22)

K ml
i = K mg

i

K l g
i

(D.23)

Table D.4: The Henry coefficients at 25 ◦C and its temperature dependency −∆sol Hi .R−1 were taken from Sander (2015) and tabulated.
These values were used for the calculation of the gas-liquid and membrane-liquid partition coefficients at 35 ◦C .

Compound H
cp,0
i −∆sol Hi .R−1 K

l g
i K ml

i
(molm−3

l atm−1) (K) (mol.m−3
l .(mol.m−3

g )−1) (mol.m−3
m .(mol.m−3

l )−1)

CO 0.983 1300 2.16×10−2 5.201
CO2 33.44 2400 0.651 2.048
H2 0.790 500 1.89×10−2 2.731
N2 0.648 1600 1.38×10−2 6.752
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D.3. Liquid parameters
The viscosity of water at 37 ◦C was calculated using Equation D.24. Parameters used for water are: CηA =
−24.71, CηB = 4.209×103, CηC = 4.527×10−2, CηD = −3.376×10−5 (Reid et al., 1987). The influence of the

other dissolved compounds on the liquid viscosity was neglected. The liquid viscosity was calculated to be

0.708 mPs (Equation D.25), which is 30% lower than the water viscosity at STP (1 mPs).

lnηl =CηA +CηB T −1 +CηC T +CηD T 2 =−0.345 (D.24)

ηl = exp
{
ηl

}= 7.08×10−4 Pas (D.25)

Dl ,i ,0 =
kB T0

6πη0rp,i
(D.26)

Dl ,i (T ) = Dl ,i ,0
Tη0

T0η(T )
(D.27)

rp,x =
√

0.5

2

2

+ 3.2

2

2

= 1.62µm (D.28)

c sol
l ,i = K l g

i

pl

RT
(D.29)

The density of water was found to be equal to 993.36 kgm−3 at 37 ◦C (Janssen and Warmoeskerken, 2006)

and assumed not to be affected by the presence of solutes.

Temperature dependence of the diffusion coefficients in the liquid phase was taken into account by using

the Stokes-Einstein relationship (Equation D.27). The diffusion coefficients at 25 ◦C as tabulated in Cussler

(2011) used as reference (Table D.5), as well as the water viscosity at 25 ◦C, which was calculated using Equa-

tion D.24. The diffusion coefficients in the biofilm were calculated by multiplying the liquid diffusion coeffi-

cient with the assumed biofilm diffusivity factor fB of 0.8. The biomass diffusion coefficient was calculated

according to Equation D.26. As Clostridium autoethanogenum is a rod-shaped bacterium with an average

width of 0.5µm and height of 3.2µm (Abrini et al., 1994), the particle radius was calculated to be the distance

from the centre of the rod (a cylinder) to the base-side interface using Pythagoras’ theorem (Equation D.28).

The diffusion coefficient was then calculated to be 1.98×10−13 m2 s−1.

The maximum solubility of the gas species was calculated according to the liquid pressure and the gas-

liquid partition coefficient, according to Equation D.29.

After calculation of these parameters, the Reynolds, Peclet and Graetz number (both for CO) were calcu-

lated for the liquid flow in order to describe the governing transport phenomena. As the shell liquid flow

velocity is variable and these numbers highly depend on the flow velocity, the highest possible flow rate

(500 mLmin−1), was also used for these calculations. The flow velocity was calculated in the module (Equa-

tion D.30), which was then used for the calculation of these numbers (Equations D.31, D.32 and D.33). From

this analysis was found that the flow will always be in the laminar regime as the Reynolds number is very low.

From the high Peclet number can be found that axial diffusion can be neglected in most cases. While the

Graetz number was found that the axial convection term was 11 times larger than the radial diffusion term.

This indicates that at high flow velocities, radial diffusion could become be a limiting factor for nutrient sup-

ply or for liquid mixing.

vl =
Fl ,mod ,i n

Ac,l
= 400mLmin−1

1004mm2 = 8.3mms−1 (D.30)

Rel =
ρl vl 2dl

ηl
= 993.6kgm−3 ×8.3mms−1 ×2×495µm

7.1×10−4 Pas
≈ 11.5 (D.31)
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Pel =
L f vl

Dl ,CO
= 0.4m×8.3mms−1

2.71×10−9 m2 s−1 = 1.22×106 (D.32)

Gzl =
d 2

spacingvl

L f Dl ,CO
= (0.123cm)2 ×8.3mms−1

0.4m×2.71×10−9 m2 s−1 = 11.5 (D.33)

Table D.5: Diffusion coefficients of all compounds in water at 25 (obtained from Cussler (2011)) and 37 ◦C and biofilm and the maximum
solubility of these compounds in water in water.

Compound Dl ,i ,0 Dl ,i (37◦C ) Db,i (37◦C ) c sol
l ,i

(m2 s−1) (m2 s−1) (m2 s−1) (molm−3)
CO 2.03×10−9 2.71×10−9 2.17×10−9 0.85
CO2 1.92×10−9 2.56×10−9 2.05×10−9 25.6
H2 4.50×10−9 6.01×10−9 4.81×10−9 0.74
N2 1.88×10−9 2.51×10−9 2.01×10−9 0.54
NH4

+ 1.64×10−9 2.19×10−9 1.75×10−9 -
Ethanol 0.84×10−9 1.21×10−9 0.97×10−9 -
Biomass - 1.98×10−13 - -

larspuiman
Sticky Note
Acetate: 
25C: 1.21e-9 m2/s
37C: 1.61523E-09 m2/s



E
Modelling and impact of evaporation

Evaporation of water and ethanol have been taken into account while modelling the HFM membrane reactor.

However, water evaporation was mostly not taken into account due to its predictable behavior (as will be

shown later). In this appendix, the calculations used for modelling evaporation of these compounds are

discussed.

Ethanol evaporation
The saturation pressure of ethanol can be calculated using a modified Antoine’s law (Equation E.1), while the

pressure in the gas phase can be calculated using Raoult’s law corrected for non-ideal liquids (Equation E.3).

The Antoine constants Cv p used were taken from Reid et al. (1987), and are -8.51838 (A), 0.34163 (B), -5.73683

(C), 8.23581 (D).

ln

(
pEtOH ,sat

pEtOH ,c

)
= (1−xT )−1 (

Cv p,A,EtOH xT +Cv p,B ,EtOH x1.5
T +Cv p,C ,EtOH x3

T +Cv p,D,EtOH x8
T

)
(E.1)

with xT = 1− T

TEtOH ,c
(E.2)

pi = pi ,sat xl ,iγl ,i (E.3)

Ethanol partition coefficients were calculated based on the calculated saturation pressure (Equation E.1)

and the maximum concentration of ethanol in PDMS, cmax
EtOH ,m 1363 mol per m3 PDMS (Blume et al., 1991).

The liquid-gas partition coefficient was calculated as the quotient of the liquid concentration and the gas con-

centration (Equation E.4)). The activity coefficient will be calculated later, as that value depends on the liquid

characteristics, which are location dependent. The partition between the membrane and the gas phases was

calculated as a function of the maximum membrane concentration and the gas concentration at 1.5 atm

(Equation E.5)). The liquid-membrane partition coefficient can then be calculated from the other two (Equa-

tion E.6)).

K l g
EtOH = cl ,EtOH

cg ,EtOH
= RT

cl ,EtOH

pEtOH ,sat xl ,EtOHγl ,EtOH
= (E.4)

= RT
cl ,EtOH cl ,H2O

pEtOH ,sat cl ,EtOHγl ,EtOH
= RT

cl ,H2O

pEtOH ,satγl ,EtOH
= 9721

γl ,EtOH

89
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K mg
EtOH = cm,EtOH

cg
= RT

cm,EtOH

pg
= 23.36 (E.5)

K ml
EtOH = K mg

EtOH

K l g
EtOH

= 0.0024γl ,EtOH (E.6)

The diffusion coefficient in water was derived in the same way as the other liquid diffusion coefficients

(Appendix D.3). The diffusion coefficient in the membrane was derived from the permeation value from

Blume et al. (1991) (45.000 barrer) and the calculated membrane diffusion coefficient and was calculated to

be 1.46×10−9 m2 s−1. The diffusion coefficient in the gas phase was calculated based on Equation D.7). The

gas diffusion coefficient in Equation E.15 is based on the average diffusion coefficient as function of the molar

fractions of the other gaseous compounds.

Water evaporation

The saturation pressure of water was calculated using Antoine’s law (Equation E.7). The temperature in this

equation must be in degrees Celsius. The Antoine constants Cv p used were taken from Rodgers and Hill

(1978), and are 5.16262 (A), 1716.984 (B), 232.538 (C). The pressure in the gas phase can be calculated using

Raoult’s law (Equation E.3).

Partition coefficients were calculated with the similar equations as the ethanol partition coefficient (Equa-

tions E.8-E.10), using the sorption value cH2O,mmax of 210 mol water per m3 PDMS (Blume et al., 1991). Again,

the partition values depend on the activity coefficient of water, which is dependent on the ethanol concentra-

tion. For the calculation of the liquid-gas partition coefficient, however, was assumed that the molar fraction

of water in water xH2O,l equals 1.

pH2O,sat = 10
Cv p,A,H2O − Cv p,B ,H2O

T +Cv p,C ,H2O = 6284Pa (E.7)

K l g
H2O = cl ,H2O

cg ,H2O
= RT

cl ,H2O

pH2O,sat xl ,H2Oγl ,H2O
= RT

cl ,H2O

pH2O,sat 1γl ,H2O
= 22647

γl ,H2O
(E.8)

K mg
H2O = cm,H2O

cg
= RT

cm,H2O

pg
= 3.5925 (E.9)

K ml
H2O =

K mg
H2O

K l g
H2O

= 1.58633×10−4γl ,H2O (E.10)

The diffusion coefficient in water was derived in the same way as the other liquid diffusion coefficients

(Appendix D.3). The diffusion coefficient in the membrane was derived from the permeation value from

Blume et al. (1991) (23.000 barrer) and the calculated membrane diffusion coefficient and was calculated to

be 4.87×10−9 m2 s−1. The diffusion coefficient in the gas phase was calculated based on Equation D.7). The

gas diffusion coefficient in Equation E.15 is based on the average diffusion coefficient as function of the molar

fractions of the other gaseous compounds.

Non-ideality

Due to the presence of ethanol, the liquid phase is expected to be a non-ideal solution. In those cases, the ac-

tivity coefficient γi of each compound needs to be taken into account while calculating the evaporation rate.

For this, it is assumed that the liquid behaves as a binary mixture containing only water and ethanol. Thus,

the solutes (CO, CO2, biomass, ammonia) are expected not to affect the activity of water and ethanol in the

mixture. The activity coefficients of ethanol and water are calculated using Van Laar’s activity model (Equa-
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tions E.11 and E.12), with interaction coefficients AEtOH ,H2O and AH2O,EtOH of 1.6798 and 0.9227, respectively

(Perry et al., 1997).

lnγEtOH = AEtOH ,H2O

(
AH2O,EtOH xH2O

AEtOH ,H2O xEtOH + AH2O,EtOH xH2O

)2

(E.11)

lnγH2O = AH2O,EtOH

(
AEtOH ,H2O xEtOH

AEtOH ,H2O xEtOH + AH2O,EtOH xH2O

)2

(E.12)

Modelling

Transport from the biofilm to the membrane was modelled with a flux at the biofilm-membrane boundary

in the biofilm and a concentration boundary condition in the membrane (Equations E.13 and E.14). The flux

from the membrane to the gas phase was modelled as boundary condition in the membrane phase (Equation

E.15, while a concentration boundary in the gas phase was imposed to account for partition again (Equation

E.16). Due to restrictions in the COMSOL transport of concentrated species interface, this concentration was

converted into a mass fraction at the interface (Equation E.17).

J mb,int
i =−Dm,i

dcm,i

dr
(E.13)

cmb,int
m,i = cmb,i nt

b,i ×K ml
i (E.14)

J gm,int
i =−Dg ,i

dcg ,i

dr
(E.15)

cgm,int
g ,i =

cmg,int
m,i

K mg
i

(E.16)

ω
gm,int
g ,i =

cmg,int
g ,i Mi

ρg
(E.17)

Impact of evaporation

As the incorporation of evaporation into the model increases the computational effort necessary to solve

this system, it was determined whether the impact of evaporation was significant. In cases where only little

amounts of ethanol or water are evaporated, then evaporation of that compound could be neglected in fu-

ture studies. The metrics used to determine the impact of evaporation are the molar fraction in the lumen

gas outlet (Equation E.18) and the amount evaporated as function of the module inflow rate Yi ,MT (Equation

E.19). For different values of the module inflow rate, these metrics were calculated (Figure E.1). The module

inflow rate was chosen as it was expected that at low module inflow rates, the relative amount that evaporates

would be large due to the high liquid residence time inside the module.

From the results (Figure E.1) can be observed that the molar fraction of water in the gas phase is always

around 4%, while the molar fraction of ethanol is around 0.3%. Also the mass transfer yield of water is in

a considerable order of magnitude (around 1%) at low module inflow rates, while the maximum value for

ethanol is just 0.17%. This all indicates that the impact of ethanol evaporation was predicted to be much

lower than that one of water. As the amount of ethanol in the gas phase is very low in all conditions, it was

decided that ethanol evaporation could be neglected, while water evaporation should be taken into account.

It should be noted that the amount of water in the module outflow was not corrected for water evapora-

tion, although under some circumstances this could be considerable amounts. Next to that, this evaporation

model assumes that in all cases there is an established equilibrium (as it was assumed that Raoult’s law is

valid to describe evaporation) between the gas phase and the concentration in the membrane at the gas-
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membrane interface. However, it could also be that this equilibrium would not be reached and that the rate

of evaporation would therefore be different.

xi =
∫ Ac,g

0
pg ,i

pg
ug dAc,g∫ Ac,g

0 ug dAc,g

∣∣∣∣∣∣
x=L f

(E.18)

Yi ,MT =

∫ As,g

0 J gm,int
i ,g dAs,g

∣∣∣
r=r int

g m∫ Ac,l
0 cl ,i l ul dAc,l

∣∣∣
z=0

(E.19)

(E.20)

Figure E.1: For different values of the module inflow rate, (a) the mole fraction of ethanol and water in the lumen gas outlet, and (b) the
evaporation mass transfer yield Yi ,MT are plotted (results from model M_res_Flmodin). The module inflow rate was varied between 0.04

and 20 mLmin−1, while the other (reservoir) process parameters were kept constant, as was described in Chapter 6 and Table 6.1.
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Stoichiometry and kinetics

F.1. Stoichiometry
To describe microbial growth, substrate consumption and product production, a black-box model of the

micro-organism has been developed first, based on thermodynamic state analysis (Kleerebezem and Van Loos-

drecht, 2010). This enables the derivation of the stoichiometry of catabolic and metabolic reaction of a micro-

organism, which was used to model consumption and production. The analysis is based on CO-consumption

and ethanol formation.

1. Calculate catabolism reaction by calculating the catabolic electron donor and acceptor reactions:

Catabolic electron donor reaction (6x): – 1CO – 1H2O + 1CO2 + 2H+ + 2e –

Catabolic electron acceptor reaction (1x): – 2CO2 – 12H+ – 12e – + 1C2H5OH + 3H2O

Catabolism reaction Y cat
i : – 6CO – 3H2O + 1C2H5OH + 4CO2

2. Calculate anabolism reaction, using the catabolic electron donor reaction:

Catabolic electron donor reaction (1.1x): – 1CO – 1H2O + 1CO2 + 2H+ + 2e –

Anabolic electron acceptor reaction (1x): – 1CO – 0.2NH4
+ – 2H+ – 2.2e – + 1CH1.8O0.5N0.2 + 0.5H2O

Anabolism reaction Y an
i : – 2.1CO – 0.2NH4

+ – 0.6H2O + 1CH1.8O0.5N0.2 + 1.1CO2 + 0.2H+

3. Calculate catabolic and anabolic free Gibbs energy and enthalpy change for the reactions. The values

for ∆G0
f ,i and ∆H 0

f ,i were taken from Kleerebezem and Van Loosdrecht (2010).

∆G0
R,cat =

n∑
i=1

∆G0
f ,i ×Y cat

i ∆G0
R,an =

n∑
i=1

∆G0
f ,i ×Y an

i (F.1)

∆H 0
R,cat =

n∑
i=1

∆H 0
f ,i ×Y cat

i ∆H 0
R,an =

n∑
i=1

∆H 0
f ,i ×Y an

i (F.2)

4. Calculate the free energy change at 37 ◦C, using the Gibbs-Helmholtz equation:

∆G0T
R =∆G0

R
T

T0
+∆H 0

R
T0 −T

T0
(F.3)
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5. Calculate per reaction the concentration-dependent free energy change, while neglecting the effects of

non-ideality (the activity coefficient γi of each compound was assumed to be 1):

∆G01
R =∆G0T

R +RT
n∑

i=1

(
ln(ci )×Yi ,R

)
(F.4)

6. Get CO dissipation value from Heijnen and Van Dijken (1992):

∆G01
CO,met = 1105 kJmol−1

x

7. Calculate the catabolism rate λcat :

λcat =
∆G01

CO,met −∆G01
R,an

∆G01
R,cat

= −1105+26.33

−147.17
= 7.33 (F.5)

8. Calculate metabolism reaction stoichiometry:

Y met
i =λcat ×Y cat

i +Y an
i (F.6)

The stoichiometry was calculated only for CO consumption and assuming only ethanol production. No H2

consumption and acetate production were taken into account, as it is known that C. autoethanogenum is

capable of producing ethanol without consuming H2 (Xu et al., 2017; Chen et al., 2018). It is also known that

LanzaTech is able to produce low amounts of acetate, so that acetate formation was neglected (Abubackar

et al., 2011). Using these assumptions, H2 and acetate were not incorporated in the stoichiometry. If it is

known in what ratios H2 and CO are consumed, and ethanol and acetate are produced, the black box model

can be altered in the following ways to take H2 consumption and acetate production into account:

9. Incorporate acetate in the stoichiometry:

Calculate its acceptor reaction in catabolism: – 2CO2 – 8H+ – 8e – + 1CH3COOH + 2H2O

Calculate total acceptor reaction:

Y acc
i = Y acc,ace

i +Yeth/ace ×
Y acc,ace

i

Y acc,ace
ace

(F.7)

10. Incorporate hydrogen in the stoichiometry:

Calculate its donor reaction in catabolism: – 1H2 + 2H+ + 2e –

Calculate total acceptor reaction:

Y don
i = Y don,CO

i +YH2/CO × Y don,H2
i

Y don,CO
CO

(F.8)

F.2. CO-uptake kinetics
Reaction kinetics were derived from literature for different studies (Table F.1). It was chosen to use the kinetics

derived by Mohammadi et al. (2014) as their model is the most representative compared to the other models

and as it does not exclude maintenance. The maintenance requirement was calculated first and then with a

CO uptake model, the consumption or production rate of the other metabolic reactions could be found using

the Herbert-Pirt relation.
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Table F.1: Comparison of kinetic data of CO-consuming Clostridium spp. found in literature

Studya µmax

(h−1)
qmax

CO
(molCO g−1

x h−1)
Kp,CO

(molCO m−3)
K I ,CO

(molCO m−3)
Organism

[1] - 0.0344 0.0178 0.510 C. ljungdahlii
[2] 0.022 - 0.078 2.0 C. ljungdahlii
[3] - 0.0500 0.1 5 C. autoethanogenum
[4]a - 0.0463 0.0115 0.136 C. ljungdahlii
[4]b - 0.0375 0.0454 0.827 C. strain P11

a) [1]: Mohammadi et al. (2014), [2]: Younesi et al. (2005), [3]: Li and Henson (2019), [4]: Medeiros et al. (2019), a: cases C1 and C2, b: cases C3A,B,C.

11. Calculate the maintenance requirement at 37 ◦C, for anaerobic micro-organisms. The maintenance

requirement depends on the temperature with an Arrhenius-type equation, with an activation energy

of 69.4 kJ/mol, with a maintenance requirement of 3.3 kJmol−1 at 25 ◦C (Tijhuis et al., 1993):

∆G0T
ms = 3.3×exp

(−69.4

R

(
1

T
− 1

T0

))
= 9.75kJmol−1 (F.9)

12. Calculate the maintenance flux vms :

vms =
∆G0T

ms

∆G0T
R,cat

= 9.75

−147.17
=−0.066mols molx

−1 h−1 (F.10)

13. Implement kinetic model for CO consumption from Mohammadi et al. (2014):

−qCO =−qmax
CO

cCO

Kp,CO + cCO + c2
CO

KI ,CO

(F.11)

14. Correct maintenance flux for low CO concentrations:

vms =
{

qCO when qCO < vms

vms when qCO > vms
(F.12)

15. Calculate growth rate, due to maintenance correction µ can be zero at low concentrations:

µ= qCO − vms

Y met
CO

(F.13)

16. Calculate compound specific rates qi using the Herbert-Pirt relation:

qi = Y met
i µ+ vms Y cat

CO

Y cat
i

(F.14)

The stoichiometries depend on the concentrations of the compounds present (Equation F.4). Base values for

all compounds were determined as follows: for CO, CO2 and H2, the concentrations in the liquid at 1 atm:

0.85 molm−3, 25.7 molm−3 and 0.79 molm−3, respectively. For acetate and ethanol, the highest titers ob-

tained by Valgepea et al. (2018) were used, 4 and 11.5 gL−1 respectively. The amount of ammonium was

determined by the medium used by Mohammadi et al. (2014): 1 gL−1 NH4Cl. The biomass concentration

was set at 15 gL−1 and the water concentration 55 molL−1.

A sensitivity analysis has been done to calculate the influence of the concentrations of these compounds

on ∆G0T
R,cat and Y met

CO (Figures F.1a and b). Only the catabolic reactants were found to be relevant, as the
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(a) (b)

Figure F.1: Results of the sensitivity analysis on the concentrations of compounds for calculating the stoichiometry of the organism. The
base value for concentrations (Table F.2) has been increased with a factor 0.1 and 10 and its effects on (a) ∆G0T

R,cat and (b) Y met
CO were

found and tabulated as the relative change compared to the base value.

Table F.2: Key parameters used in calculations for the stoichiometry and reaction rates

∆H0
f ,i ∆G0

f ,i Concentration Y cat
i Y an

i Y met
i vms,i

(kJ.mol−1) (kJ.mol−1) (mol.L−1) (moli .mol−1
eth ) (moli .mol−1

x ) (moli .mol−1
x ) (moli .mol−1

x .h−1)

CO -110.5 -137.2 0.000085 -6 -2.1 -46.060 -0.06622
CO2 -394.1 -394.4 0.025750 4 1.1 30.407 0.044146
H2 0 0 0.000790 0 0 0 0
CH3COO – -485.8.4 -369.4 0.066667 0 0 0 0
C2H5OH -288.3 -181.8 0.250000 1 0 7.327 0.011036
NH4

+ -133.3 -79.4 0.020000 0 -0.2 -0.2 0
CH1.8O0.5N0.2 -91 -67 0.609756 0 1 1.000 0
H2O -285.8 -237.2 55.55556 -3 -0.6 -22.580 -0.03311
H+ 0 0 1E-7 0 0.2 0.2 0
e – 0 0 1.000000 0 0 0 0

∆H0T
R (kJ.mol−1) - - - -344.30 -94.32 -2616.88 -

∆G0
R (kJ.mol−1) - - - -224.60 -54.52 -1700.76 -

∆H0T
R (kJ.mol−1) - - - -219.78 -52.92 -1663.84 -

∆G01
R (kJ.mol−1) - - - -147.22 -26.33 -1105.00 -

Gibbs free energy of metabolism is constant and the metabolic yield is normalized to the anabolic reaction.

The concentration differences in CO cause significant changes on ∆G0T
R,cat and Y met

CO , while the concentration

of CO2 and ethanol were found to be less sensitive. Therefore, a more detailed sensitivity analysis was done

to find a valid value for the CO concentration for further calculations.

In Figure F.2a, the relations between the CO concentration and ∆G0T
R,cat and Y met

CO are given. It can be ob-

served that at lower CO concentrations, the Gibbs free energy difference of the catabolism becomes smaller.

This causes the need for more catabolic reactions to provide the energy necessary for growth, which in turn

leads to more CO consumption per mol biomass made. It has been chosen to calculate the used stoichiom-

etry with a CO concentration of 0.08 molm−3, which corresponds to a gas pressure of 0.1 atm. This value has

been used as the influence of a little change in concentration does not lead to a large change in Y met
CO , and as

this is a reasonable concentration, which is expected to occur in the biofilm. Key values used for calculations

and results are given in Table F.2.

The CO-uptake and growth rate were subsequently calculated. The CO-uptake rate was calculated ac-

cording to the Monod equation obtained by Mohammadi et al. (2014) (Equation F.11. The growth rate de-

pends on the metabolism stoichiometry and could be calculated after derivation of the total stoichiometry

(Equation F.13). From the calculated growth rate and CO-uptake rates can be derived that the optimum of

both is at a CO concentration of 0.09 molm−3 (Figure F.2). At increasing concentrations, CO becomes in-

hibitory.
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(a) (b)

Figure F.2: (a) The catabolic Gibbs free energy and the metabolism CO stoichiometry per mol biomass (B) and the specific CO uptake
rate and organism growth rate are calculated for different concentrations of CO. For a concentration of 0.08 molm−3, it has been chosen
to use the obtained resulting stoichiometric values for further calculations. The specific growth and CO uptake rate were not fixed at this
concentration, but are concentration-dependent in the model.

F.3. Ethanol inhibition
The kinetic model derived above has been updated by taking ethanol inhibition into account, while modelling

the reservoir as this could lead to higher amounts of ethanol in the HFM module. It has been known that high

ethanol concentrations can be toxic for Clostridium spp. Although the exact mechanism is not known, it was

assumed that ethanol toxicity leads to a decrease in the CO-specific uptake rate (de Medeiros et al., 2019).

This makes it able to model inhibition by adding an extra term to the CO-uptake rate relation (Equation F.11).

Several scholars investigated the impact of ethanol on the growth of Clostridium spp. Fernández-Naveira

et al. (2016) investigated the ethanol toxicity on CO fermenting C. carboxidivorans. They found decreasing

values for the growth rate at increased ethanol concentrations. They observed a 50% reduction in growth at

a concentration of 35 gEtOH L−1 and a 74% decrease in growth rate (compared to 1 gL−1). Huffer et al. (2011)

examined the effect of different ethanol concentrations on the growth rate of C. beijerinckii. They reported

that growth was still possible at high ethanol concentrations up to 65 gEtOH L−1 on iso-butanol.

Ramió-Pujol et al. (2018) tried to examine the kinetics of ethanol inhibition on syngas fermenting organ-

isms, they performed experiments and tried to fit the data obtained by their experiments and the experiment

of Fernández-Naveira et al. (2016). However, they were not able to find a maximum ethanol concentration

and their fit (a logistic inhibition curve) showed large standard errors (around 50%). Modelling the equation

they obtained (Equation F.15) for the experiment of Fernández-Naviera showed that the ethanol inhibition

already started at low concentrations (Figure F.3). Other experiments of Ramió-Pujol et al. (2018) showed no

inhibitory effects in the range they sampled up to 15 gEtOH L−1.

IEtOH =
(
1− cEtOH

cEtOH ,max

)n

=
(
1− cEtOH

35g−1

)0.926

(F.15)

IEtOH =
 1 when cEtOH < 761molm−3

1
1+ cEtOH

KI ,EtOH

when cEtOH > 761molm−3, K I ,EtOH = 217molm−3 (F.16)

Next to this, de Medeiros et al. (2019) tried to fit data obtained by Phillips et al. (1993) to find an inhibition

constant. They took inhibition of ethanol into account from a concentration of 35 gL−1 (761 molm−3) and de-

rived an inhibition constant of 10 gL−1 (217 molEtOH m−3), with a 95% confidence interval of 0.039 molEtOH L−1.

In order to increase computational efficiency, Equation F.16 has been approximated using a logistic function
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Figure F.3: For different dissolved ethanol concentrations the inhibition-terms used in the CO-uptake rate relation are calculated. The
model of de Medeiros et al. (2019) (Equation F.16) is provided and the approximation used for modelling (Equation F.17). The model
provided by Ramió-Pujol et al. (2018) (Equation F.15) is given as well as the data they used to fit the model, with the calculated R2.

(Equation F.17). In the latter function, the value of 30 indicates the slope of the curve and was manually deter-

mined. With this function, a continuous curve was made so that the inhibition constant could be calculated

for all concentration values. It has been modelled in COMSOL Multiphysics with a step function: the maxi-

mum concentration of ethanol, 35 gL−1 (761 gEtOH L−1), was chosen as the center location, for the decreasing

from 1 to 1
2 K I ,eth , with a transition zone of 20 molEtOH m−3.

In Figure F.3, the inhibition models derived from literature are depicted and compared. From this can be

said that these models are not consistent, implying that further research on ethanol inhibition is necessary.

IEtOH = 1− 1− 1
2 K I ,eth

1+exp
(
30(cEtOH ,max − cEtOH ,l )

) (F.17)

The data obtained by Fernández-Naveira et al. (2016) was fitted with several inhibition functions, based

on equation F.18 (Figure F.4). The ethanol inhibition constant was set to be 45 gEtOH L−1 (978 molm−3) and

the exponent n was varied. With an exponent above 1, the function is non-linear and can describe the growth

at lower concentrations as non-inhibitory. Next to this, this way also a linear inhibition function is derived.

Linear inhibitory effects of ethanol (and other alcohols) is known in many organisms and is easy to explain

and to derive from experimental data (Dagley and Hinshelwood, 1938; Pereira et al., 2016). The quality of the

fit was described with the coefficient of determination R2, which was calculated according to equation F.19.

This coefficient was also calculated for the fit obtained by Ramió-Pujol et al. (2018).

IEtOH =
{

1−
(

cEtOH
KI ,EtOH

)n
when cEtOH < 978molm−3, K I ,EtOH = 978molm−3

0 when cEtOH > 978molm−3
(F.18)

R2 = 1−

n∑
k=1

(
yk − fk

)2

n∑
k=1

(
yk − ȳk

)2
(F.19)

From the developed inhibition functions and the calculated R2 values, it was found that the linear fit was

better than the fit of Ramió-Pujol et al. (2018) (R2 = 0.88 vs. 0.71, respectively). The functions with a higher

exponent had a lower R2 value, but are able to take non-inhibition at lower ethanol concentrations into ac-

count. From these analysis became clear that there are no proper functions to describe ethanol inhibition

and that matches all experimental data. Therefore, the influence of the different inhibition functions on the
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Figure F.4: For different values of n, the data derived by Fernández-Naveira et al. (2016) (plotted in circles) was fitted with Equation F.18
(blue lines). The coefficient of determination was calculated (Equation F.19) to determine the quality of the fit.

ethanol productivity and titer in the reservoir model was simulated for different values of the reservoir in-

flow rate, as this appeared to be the parameter which influenced the ethanol titer and productivity the most

(Chapter 6).

The model of de Medeiros et al. (2019), the linear model (n = 1) and the model with n = 6 were assessed

this way (Figure F.5). The reservoir flow rate was varied between 0.025 and 2 mLmin−1. The other parameters

were kept constant as explained in Chapter 6. The n = 6 model and the one of de Medeiros et al. (2019) did

not show substantial deviations in productivity at lower flow rates, except that the model of de Medeiros et al.

(2019) has a sharp change in titer when the concentration has reached 35 gEtOH L−1. The concentrations in the

n = 6 model increased with the same trend at decreasing flow rates up to 45 gEtOH L−1. This can be explained

as the simulations of both models reached high amounts of inhibition at mentioned concentrations.

The linear model leads to lower productivities and concentrations than the other models, but with similar

trends. However, at higher reservoir flow rates, the productivities and titers do not show much deviations. At

low flow rates, the differences are larger. For example, when the flow rate is 0.2 mLmin−1, the productivity

difference is 0.1 gEtOH L−1
shell h−1 and when the flow rate is 0.13 mLmin−1 even 0.17 gEtOH L−1

shell h−1. As in the

linear model inhibition is taken into account at lower ethanol concentrations, the productivity in the system

decreases in cases where in the other models no or less inhibition was observed. The differences in ethanol

productivity are substantial and emphasize the need for more research into ethanol inhibition of syngas fer-

menting Clostridium spp.

It has been decided to use the linear model for follow-up studies. This model is easy to use and to de-

rive. The kinetics of the microorganism were then modelled according to Equation F.20. For different CO and

ethanol concentrations, the values of ICO × IEtOH are plotted (Figure F.6). The inhibitory effect of ethanol is

larger that the inhibitory effect of CO: The decrease in uptake due to a small concentration increase ( dqCO
dci

)

for ethanol is much larger for CO.
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Figure F.5: For different reservoir inlet flow rates and different ethanol inhibition functions, (a) the shell volume-specific productivity
in the biofilm and (b) the ethanol concentrations are plotted. The n = 1 and n = 6 inhibition functions are derived from Equation F.18,
while Equation F.17 was used to model the inhibition function derived by de Medeiros et al. (2019) (M_res_Flres_Inhib).

−qCO =−qmax
CO ICO IEtOH =−qmax

CO
cCO

Kp,CO + cCO + c2
CO

KI ,CO

(
1− cEtOH

K I ,EtOH

)
(F.20)

Figure F.6: The product of the two inhibition constants ICO IEtOH was calculated for different concentrations of dissolved CO and EtOH
using Equation F.20.
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Biofilm growth and detachment

Two models have been developed to describe biofilm growth and detachment. One detachment model is

based on shear stress, while the other is based on substrate limitation. These models can be used to predict

the biofilm thickness in a HFM reactor and thus for designing the spacing in HFM reactor modules.

Theory
The thickness of the biofilm is the result of the biofilm growth rate and the biofilm detachment rate. In order

to estimate the biofilm thickness, the biofilm length is calculated based on certain conditions. The net biofilm

velocity ub is the growth velocity ub,g minus the detachment velocity ub,d . At steady-state conditions, the net

biofilm velocity is zero so that the biofilm length can be regarded constant.

The biofilm growth velocity ub,g can be described by the growth rate of the organism in the biofilm. When

an organism duplicates, a part of the biofilm is pushed away from the membrane interface (or substratum)

in the direction of the liquid phase. This pushing leads to an overall grow velocity which can be described by

Equation G.1. The growth velocity can therefore be calculated by integrating the specific growth rate from the

membrane-biofilm interface r int
mb to the biofilm-liquid interface r int

bl . This model is widely used to describe

biofilm growth (Horn and Lackner, 2014), even in membrane-biofilm applications (Pavasant et al., 1996).

Biofilm detachment can be caused by four physical processes: erosion, sloughing, abrasion and predator

grazing (Bryers, 1987). Erosion can be described as a constant detachment process of small particles caused

by shear stress. In contrast, sloughing is detachment due to removal of larger particles due to rapidly changing

environmental conditions. Abrasion is the collision of solid particles with biofilm, while predator grazing

is destruction of biofilms by larger organisms (Peyton and Characklis, 1993). In membrane configurations,

the most frequent occurring process is erosion as the environmental conditions are more or less constant

and as large solid particles (except possible detached biofilm chunks) and predators are not expected to be

present (Pavasant et al., 1996). In this chapter, two detachment models are compared, the first is based on

detachment by shear stress and the other by substrate limitation.

ub,g =
r int

bl∫
r int

mb

µdr (G.1)
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A model commonly used to describe biofilm detachment caused by shear stress is the model from Rittman

(1982). Their model is based on a biofilm attached to a rotor and for different levels of shear stress the de-

tachment rate was measured. Pavasant et al. (1996) and Freitas Dos Santos et al. (1997) used that model to

describe detachment of biofilms from membranes in wastewater treatment.

The shear stress σ can be described as the derivative of the liquid flow velocity in the radial direction

(Equation G.2). Following the model of Rittman (1982), the detachment rate is a function of a detachment

constant and the biofilm thickness, the detachment constant is a function of a biomass-specific decay rate,

the biofilm thickness, the shear stress and several constants (Equation G.3). All these constants (Table G.1)

are dependent on the biofilm and the physio-chemical environment. As the environmental conditions are

not the comparable, the results obtained by this model are highly dependent on the assumption that the

model of Rittman (1982) can be used.

σ= ηl
dul

dr
(G.2)

ud ,shear = kd db with kd = kdecay +kd1

(
σ

kd2 +kd3(db −db,mi n)

)0.58

(G.3)

Another model to describe biofilm detachment is the model used by Matsumoto et al. (2007) based on

a maximum biofilm thickness. They and Martin et al. (2015) used this model in membrane-biofilm appli-

cations. This model is based on the assumption that at a certain biofilm thickness the biofilm detaches, so

that in the end a fixed biofilm thickness is reached. This maximum biofilm is often imposed, but here it was

calculated based on the maximum amount of substrate that is available. When there is no substrate (CO)

available anymore, the biofilm cannot grow and detachment could occur. In reality, non-growing cells could

also remain in the biofilm matrix and detachment could then occur due to other physio-chemical processes.

The maximum biofilm length is calculated by assuming that at this location in the biofilm, the character-

istic time of reaction and biofilm diffusion (Appendix B) should be the same. After solving Equation G.4 for

the maximum biofilm thickness, it can be used to calculate the biofilm detachment velocity as a function of

the biofilm growth rate (Equation G.5).

τreac = τdiff,rad,b =
Kp,CO + cCO,b + cCO,b

KI ,CO

qCO,maxcx
=

d 2
b,max

Db,CO
(G.4)

ud ,CO, lim = ug

(
db

db,max

)10

(G.5)

Mind that this detachment model definitely leads to a certain biofilm thickness, as it is an imposed part

of the model. This model is also highly dependent on the assumptions made: diffusion is limiting, the diffu-

sion coefficient is assumed (with the imposed biomass diffusivity factor), the reaction kinetics are assumed

as well as the biomass concentration. One should also note that these variables can influence each other in

reality. For example, Kwok et al. (1998) found that the biomass concentration in the biofilm increases when

the detachment rate increases.

The biofilm growth velocity and detachment velocity have been calculated for different biofilm thick-

nesses using model (M_biof_dbiof). The biofilm thickness was varied between 10 and 300µm, with cb,x =
15gxL−1. This way, it can be determined whether these models could be useful and whether the assump-

tion of a certain biofilm thickness is valid. As the growth and detachment velocities are location-specific, the

average velocities at the biofilm-liquid boundary were calculated.
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(a) (b)

Figure G.1: For different values of the biofilm thickness, (a) the growth and detachment velocities were calculated using the shear stress
and the CO limitation models as well as (b) the net growth velocity according to both models. The dashed line depicts the optimum
biofilm thickness in terms of volume-specific productivity.

Results
For different biofilm thicknesses the corresponding biofilm growth velocity and detachment velocities based

on the shear stress and the substrate limitation model are calculated (Figure G.1a). For both detachment

models, the net velocity is calculated as well (Figure G.1b).

The biofilm growth velocity increases when the biofilm becomes thicker, which is due to the presence of

more biomass that is able to grow. However, at a certain thickness db = 180µm, the growth velocity becomes

lower. This is due to the fact that there will be biomass present that will not be able to grow anymore. From

this point on, substrate diffusion became limiting (Figure G.1b).

From these results can be observed that detachment due to shear stress gradually increases when the

biofilm becomes thicker. This can be explained by the fixed spacing in the liquid phase: For all cases the total

liquid flow rate was kept constant at 200 mLmin−1, this means that at thicker biofilms the distance between

two biofilms is smaller, which would lead to an increase in the radial gradient of the liquid velocity and thus

an increase in the liquid shear stress. Remarkable is that the shear stress model gives results that will never

lead to detachment of thick biofilms as their net velocity remains positive.

However, the substrate limitation model does provide clarity for thick biofilms. This biofilm detachment

model describes detachment of the biofilm and the biofilm length will be maintained at the maximum biofilm

thickness (which was calculated to be 174µm). When the biofilm is thicker, detachment would occur rapidly

as this is imposed in the model. As the detachment is modelled with an exponential factor of 10, the increase

in detachment velocity is large at thicker biofilms.

From this analysis can be said that biofilm detachment could be modelled with the help of these func-

tions, however their results are very dependent on the assumptions made and therefore it can be questioned

whether these results are representative for reality and therefore the usefulness of these models.

Table G.1: Parameters used for calculation of detachment. The values of the process parameters used are provided as well as the con-
stants used for Equation G.2. Other characteristics of the model are similar to the biofilm model described in Chapter 5 (M_biof_cx).

Symbol Value Unit Symbol Value Unit Reference
Fg ,i n 20 mLmin−1 kdecay 0.05 d−1 Assumed
xg ,CO,i n 100 % kd1 8.42×10−2 d−1 Rittman (1982)
Fl ,mod ,i n 200 mLmin−1 kd2 0.1 Nm−2 Rittman (1982)
cb,x 15 kgm−3 kd3 4432 Nm−3 Rittman (1982)

db,mi n 0.003 m Rittman (1982)
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Reservoir - justification of assumptions

Reservoir model assumptions
While incorporating the reservoir to the HFM module model, a lot of additional assumptions needed to be

made (see list in Chapter 6). These assumptions are justified in this section.

• The reservoir is ideally mixed and in a steady-state.

This can be assumed in stationary conditions and with adequate stirring in the reservoir. Biofilm formation

at the reservoir walls should be prevented. In this case the average biomass growth rate µ equals the dilution

rate of the reservoir.

• Reaction in the reservoir is considered to be negligible.

The volumetric ethanol productivity in the reservoir was calculated from the results obtained and compared

with these in the biofilm and the in module liquid phase. The module volume-specific ethanol productivity in

the biofilm and liquid was calculated according to Equation H.1, while the reservoir-specific ethanol produc-

tivity was calculated using Equation H.2. These productivities were calculated for the different values of the

reservoir inflow rate, as this parameter was observed to have effect on the concentration and productivities

in the module.

PV ,EtOH ,k =
Vk∫
0

qEtOH ck,x dVk MEtOH
N f

Vshell
with k = [b, l ] (H.1)

PV ,EtOH ,r es = qEtOH cx,r es MEtOH (H.2)

From the calculated productivities (Figure H.1), can be derived that only at a low reservoir inflow rates (around

0.16 mLmin−1), high reaction rates in the liquid phase of the module and in the reservoir were observed. This

is due to the accumulation of compounds at low flow rates (Figure H.1b): CO accumulates in the liquid phase,

as was also observed for ethanol 6.3. The accumulated CO can then be consumed, leading to reaction in the

module liquid and reservoir. At higher reservoir inflow rates, the CO does not accumulate and is consumed in

the biofilm. From flow rates lower than 0.09 mLmin−1, the productivity decreases due to increased inhibitory

effects of CO and ethanol. As there is still reaction taking place in the reservoir at these low flow rates and
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as the productivity is half of the value of that one in the biofilm, it should be taken into account at these low

flow rates. However, at increased flow rates it could be neglected. Increased reservoir flow rates could remove

the accumulated CO from the reservoir, or reaction in the reservoir should be taken into account in improved

versions of the model.

Figure H.1: For different values of the reservoir inflow rate, (a) the volume specific ethanol productivities are calculated for reaction in
the biofilm, in the module liquid and in the reservoir. The volumes used for these calculations are the shell volume for the biofilm and
liquid productivities and the liquid reservoir volume for the reservoir productivity. The reservoir inflow rate was varied using the same
procedure as described in Chapter 6 (M_res_Flresin).

• The reservoir temperature remains constant at 37 ◦C.

The reservoir temperature can be controlled with the help of heat transfer equipment.

• The density of the liquid phase always equals the density of water.

The maximum concentration of ethanol obtained was around 35 gL−1. As the density of ethanol is lower

than the one of water (789 kgm−3 at 20 ◦C vs.993.36 kgm−3 at 37 ◦C (Janssen and Warmoeskerken, 2006)), the

density of the solution will become lower. However, a solution with 35 gEtOH L−1 is estimated to have a density

of 984 kgm−3 (Equation H.3). However, as the mixture volume is still unknown, the density of ethanol was

used for that. But the resulting mixture density is just 1% below that of water and therefore this assumption

was justified.

ρl =
cl ,EtOH ,r es

ρmi x
ρeth +

(
1− cl ,EtOH ,r es

ρmi x

)
ρH2O = 984kgm−3 (H.3)

• The volume of the connecting pipes is neglected.
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The volume of the connecting pipes was estimated according to Equation H.4. For the flow rate used (500 mLmin−1),

the average liquid velocity in the membrane module was calculated to be 6.667 ms−1. Assuming that the

length of the pipes is 1 m and a tenfold higher liquid flow velocity through these pipes, then the pipe volume

was calculated to be 0.125 L, which is 25% of the shell volume. This would lead to connecting pipes with a

diameter of 1.26 cm, which is reasonable. However, this 25% is substantial for this extreme case. However,

most simulations were performed at a lower flow rate (around 200 mLmin−1), causing that the difference will

become even lower.

Vl ,pipes = Lpipes Ac,pipes = Lpipes
Fl ,mod ,i n

vl ,pipes
= Lpipes

Fl ,mod ,i n

10vl ,mod ,i n
(H.4)

• The reservoir inlet gas flow rate equals its outlet gas flow rate..

The volumetric gas flow rate leaving the reservoir was calculated for all simulations of the reservoir inlet gas

flow rate using equation 2.39. In this equation, transport of CO, CO2, N2 and ethanol contributed to the

corrected value of the gas outflow rate. Hereby, water evaporation was not taken into account as well as

possible extra ethanol evaporation due to non-ideal behaviour. For different values of the inlet gas flow rate

the outlet gas flow rate was plotted normalized according to the corresponding gas inflow rate (Figure H.5a).

In most cases the outflow rate is around 90-100% of the inflow rate. Only at very low inlet gas flow rates

(between 1 and 10 mLmin−1) the percentage is much lower, effectively the reservoir will be saturated with N2.

In these cases, this assumption could cause large problems as it is not realistic and reservoir off-gasses could

therefore less accurately be predicted. However, as this is only in a small range of gas flow rates, it is justified

to make this assumption in most of the cases. However, it should be noted that water and more ethanol could

evaporate so that the relative amount of gas in the outlet should be somewhat higher than depicted in Figure

H.5a).

• Non-ideal behaviour in the reservoir can be neglected.

As in the reservoir an ethanol-water mixture is present, non-ideal behaviour could be expected. The ac-

tivity coefficient was calculated as a function of the ethanol concentration (Appendix E) and changed be-

tween 4.96 (cl ,EtOH ,r es = 33.3gL−1, when Fl ,r es,i n = 0.025mLmin−1) and 5.34 cl ,EtOH ,r es = 1.72gL−1, when

Fl ,r es,i n = 2mLmin−1. So this should be taken into account when calculating the evaporation of ethanol and

water. By considering the gas-liquid partition coefficient and considering the return stream after conden-

sation, a negligible amount of ethanol is expected to be present in the gas outlet. Thus, it can be said that

implementing the activity coefficient would not result in large differences in the ethanol concentration in the

reactor system and can therefore be neglected.

• Water evaporation in the reservoir is neglected.

A condenser is used at the reservoir head space (at 4 ◦C) which returns the evaporated water (and ethanol)

into the reservoir. For the gas outlet the fraction of water vapour was calculated. The water vapour pressure

at at 4 ◦C is around at 812 Pa 812 Pa (Equation E.7). For the model with the changing reservoir gas flow rate,

the influence of the water evaporation was determined. The fraction of water vapour in the gas outlet was

calculated by dividing the water vapour pressure by the sum of the partial pressures in the reservoir gas outlet

(which includes water) (Equation H.5). It was determined that on average, 0.82% of the gas outflow consisted

of water, and could therefore be neglected in that case.

However, relative to the inflow of water to the reservoir, this could still be a substantial amount. The

water evaporation rate was calculated with Equation H.5 (Figure H.5b) and divided by the reservoir inflow

rate (0.2 mLmin−1) (Figure H.5c). During operation with larger gas flow rates and low inflow rates (which
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Figure H.2: For different values of the reservoir gas flow rate, (a) the amount of gas in the reservoir outflow was calculated as function of
the amount in the inflow, using Equation 2.39, (b) the amount of water vapour in the reservoir gas outlet (with the condenser taken into
account), and (c) the amount of water vapour in the reservoir gas outlet divided by a reservoir liquid inflow rate of 0.2 mLmin−1. The gas
flow rate was varied using the same procedure as described in Chapter 6 (M_res_Fgresin).

is possible according to the operational window provided in Table 6.1), the water evaporation rate can al-

most become more than 3.5 times as large as the liquid inflow rate. This implies that during operation with

low reservoir liquid inflow rates and high reservoir gas inflow rates, the volume of the reservoir needs to be

controlled, even though the reservoir off-gas is condensed and returned.

Fg ,H2O,r es = xg ,H2O,r es,out Fg ,r es,out =
psat ,H2O
n∑

i=1
pi ,r es

Fg ,r es,out = 8.2 ·10−3Fg ,r es,out (H.5)

• The volumetric mass transfer coefficient of the reservoir is assumed to be 30 h−1.

This value of the volumetric mass transfer coefficient is representative for most lab-scale stirred tank reactors,

which have also been used for syngas fermentation (Bredwell et al., 1999). However, the
(
KL,i a

)
r es can easily

be measured (by sparging with N2 and O2) and measuring the concentrations over time. For validating the

model, the
(
KL,i a

)
r es should be measured and adjusted in the model.

• There is no nutrient limitation and pH can be controlled.

The ammonium requirements of the micro-organism was calculated, according to its consumption rate fol-

lowing the stoichiometry derived in Appendix F. This way, also the proton production rate was determined.

The necessary concentration of dissolved NH4Cl and NaOH (Mi = 53.49 and 40 gmol−1) for the reservoir liq-

uid inflow rate was calculated for different values of this inflow rate (Equation H.6) and plotted (Figure H.3).
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From these results can be observed that 0.55 gL−1 of ammonium chloride and 0.4 gL−1 of sodium hydroxide

are necessary to supply nutrients and to correct the pH, in the case of the maximum consumption rate that

is achieved at a reservoir inflow rate of 0.08 mLmin−1. These concentrations are achievable concerning the

solubility of these compounds.

cl ,i ,r es,i n =
 Vb∫

0

qi cb,x dVb+
Vl∫

0

qi cl ,x dVl

 Mi

Fl ,r es,i n
with i = [NH4Cl,NaOH] (H.6)

Figure H.3: For different values of the reservoir liquid inflow rate, the necessary supply of NH4Cl and NaOH was calculated. The reservoir
liquid inflow rate was varied using the same procedure as described in Chapter 6 (M_res_Flresin).

MATLAB script for solving mass balances
The MATLAB script for solving the concentrations in the reservoir liquid and partial pressure in the reservoir

gas phases is given (Figure H.4). This script solves only for CO, but the resulting equations were modified for

the other compounds (CO2, N2, ethanol). For biomass, there is no transport to the gas phase, the biomass

balance was solved using the same mass balances but without transfer term to the gas phase.

Figure H.4: MATLAB script for solving the mass balances for the reservoir (Equations 2.38 and 2.41).
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Parametric analyses - additional data

I.1. Influence of lumen gas and shell liquid pressure

CO partial pressure
The gas pressure was varied between 1 atm and 1.5 atm, with the CO inlet fraction always being 100%. It was

expected that increasing the CO partial pressure would lead to higher mass transfer rates over the membrane

and that would lead to higher reaction rates and thus higher productivities.

However, by increasing the gas pressure, it was observed that the productivity decreases (Figure I.1a),

although slightly by 0.03 gL−1 h−1. This counter-intuitive phenomenon can be explained by the inhibition

kinetics. At higher pressures, the CO transfer rate was indeed observed to be higher (Figure I.2). This means

that more CO is available for reaction. But when more CO is converted, more ethanol is produced. As the

reservoir ethanol concentration (Figure I.1b) and CO concentrations (Figure I.2c) were observed to increase,

there will be more inhibition (Figure I.2b, Equation I.1) to cause a decrease in the productivity of the biofilm

(Equation F.20, Figure F.6).

At a certain gas pressure, increasing the CO partial pressure does not lead to changes in the productiv-

ity or ethanol concentration. This can be explained by the maximum solubility of CO in water (Figure I.2c).

When the pressure is higher than 1.35 atm, there is a difference between the relative amount of CO in the

membrane and in the biofilm. In the model was imposed (with Equation 2.11) that the CO concentration in

the liquid should become the maximum solubility in cases when there is more CO dissolved in the membrane

than could be dissolved in the liquid.

By increasing the pressure, it was noticed that the consumption yield decreased. The decrease in con-

sumption yield can be explained by the increased inhibition, and the increased mass transfer rate across the

membrane due to the increased pressures. The total decrease in mass transfer yield is around 10% between

1.5 atm and 1 atm, which could be due to differences in driving force across the membrane. The consump-

tion yield decreases as well with around 15%. At lower gas pressures, less CO enters the lumen than at higher

pressures. Due to transfer to the gas phase, the velocity decreases inside the gas phase (Figure I.2d). At low

CO pressures, the average velocity at the gas outlet is lower than at higher pressures. This lower gas velocity

leads to a higher gas residence time, which could in turn lead to an increase in overall mass transfer yield.

It remains an interesting observation that increasing the pressure decreases the productivity of the or-

ganism. Additionally, the effect of another inhibition model (de Medeiros et al., 2019) was investigated for
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Figure I.1: For different values of the CO partial pressure in the gas phase, (a) the shell volume-specific ethanol productivity, (b) the
ethanol concentration in the reservoir and (c) the different yields are calculated (M_param_Pgas). The gas pressure was varied between
1 and 1.5 bar. During these simulations other process parameters were kept constant according to their base values in Table 7.1.

this range of CO pressures (Figure I.3). Interestingly, in that case, increased gas pressures lead to increased

productivities and highly increased ethanol concentrations (from 24 to 31 gL−1), which was expected to be

due to the increased mass transfer rates. The CO can in this case be converted, which is not the case when

a linear inhibition is used. These analyses prove that the inhibition model that is used can significantly in-

fluence the trends observed. As the gas pressure is a variable that can easily be adjusted, it could be used to

derive which kind of inhibition model is valid for the organism (Chapter 8).

I av
i =

∫ Vb
0 Ii dVb∫ Vb

0 dVb

with i = [CO,EtOH] (I.1)

Figure I.2: Using the linear inhibition model, simulations were performed for different values of the CO partial pressure in the gas
phase. (a) The CO mass transfer rate, (b) the inhibition constants of CO and ethanol, (c) the CO concentrations at the membrane biofilm
interface and its solubility and (d) the gas flow velocity at the fibre outlet and the residence time, are plotted. The gas pressure was varied
between 1 and 1.5 bar. During these simulations other process parameters were kept constant according to their base values in Table 7.1
(M_param_Pgas).
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Figure I.3: Using the ethanol inhibition model of de Medeiros et al. (2019) simulations were performed for different values of the CO
partial pressure in the gas phase. (a) The shell volume-specific ethanol productivity in the biofilm is calculated, (b) the concentration of
ethanol in the reservoir, (c) the overall CO yield, (d) the CO mass transfer rate and the average inhibition constants for conversion in the
biofilm. The gas pressure was varied between 1 and 1.5 bar, other process parameters were kept constant at their base value (Table 7.1)
(M_param_Pgas_Inhib).

Liquid partial pressure
The pressure in the shell liquid phase was varied between 1 and 2 atm. The gas pressure was kept constant at

1.5 atm and 100% CO and with flow rate 20 mLmin−1. It was expected that higher liquid pressures would lead

to a higher solubility of the dissolved gasses and therefore lead to higher concentrations of CO. This would

therefore lead to more CO consumption and thus a higher productivity.

In contrast, there was a small decrease in the productivity observed (0.03 gL−1 h−1) after increasing the

pressure up to 1.2 atm. This slight increase in productivity also causes a decrease of the ethanol concen-

tration from 20.25 to 19.3 gL−1 (Figure I.4a and b). The productivity and titer decrease imply that another

compound than ethanol must be inhibitory in this case. Due to the increased liquid pressure, the solubility of

CO in liquid increases and consequently, at increasing pressures up to 1.2 atm, the concentration of dissolved

CO increases (Figure I.5b). This increase in CO concentration causes more inhibition and therefore hampers

the productivity of the biofilm. This in turn leads to a decreasing ethanol concentration.

The influence of the liquid pressure on the productivity is in the same order of magnitude as the gas pres-

sure or gas flow rate. As CO is inhibitory at higher concentrations, it can indeed be expected that, at higher

CO concentrations in the biofilm, the productivity increase is smaller than increasing the pressure at lower

CO concentrations. In terms of yield, there are some differences observed after increasing the liquid pressure:

the consumption yield decreases with around 7%, meaning that more CO is entering the biofilm while it can-

not be consumed. This means that substrate and product inhibition hamper the potential as all performance

metrics decrease with increasing liquid pressures.

In order to analyse mass transfer across the membrane, the average CO concentrations along the fi-

bre length in the membrane and biofilm were converted relative to gaseous pressures using the gas-liquid

or gas-membrane partition coefficient and multiplying with RT (Figure I.5). From this can be seen that the

maximum solubility indeed increases by increasing the liquid pressure (i.e. Henry’s law). The concentration

at the gas-membrane interface is on average around 1.32 atm, which is lower than the 1.5 bar gas pressure,

due the the influx of other compounds to gas phase (water, CO2, N2). The dissolved amount in the biofilm

then reaches the amount of CO present in the membrane when the liquid pressure is higher than 1.15 atm.

Due to the membrane, there is a loss of CO pressure of 0.15 atm. By using a thinner dense membrane, this

difference can be decreased, which could increase the productivity of the micro-organism when operating at

higher liquid pressures.



114 I. Parametric analyses - additional data

Figure I.4: For different values of the liquid pressure, (a) the shell volume-specific ethanol productivity, (b) the ethanol concentration
in the reservoir and (c) the different yields are calculated (M_param_Pliq). The liquid pressure was varied between 1 and 2 atm. During
these simulations other process parameters were kept constant according to their base values in Table 7.1.

One should note that it is important to take into account that at lower liquid pressures there is a large

gap between the concentration in the membrane and the biofilm at the biofilm-liquid interface. This gap is

due to Equation 2.11. This boundary condition was used as it is unknown whether bubble formation would

occur in the liquid phase or in the biofilm. Thus, experiments should determine the validity of this boundary

condition.

Figure I.5: For different values of the liquid pressure (a) the inhibition constants of CO, ethanol and the product of both, are plotted,
as well as (b) different concentrations of CO (in atm). The red line displays the concentration at the membrane-biofilm interface in the
membrane, the green one the concentration at this interface but in the biofilm, the black one is the concentration in the gas phase, while
the dashed-blue line is the maximum solubility. The liquid pressure was varied between 1 and 2 atm. During these simulations other
process parameters were kept constant according to their base values in Table 7.1 (M_param_Pliq).
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I.2. Additional figures sensitivity analysis
In Figures I.6 and I.7, the results of the sensitivity analysis for the biofilm thickness and its biomass concen-

tration are provided, in terms of the ethanol concentration in the reservoir and the overall CO yield. These

results follow the same pattern as for the volume-specific ethanol productivity, (Chapter 7).

Figure I.6: Sensitivity analysis for the biofilm thickness db and its biomass concentration cb,x . These parameters were varied between

20 and 240µm, and 10 and 60 gL−1, respectively. The overall CO yield was calculated for each simulation (Equation 7.3. During these
simulations, the process parameters were kept constant at their base value (Table 7.1) (M_sens).

Figure I.7: Sensitivity analysis for the biofilm thickness db and its biomass concentration cb,x . These parameters were varied between

20 and 240µm, and 10 and 60 gL−1, respectively. The ethanol concentration in the reservoir was calculated for each simulation. During
these simulations, the process parameters were kept constant at their base value (Table 7.1) (M_sens).
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