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Abstract
Author name disambiguation, otherwise described
as (publication) record linking, is a problem that
has had considerable research dedicated to its solv-
ing. Author attributions, calculating research met-
rics and conducting literature reviews are amongst
processes that experience increased difficulty due
to ambiguous author names. In this study, a
novel approach is presented to disambiguate au-
thors related to scientific publications, using Large
Language Models (LLMs) in combination with
the Alexandria3k software package. LLMs have
shown great potential in processing, analysing and
drawing conclusions when presented with human-
readable data. The approach presented in this study
supplies a LLM with known attributes of publica-
tion records and authors, such as names, affiliations
and co-authors, to determine whether records writ-
ten by authors with ambiguous names can be linked
to the same real-world person. Using Alexan-
dria3k, a dataset of authors and publications with
confirmed identities is created to test and validate
the approach. Finally, the approach is measured
against state-of-the-art methods to disambiguate
author names and different configurations are pre-
sented and discussed.

1 Introduction
Systematically combining results from different studies, oth-
erwise known as research synthesis, allows one to provide a
more comprehensive understanding of a particular question
or area of research. Researchers and scientists can, using this
methodology, build on top of existing knowledge, drawing
conclusions from pre-existing research and publications. One
way to retrace the references mentioned in a publication, is
to use online data sources such as bibliographic and article
databases. However, performing systematic studies on pub-
lished literature through the available online systems can be
problematic [13]. Experiments and related data can be diffi-
cult to reproduce and are often not transparent.

To address this and other issues, Alexandria3k has been
created. Alexandria3k is a Python software package and an
associated command-line tool that can populate embedded re-
lational databases with slices from the complete set of several
open publication metadata sets for reproducible processing
through sophisticated and performant queries [13]. A system
designed to process data is hugely dependent on the quality
of its input data. In the case of Alexandria3k, one occur-
ring issue is that author names are not exclusively unambigu-
ous. While providing a solid foundation, it is desirable that
Alexandria3k’s functionality is therefore further researched,
specifically within the scope of name disambiguation.

During recent years, usage of open-source and commer-
cially available LLM’s has greatly increased. Examples of
such models are GPT-3.5, Phi-2 and Llama-2 [10]. Large
language models have shown great potential recognizing pat-
terns and deriving and understanding of textual content. In

this study, we will conduct experiments to establish whether
this potential can be harnessed and used to solve the problem
of ambiguous author names.

An approach is outlined to effectively disambiguate au-
thor names using LLMs, within the infrastructure of Alexan-
dria3k. While the latter provides us with ample publication
data as well as informative attributes to those publications,
this information can effectively be processed and authors can
be compared using the power of LLMs. In the spirit of
Alexandria3k, experiments will be run using LLMs available
to and usable on consumer hardware.

2 Background and Related Work
The two most outspoken topics appearing in this study, large
language models and author name disambiguation, have both
been thoroughly researched. Large language models are a
more recent finding in comparison to the problem of author
name disambiguation, but nevertheless have had considerable
research dedicated to its applications and inner workings. Au-
thor name disambiguation is in itself a problem that is essen-
tially as ancient as the first documented research publications.
Different approaches have been researched and proposed, of-
ten influenced by novel findings in other fields. To explore
where our novel approach lies within the ecosystem of exist-
ing methods, we will use a taxonomy specifically designed
for author name disambiguation methods, as described in in
an article by Ferreira et al [4], shown in figure 1. The de-
scribed taxonomy provides a rough idea and overview of what
other type of methods have previously been researched.

Figure 1: Author name disambiguation methods taxonomy as de-
scribed by Ferreira et al [4]

The large language model based method described in this
study presents an interesting case when held against the tax-
onomy model. First, if we take a look at the ”type of ap-
proach”, we can conclude that the large language model is
a type of ”author grouping”. In short, because the approach
considers two publication records and either links them onto
the same real-world author, or not. The large language model
approach also contradicts both definitions within the ”author
assignment” category as described in [4]. If we focus our at-
tention to the right branch of the taxonomy, we can conclude
that when it comes to explored evidence, the large language



model approach intends to use all three described categories.
”Citation Information”, as this is what the model is prompted
with, ”Web Information” because this is potentially included
in the dataset used to train the model, and ”Implicit evidence”
due to large language model’s ability to detect patterns and
draw information from context.

Author name disambiguation is a problem to which many
solutions have been proposed through studies [3][9][4]. So-
lutions range from, but are not limited to, clustering tech-
niques, supervised learning, unsupervised learning and rule-
based approaches. The most recent study conducted in 2023,
describes an approach using a neural network called WhoIs,
applied to the DBLP repository dataset. It distinguishes au-
thors based on relationships with co-authors, area of research
and titles of publications. WhoIs was created and described
by Boukhers and Asundi and will be further referred to as
such in this study[3]. In the experiments described in the
study, the Boukhers and Asundi approach outperformed state-
of-the-art approaches on the DBLP dataset[3]. To our knowl-
edge, this is the most effective approach to disambiguate au-
thor names at this time. Returning to the previously discussed
taxonomy, the Boukhers and Asundi approach could be de-
scribed as a classification method using citation information.
Due to the shown advantageous effectiveness of the Boukhers
and Asundi approach, we will use this method as our bench-
mark to compare the novel approach against. Figure 2 shows
a diagram outlining the process the Boukhers and Asundi ap-
proach follows.

Figure 2: Boukhers and Asundi approach represented in a flow-chart

LLMs and their advancements have not gone unnoticed in
recent years. The most recent advancements have provided
us with LLMs that are able to complete several natural lan-
guage processing related tasks, such as answering questions
or translating language. Studies have been conducted related
to documenting LLM development and capabilities [17], but
not yet for the specific purpose of author name disambigua-
tion. As a solution to disambiguate author names, we will run
a series of experiments to establish whether the use of LLMs
is beneficial in this process. LLMs have shown their strength
in a number of applications, having the ability to extract in-
formation and discover patterns in a similar fashion to what a
human can determine.

3 Methodology
The most recent and to our knowledge most effective ap-
proach to disambiguate author names at this time, is a deep
neural network based system described by Boukhers and
Asundi [3]. In short, the system groups publication records
by atomic name variate (e.g. ’Paul Smith’, ’Patrick Smith’
and ’P. Smith’ all get grouped under the atomic name variate
’P. Smith’), and subsequently trains a deep neural network

using embeddings of previously identified author names, co-
author names, publication titles and journal names. A ’new’
publication record belonging to the same atomic name variate
group, can then be classified to a real-world author using the
deep neural network.

While implemented, both approaches will be tested and
compared using comparable datasets, referring to one single
atomic name variate. Based on the results, a precision (posi-
tive predictive value), recall (sensitivity) and F-score (com-
bined accuracy measure) will be calculated for every con-
ducted experiment. Based on the calculated scores, we can
compare and establish whether the LLM approach is indeed
more effective and accurate than the current state-of-the-art
approach.

To test the accuracy of any method, one needs a dataset
as well as a ground truth to measure whether the method has
come to a correct or an incorrect conclusion. For this pur-
pose we will make use of the CrossRef [6] dataset. CrossRef
is a non-profit organization maintaining a registry containing
more than 134 million publication records. The previously
described Alexandria3k system will allow us to easily han-
dle and operate on this data. A subset of this data contains
authors that have been identified using an Orcid ID, allowing
use as a ground truth for the experiments conducted.

In an attempt to test large language models’ abilities in gen-
eral, we will conduct experiments using three different large
language models. Each individual model will have details
about the amount of parameters it has been trained on. In
general, one can assume that when the same model is trained
on a larger amount of parameters, it can perform better on cer-
tain tasks. However, performance between different models
can deviate while being trained on an equal amount of pa-
rameters [2]. LLMs have a large set of configuration param-
eters that can be adjusted. Experiments are also conducted to
achieve an optimal configuration. There are two parameters
of which we are trying to ascertain their relevance. Firstly,
LLM temperature, which affects the randomness or unpre-
dictability (often intepreted as creativity) of the model [8].
Secondly, we alter the different informative aspects related to
the publications the model can consider. It should be noted
that this study attempts to reason about LLMs ability to dis-
ambiguate author names in a general sense, and there are lim-
itations in terms of the LLM size that we are able to experi-
ment on within reasonable time spent.

Llama2 13B [15], Mistral 7B [7] and Zephyr 7B [16] are
all dialogue-based large language models. Llama2 was devel-
oped as part of a set of models ranging from 7 to 70 billion
parameters by Meta, and is trained on 13 billion parameters.
Mistral is a model trained on 7 billion parameters, and Zephyr
is a fine-tuned version of Mistral 7B using Direct Preference
Optimization, also trained on 7 billion parameters, allegedly
aligning the models output with the users intent to a greater
extent [11]. All three models have similar reasoning and in-
formation extraction capabilities in a general sense, and can
be run on consumer hardware.

When studying effectiveness and accuracy of the approach
proposed in this study, we will use the system described by
Boukhers and Asundi as a baseline to compare against. Both
the new approach as well as the Boukhers and Asundi ap-



proach are implemented within Alexandria3k, and trained,
validated and tested using publication records imported from
CrossRef [6]. The publication records used, have been fil-
tered and are only used in case their corresponding authors
have already been identified using an ORCID iD [5], to use
as a ground truth. Due to the large size of the CrossRef
dataset as a whole, we will run experiments on a 10% sam-
ple of randomly selected publication entries, corresponding
to authors whose ORCID iD has been previously specified.
Alexandria3k supports this operation by default, using the

--sample 'random.random()' < 0.1'

command flag [12]. The sample database is established and
populuated using the following command:

a3k -d populate crossref_sample.db crossref
"April 2022 Public Data File from Crossref/"
--row-selection "work_authors.orcid is not null"
--sample 'random.random() < 0.1'

The experiments are conducted within the Alexandria3k
system. Alexandria3k gives us practical access to publication
record datasets in relational form, and provides an infrastruc-
ture that allows the experiments to easily be reproduced. Ad-
ditional features have been developed for the purpose of this
study to train, validate and test both the Boukhers and Asundi
approach [3] as well as the novel approach described in this
study. The consequential calculation of the precision, recall
and F-score are not features developed within Alexandria3k.
With regards to our measurement statistics for the novel ap-
proach, precision, recall and F-score, we use the following
definitions for true and false positives and negatives.

True Positives (TP) - publication records matched to an-
other publication record with the same real-world author
according to our ground truth.

False Positives (FP) - publication records matched to an-
other publication record with a different real-world au-
thor according to our ground truth.

True Negatives (TN) - publication records not matched to
another publication record with a different real-world
author according to our ground truth.

False Negatives (FN) - publication records not matched to
another publication record with the same real-world au-
thor according to our ground truth.

Using the definitions of true and false positives and neg-
atives, precision, recall and F-score are consequently calcu-
lated as follows.

Precision =
TP

TP + FP

Recall =
TP

FP + FN

Fscore =
2(Precision ∗Recall)

(Precision+Recall)

A perfect approach would score 1.0 on each of the three
above mentioned indicators.

3.1 Approach
As described, we will use several LLMs to disambiguate au-
thor names. Different from previously researched classifica-
tion and clustering approaches, we will use the LLMs abil-
ity to recognize patterns and understand context to ascertain
whether two publication records with identical atomic name
variates, could be written by the same real-world author.

For our purpose, we use a pre-trained transformer model,
that is trained on a vast and diverse dataset consisting of text
from all types of sources. The model is then provided with a
system prompt, containing its operation guidelines (a Zephyr-
based example is shown in Appendix A). These guidelines
include the task at hand: when provided with two publica-
tion records, determine whether these two publication record
could be linked to the same real-world author. It also includes
instructions on how to receive input, as well as in what spe-
cific format to provide answers. The system, when provided
with two publication records, operates according to the fol-
lowing steps. In figure 3, the approach is shown visually.

1. Preparation and pre-processing. Extract relevant infor-
mation from publication records: author first and last
name, co-authors first and last name, journal name, af-
filiated organization name, publication title and article
subjects.

2. Prompting and interpreting output. Present combi-
nations of two publication records to the model and
consequently parsing and mapping its output to a match
or non-match.

3. Log and save. After receiving a positive or negative result
from the model, log and save the result.

4. Repeat. Repeat previous steps until there are no publica-
tion records combinations corresponding to authors left,
repeat the first three steps.

5. Validate and calculate metrics. Validate matches using
the ground truth [5], and calculate the desired metrics.

Figure 3: Diagram of LLM Approach

While the Boukhers and Asundi approach [3] operates on
an entire set of publication records referring to a single atomic
name variate, our LLM based approach makes use of the fact
that in many cases, author first names are known. We separate
the publication records within an atomic name variate set by
their author first name, and present all possible combinations
of publications within that set to the model. Information in-
cluded in the presented publication object is shown in listing
1.



1 {
2 "title": "Author Name Disambiguation

using Large Language Models"↪→

3 "published_year" : "2024",
4 "container_title" : "Electronic

Repository Delft University of
Technology",

↪→

↪→

5 "short_container_title" : "TU Delft
Repository",↪→

6 "publisher": "IEEE",
7 "co_authors" : ["John Doe", "Jane

Doe"],↪→

8 "subjects": ["Computer Science"],
9 "affiliated_organizations": ["TU

Delft"]↪→

10 }

Listing 1: JSON example

3.2 Experimental Setup and Results
To compare both the novel LLM based method and the ex-
isting state-of-the-art deep neural network approach, as de-
scribed in the first paragraph of this section, will use a
10% sample dataset consisting of random publication records
from the CrossRef dataset, with previously identified authors.
This corresponds to roughly 733.000 publication records,
1.112.100 authors and 1.017.143 unique author names. From
this set, we can then use author atomic name variates with
many occurences to compare the methods. An example of
such an atomic name variate is ”Y Zhang”. Table 1 shows
the results of the application of the Boukhers and Asundi ap-
proach on this atomic name variate.

Name variate Publications Precision Recall F-Score

”Y Zhang” 416 0.857 0.857 0.861

Table 1: Results using the Boukhers and Asundi approach on atomic
name variate ”Y Zhang”

The ”Y Zhang” atomic name variate has the most corre-
sponding publication records within the CrossRef dataset, we
will therefore use it as a representative sample in our exper-
iments. In our sample dataset, the ”Y Zhang” name variate
contains 2770 publications. As shown in table 1, only 416 of
those publications are used to test the Boukhers and Asundi
approach. The leftover publications had been used before this
to train and validate the neural network. For the novel LLM
approach, 1161 out of 2770 publications records fulfill all the
requirements in terms of necessary informative attributes to
accurately run the model.

Pre-processing of publication records
An important thing to note, in terms of experiment setup,
is that there are limitations as to what models can reason-
ably be run on consumer hardware. In this specific environ-
ment, experiments will be running on a MacBook Pro (2024)
with 18GB of random access memory. An experiment where

1000 publication combination comparisons are made, takes
approximately 2 hours. One comparison using e.g. Zephyr
on the machinery the experiments where conducted on, takes
roughly 3 to 5 seconds. The developed LLM approach there-
fore executes a number of pre-processing steps to assure only
necessary comparison are done.

1. First name equalization. First names are converted to
lowercase strings, and all spaces and dashes are re-
moved, such that e.g. ”Yi-Quan” and ”Yi Quan” both
become ”yiquan”.

2. Comparison selection. Only publication records with
identical first name entries are compared. This removes
the opportunity to match some publication records that
are actual matches, but is a trade-off made to reduce
computation time.

3. Size reduction. The LLMs that have been used, have a
limited context size of roughly 32000 characters that can
be processed at once. To assure that the proposed pub-
lication combinations do not exceed this context size,
some attributes strings are shortened.

Finding the right configuration
To test for real-world author correspondence when presented
with an author name with n related publication records,

(
n
2

)
comparisons are conducted. Because comparisons are costly
in terms of time and computational power, we attempt to find
a usable configuration using a small yet challenging bench-
mark sample. This sample consists of 3 different publica-
tion sets corresponding to 3 arbitrarily chosen author names
from 3 different author segments. One segment contains pub-
lications with 80% to 100% unique authors, one segment has
a unique-author-to-publication ratio of 40% to 60% and one
segment contains publications all written by the same real-
world author. Author segments considered are limited to 20
publications, given the large increase in comparisons needed
otherwise. We will use the smaller benchmark set to run
experiments and determine an effective LLM configuration
to be used on larger datasets. The arbitrarily chosen au-
thor names for the configuration experiments and their cor-
responding metrics are shown in table 2 . To determine what
configuration suits our purpose best, a number of experiments
was conducted on this smaller benchmark sample of publica-
tions.

Name Unique Authors Publications Comparisons

Yi-Quan Zhang 1 12 66

Yingjie Zhang 6 13 78

Yifan Zhang 17 19 171

Table 2: Benchmark publication sets selected for configuration ex-
periments

In figure 4 the averaged metric results are visible upon al-
tering the LLM temperature parameter, when prompted with
publication records with no informative attributes omitted.
From the figure, one can observe that Llama2 and Zephyr



are quite affected by the temperature parameter, while Mis-
tral obtains quite consistent results. It should also be known
that, the higher the temperature parameter is set, the more
disobedient (i.e. not following system prompt instructions)
Llama2 becomes when providing output. This makes pars-
ing and concluding a match / non-match significantly more
difficult.

In terms of temperature, we propose two strong candidates
for the larger dataset: Mistral with a 0.0 to 0.6 temperature
setting and Zephyr with a 0.6 temperature setting. Both Mis-
tral and Zephyr clearly outperform Llama2 with the exception
of recall in the case of temperature 0.8. Llama2 will, regard-
less of lesser performance, still be taken into consideration in
further experiments.

Figure 4: Average precision, recall and F-score with different LLM
temperatures

In figure 5 the averaged metric results are visible when
omitting certain informative attributes when presenting publi-
cation records to the LLMs. Experiments are conducted while
information is omitted regarding affiliated organizations, sub-

jects, co-authors and publication title. It is important to note
that the described omitting of information is twofold: the ac-
tual informative attributes are removed from the publication
record object, and the relevant system prompt provided to the
LLM is also adjusted such that no instructions remain to pre-
dict based on the omitted attributes.

Figure 5: Average precision, recall and F-score with different infor-
mative attributes omitted

For both Zephyr and Mistral, we can conclude that the ap-
proach benefits from having access to as much relevant at-
tributed information as possible, when comparing publica-
tion records. The results produced by Llama2, indicate that
performance is roughly equal when providing all informa-
tion versus leaving out the publication title. We can therefore
include all publication information in futher experiments on
larger datasets.

Results
With the results of the previous section in mind, three suit-
able candidates for the purpose of author name disambigua-
tion have been selected: Mistral with temp=0.0, Llama2 with



temp=0.0 and Zephyr with temp=0.6. All models are tested
against the baseline approach as described by Boukhers and
Asundi [3]. To compare both approaches, publications cor-
responding to the name variate ”Y Zhang” are tested. It is
important to note that not all publication records include the
necessary information and attributes to be classified using
the LLM approach succesfully, and are therefore not consid-
ered in this comparison. The LLM approach performance
can also be negatively affected by the data pre-processing,
as some (potentially matching) comparisons are discarded in
pre-processing to save time and computational energy.

Figure 6: Precision, recall and F-score with different approaches

The graph shows the results of the two LLM approaches
compared to the existing Boukhers and Asundi approach.
Some of the missed matches by the LLM approach can be
caused by the pre-processing steps. The results clearly show
that overall, Mistral with t=0.0 is the most effective ap-
proach from the three considered candidates, outperforming
the Boukhers and Asundi approach on all three metrics.

4 Responsible Research
Several considerations should be noted for this study in the
context of responsible research. As an established measure,
we will use the Netherlands Code of Conduct for Research
Integrity [1], and discuss the sections relevant to this study.
Further in this section we will also elaborate on general con-
siderations regarding the use of large language model and its
consequences.

In conducting and this writing this study, the Netherlands
Code of Conduct for Research for Research Integrity was fol-
lowed where necessary and possible. Principles originating
from the Code of Conduct that are, according to our knowl-
edge, especially relevant when handling large amounts of data
are: Honesty, Scrupulousness, Transparency and Responsi-
bility. Honesty, Scrupulousness and Transparency have been
assured by thoroughly testing and documenting the methods
used in this study. The research methods used have also been
discussed and assessed by peers within the same research
group.

Responsibility, partially defined as ”acknowledging the
fact that a researcher does not operate in isolation and hence
taking into consideration - within reasonable limits - the le-
gitimate interests of human and animal test subjects, as well
as those of commissioning parties, funding bodies and the en-
vironment” [1]. To discuss this principle we focus mainly the
human authors affiliated to the publication. In general, the
data used in this study is publicly available and has also been
published by the authors behind the publications with public
availability in mind. For these publications, disambiguating
their respective authors does not conflict with their intentions
and should therefore cause no harm. There is an additional
group of authors to be considered. Part of the reason author
name disambiguation is necessary, is due to authors publish-
ing books or articles under different names, with the intention
to remain anonymous. Relating these publications to their
respective real-world authors, causes this anonymity to van-
ish, and could therefore be harmful for the respective author.
The approach described in this study, however, is largely in-
effective on publications where no additional data regarding
co-authors and affiliated organizations is provided. It should
therefore not interfere with authors publishing with the inten-
tion to remain anonymous.

5 Discussion
The outcomes of the several experiments conducted, show
that LLMs are a suitable candidate to solve the problem of
author name disambiguation. It can, additionally, serve as a
useful addition to an existing approach. For example, when
working with a neural network approach, entries that have
been classified with a confidence score below a certain thresh-
old can be post-processed and classified using the LLM ap-
proach. Existing neural network approaches also tend to be
ineffective when attempting to classify author entries with no
previous work [3]. The LLM approach is not affected by an
author having no previous data, and will most likely output
a (correct) non-match when comparing with authors that are
well represented in a dataset. On top of that, our experiments
have shown that even on its own, LLMs are very suitable tools
to disambiguate author names, surpassing the state-of-the-art
approach in terms of precision, recall and F-score.

5.1 Implementation
Part of the goal of this study, alongside researching the ca-
pabilities of LLMs when it comes to disambiguating author
names, is expanding the Alexandria3k package. While the
approach described in this study can definitely be a valuable
addition to the system, there are some caveats. One of the
strengths of Alexandria3k, is that any user is able to down-
load and run it on their personal machine. The procedures
involving running LLMs locally on ones personal computer,
have certain hardware requirements that can simply not (yet)
be fulfilled by any standard laptop or PC, and when these re-
quirements are fulfilled, disambiguating a single atomic name
variate takes roughly 2 hours per 1000 comparisons. This
causes limitations in implementability, though still within the
realm of hardware available to consumers. A positive aspect,
however, is that the LLMs used are pre-trained. It does there-
fore not require a large dataset to train e.g. a neural network.



The minimum dataset size to (effectively) apply the LLM ap-
proach is merely two publication records. This can be a ben-
efit in the context of Alexandria3k as well, given that the ap-
proach can be used regardless of imported dataset size. An-
other solution to this issue could be to create a dataset of dis-
ambiguated publication records, and share this dataset online
as a reference and additional datasource that can be imported
using Alexandria3k.

5.2 Limitations
Similar to other approaches, the LLM approach performs
poorly when handling cases where e.g. two publication
records have ambiguous co-authors. However, these occur-
rences are rare.

Another limitation of the LLM approach is that, as shown
in the experiments, its performance reduces significantly
when certain informative attributes are missing. It should
be noted that more additional informative attributes could be
added to the LLM prompts, to reduce the effect of incidental
missing attributes.

As discussed in earlier sections, every LLM comparison is
costly in terms of time. We therefore do not necessarily have
the luxury of comparing every possible combination of pub-
lication records. This limitation can partially be countered by
pre-processing and pre-selecting likely matches as compari-
son candidates.

6 Conclusions and Future Work
Based on the results and considerations described in this
study, we conclude that large language models are a very vi-
able option to solve the problem of author name disambigua-
tion. The LLM approach outperforms a state-of-the-art neural
network based approach described by Boukhers and Asundi
[3], and has very high precision, recall and F-score in general
sense. Specifically Mistral 7B shows extremely promising
results, outperforming the Boukhers and Asundi approach on
all metrics, while being a relatively small LLM. Further re-
search is recommended to evaluate whether using a larger (or
smaller) LLM can increase precision, recall and F-score even
more.

In the previous section, some limitations in terms of perfor-
mance of the approach are discussed, as well as some prac-
tical advantages over other approaches. We conclude that
LLMs present a practical and unique means to disambiguate
author names, and a valuable addition to the already large
ecosystem of solutions. The LLM approach excels specifi-
cally in terms of precision, recall and F-score, as well as the
ability to operate with no threshold in terms of dataset size.

6.1 Future work
In this study the LLM approach was outlined, and has shown
promising results. In this section some potential ways to im-
prove the approach are discussed.

Pre-processing and pre-selection of candidates
Due to the costly nature of a publication comparison, the ap-
proach can benefit greatly from more effective pre-processing
and selection of match-candidates. A rough implementation

to do so is outlined in this study (essentially equalizing au-
thor first names and only comparing combinations with equal
first name entries), but a lot of potential matches are still not
covered using this approach (e.g. publication records where
the first name is incorrect or only the first letter of the first
name is provided). On top of that, the attributes gathered to be
added to the prompt could be extended. Plenty of information
regarding the publications is available within Alexandria3k,
and it could very well be that more informative attributes in-
crease the chance of an accurate author match.

LLM configuration parameters
In this study we have conducted experiments with different
temperature parameters. It should be noted that temperature
is not the only configurable parameter for LLMs, and that
only one system prompt was used to run the experiments. The
approach could potentially benefit from other parameter ad-
justments or a different system prompt.

LLMs trained specifically on scientific publication
datasets
For the purpose of this study, we have used generic, readily
available models that are operable on consumer hardware. It
should be noted that models also exist, that are trained specif-
ically to harbor reasoning and knowledge surrounding scien-
tific publications. Examples are BLOOM, a 176B parameter
model [19], and Galactica [14], both large language models
specifically trained for the purpose of science. These models
could inherently know more about the publications proposed
to them, and match more accurately.

Chain of thought prompting
Except for the use of a system prompt, no advanced tech-
niques have been used to improve the prompting sequences.
One technique that has shown to improve result accuracy in
other applications, is so-called chain of thought prompting.
It essentially revolves around prompting step by step, while
using examples, to help the LLM understand the desired out-
put [18]. Techniques as such could potentially improve the
accuracy of the LLM approach.

A LLM Model Configuration
FROM zephyr:latest
TEMPLATE """{{- if .System }}
<|system|>
{{ .System }}
</s>
{{- end }}
<|user|>
{{ .Prompt }}
</s>
<|assistant|>
"""
SYSTEM """
As an author name disambiguation assistant,
your task is to determine if two given
publications could possibly be authored by
the same real-world author. Upon receiving
information about two publications, consider
the following criteria for your analysis:



1. Publication Topics: Check if there is an
overlap in the topics of the two publications.
Even a general overlap can indicate the same
authorship.

2. Co-Author Names: Look for any overlapping
full names of co-authors in both publications.
If there is at least one common co-author,
answer 'YES'. This is a strong indication of
the same author.

3. Fields of Study: If the publications are
related in their fields of study, this could
also suggest the same authorship.

4. Affiliated Organizations: Overlapping
affiliated organizations in both publications
can be a sign of the same real-world author.

Based on these criteria, provide a response
of 'YES' if you determine potential same
authorship, or 'NO' if otherwise. Please
restrict your answer to only 'YES' or 'NO'
to avoid confusion.
"""
PARAMETER temperature 0.6
PARAMETER stop "<|system|>"
PARAMETER stop "<|user|>"
PARAMETER stop "<|assistant|>"
PARAMETER stop "</s>"
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[4] FERREIRA, A. A., GONÇALVES, M. A., AND LAEN-
DER, A. H. F. A Brief Survey of Automatic Methods
for Author Name Disambiguation. SIGMOD Record 41,
2 (2021).

[5] HAAK, L. L., FENNER, M., PAGLIONE, L., PENTZ,
E., AND RATNER, H. ORCID: A system to uniquely
identify researchers. Learned Publishing 25, 4 (10
2012), 259–264.

[6] HENDRICKS, G., TKACZYK, D., LIN, J., AND
FEENEY, P. Crossref: The sustainable source of
community-owned scholarly metadata. Quantitative
Science Studies 1, 1 (2 2020), 414–427.

[7] JIANG, A. Q., SABLAYROLLES, A., MENSCH, A.,
BAMFORD, C., CHAPLOT, D. S., CASAS, D. D. L.,
ET AL. Mistral 7B.

[8] JIANG, Z., ARAKI, J., DING, H., AND NEUBIG, G.
How Can We Know When Language Models Know?
On the Calibration of Language Models for Question
Answering.
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