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Abstract
Fine-grained urban flow inference (FUFI), which
involves inferring fine-grained flow maps from
their coarse-grained counterparts, is of tremendous
interest in the realm of sustainable urban traf-
fic services. To address the FUFI, existing solu-
tions mainly concentrate on investigating spatial
dependencies, introducing external factors, reduc-
ing excessive memory costs, etc., – while rarely
considering the catastrophic forgetting (CF) prob-
lem. Motivated by recent operator learning, we
present an Urban Neural Operator solution with
Incremental learning (UNOI), primarily seeking to
learn grained-invariant solutions for FUFI in addi-
tion to addressing CF. Specifically, we devise an
urban neural operator (UNO) in UNOI that learns
mappings between approximation spaces by treat-
ing the different-grained flows as continuous func-
tions, allowing a more flexible capture of spatial
correlations. Furthermore, the phenomenon of CF
behind time-related flows could hinder the capture
of flow dynamics. Thus, UNOI mitigates CF con-
cerns as well as privacy issues by placing UNO
blocks in two incremental settings, i.e., flow-related
and task-related. Experimental results on large-
scale real-world datasets demonstrate the superior-
ity of our proposed solution against the baselines.

1 Introduction
In the development of smart cities [Zheng et al., 2014], study-
ing fine-grained urban flow is crucial for providing accu-
rate warnings in specific traffic situations such as conges-
tion [Zhou et al., 2020; Liang et al., 2022; Yu et al., 2023].
However, obtaining data at a spatially fine-granularity (FG) is
not conducive to urban environments, as it requires deploying
a (prohibitively) large number of sensing devices to cover a
citywide landscape [Liang et al., 2019]. In contrast, acquir-
ing coarse-grained (CG) data is much simpler. Hence, fine-
grained urban flow inference (FUFI) from CG observations
has become an essential task for urban planners. In practice,
solving FUFI can significantly alleviate the burden associated

∗Corresponding author (Li Huang)

with deploying massive piezoelectric sensors and loop detec-
tors on road segments.

Typically, FUFI can be viewed as a mapping problem
that transforms data from a space with low information
content into a more informative space [Liang et al., 2019;
Ouyang et al., 2020]. Motivated by the successful methods of
image super-resolution (SR) in computer vision (CV) [Dong
et al., 2015; Lim et al., 2017], the first convolutional neu-
ral network (CNN)-based FUFI framework named UrbanFM
was proposed in [Liang et al., 2019], with a primary focus on
addressing spatial correlations between coarse-grained and
fine-grained maps as well as the complexities introduced by
external factors. Grounded in the concept of UrbanFM, recent
works enhanced FUFI accuracy by exploring spatial depen-
dencies [Liang et al., 2020; Zhou et al., 2021], inferring on a
large scale [Ouyang et al., 2020], and mitigating catastrophic
forgetting [Yu et al., 2023]. Although these novel methods
have achieved remarkable results, there are still some chal-
lenges that have not been resolved yet.

In practice, urban flow maps usually exhibit intricate pat-
terns and structures with varying complexities at different
scales. Existing efforts are based on the CG map and tar-
get FG map with the view of super-resolution rules, directly
learning a mapping function between them, which is natu-
rally scale sensitive [Liang et al., 2019; Zhou et al., 2021].
Since these models lack affluent exploration and adaptation
to diverse scales, this hinders the models’ ability to capture
nuanced spatial relationships and patterns present in urban
flow maps across various scales, resulting in the learned neu-
ral network not generalizing well to different scales of maps
beyond the map size of the training data and even yielding
unstable training. Some recent ODE-based solutions (e.g.,
FODE [Zhou et al., 2020]) can partially solve the instabil-
ity problem in FUFI – however, by relying on overly com-
plex function solving, we find that they still face the gradient-
exploding problem. We consider that exploring the learning
of scale-invariant mappings with rich structures and patterns
within spatial domains from a more flexible space rather than
directly from the data space itself is worthy of investigation.

In addition, a FUFI system usually needs to handle sequen-
tially arriving datasets/tasks. Prior studies primarily strive to
either build an isolation model – which, essentially, will re-
train the whole model with a newly acquired FUFI dataset;
or rely on a fine-tuned approach, – which is to continually
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update the parameters of the model trained on the previ-
ous dataset. However, recursively retraining the model for
each newly coming dataset leads to a lack of insights from
the previously learned knowledge, i.e., catastrophic forget-
ting (CF) [Kirkpatrick et al., 2017]. In fine-tuning manners,
one could initially preserve old knowledge from the learned
model, which can further boost the learning of the new task.
However, due to the back-propagation impact, the old knowl-
edge would also be forgotten with the constant process of
fine-tuning. [Yu et al., 2023] follows the rule of continual
learning and builds a replay buffer to maintain the old knowl-
edge behind the retained samples from the old datasets, pro-
viding a new perspective that the old knowledge can enhance
the learning of newly arrived tasks/datasets. Nevertheless, we
argue that such a manner could be impractical in various real-
world FUFI contexts. For instance, due to privacy concerns,
we could not have the right to access the previous datasets
after model training, failing to bind/transfer old knowledge to
new tasks. Hence, how to tackle the privacy concern in addi-
tion to CF becomes another urgent issue in the FUFI problem.

To remedy the above concerns, this study presents a novel
Urban Neural Operator solution with Incremental learn-
ing (UNOI). Specifically, we draw inspiration from the
discretization-invariant capabilities of recent neural opera-
tors (NO) and their successful application in super-resolution
tasks [Wei and Zhang, 2023], and propose an Urban Neu-
ral Operator (UNO) that extends NO to capture grained-
invariant features from the original CG flow map as a sup-
plementary for the input of the urban flow inference mod-
ule. Unlike the original Neural Operator (NO) methods, UNO
focuses on learning mappings between two approximation
spaces of continuous functions. In addition, with the CF is-
sue in mind, we operate our UNO in an incremental learning
manner with two incremental settings, primarily seeking to
transfer old knowledge to the new task/dataset. Specifically,
to consider the time-dependent relationship between neigh-
boring temporal flows, we propose a flow-related incremen-
tal enhancement method for individual task learning, aiming
at mitigating the CF problem in a single task. To address
the concerns related to data privacy when handling a series
of FUFI tasks/datasets, we propose a task-related incremen-
tal enhancement method for sequential task learning. In this
procedure, we do not need to build additional replay buffers
to enforce the model to remember the old knowledge. In-
stead, our solution is a data-free paradigm, which treats the
earlier trained model as the old knowledge carrier rather than
retaining connections to real-world old samples. Our main
contributions are summarized as follows:

• We devise an urban neural operator (UNO) to generate
grained-invariant solutions for addressing the FUFI task by
following the rule of recent operator learning, yielding a
more reliable and effective manner of flow inference.

• We extend UNO to UNOI with two incremental enhance-
ment methods to address the catastrophic forgetting prob-
lem as well as privacy concerns. To the best of our knowl-
edge, this is the first attempt to alleviate the CF issue with
a data-free view in handling a series of FUFI tasks.

• We conduct extensive experiments on four real-world

datasets/tasks to demonstrate that UNOI not only outper-
forms the baselines but also offers a more date-free manner
to mitigate the CF problem in sequential task learning.

2 Preliminaries and Problem Statement
We first introduce the technical foundation of neural operators
(NO), followed by the specific problem that UNO aims to
address, and end with the task statement of FUFI.
Neural Operators. Neural operators (NO) are designed to
learn mappings between infinite-dimensional function spaces
based on a finite set of observed input-output pairs, which are
widely employed to generate discretization-invariant solu-
tions for a family of partial differential equations (PDEs) [Li
et al., 2020c; Li et al., 2020b; Li et al., 2020a; Kovachki et
al., 2023]. Suppose we have: (1) R𝑑𝑎 -valued input functions
𝑎 ∈ A defined on a bounded domain 𝐷𝑎 ⊂ R𝑑𝑎 ; and (2) out-
put functions 𝑢 ∈ U which are R𝑑𝑢 -valued and defined on a
bounded domain 𝐷𝑢 ⊂ R𝑑𝑢 . Building on the concept of the
Green’s Function [Greenberg, 2015], the general formula for
the NO framework can be described as follows:

ℎ0 (𝑥) = L(𝑎(𝑥)), (1)

ℎ𝑙+1 (𝑥) = 𝜎(𝑊𝑙ℎ𝑙 (𝑥) +
∫
𝐷𝑙

𝑘
(𝑙)
𝜙
(𝑥, 𝑦)ℎ𝑙 (𝑦)𝑑𝑦), (2)

𝑢(𝑥) = P(ℎ𝐿 (𝑥)). (3)

L : R𝑑𝑎 ↦→ R𝑑ℎ0 in Eq. (1) represents the Lifting mapping,
which aims at mapping the input function to its first hid-
den representation: {𝑎 : 𝐷 → R𝑑𝑎 ↦→ ℎ0 : 𝐷 → R𝑑ℎ0 }.
Typically, 𝑑ℎ0 is greater than 𝑑𝑎, indicating that this opera-
tion serves as a channel expansion step. The Iterative Ker-
nel Integration in Eq. (2) involves a local linear operator
𝑊𝑙 ∈ R𝑑ℎ𝑙+1×𝑑ℎ𝑙 and a Kernel Integral operator (K𝑙 (ℎ𝑙)) (𝑥) =∫
𝐷𝑙
𝑘
(𝑙)
𝜙
(𝑥, 𝑦)ℎ𝑙 (𝑦)𝑑𝑦, used to map each hidden representa-

tion to the next one: {ℎ𝑙 : 𝐷𝑙 → R𝑑ℎ𝑙 ↦→ ℎ𝑙+1 : 𝐷𝑙+1 →
R𝑑ℎ𝑙+1 }, while maintaining spatial continuum. 𝜎 denotes the
activation function. P in Eq. (3) denotes a point-wise func-
tion for Projecting the final hidden representation to the out-
put function: {ℎ𝐿 : 𝐷′ → R𝑑ℎ𝐿 ↦→ 𝑢 : 𝐷′ → R𝑑𝑢 }.
Problem Statement. A coarse-grained flow map 𝑿 with
size 𝐻 × 𝑊 can be defined as a vector-valued function 𝑣 in
Hilbert space H with bounded domain 𝐷𝐻×𝑊 → R+. To ob-
tain the fine-grained flow map X, UNO aims to learn an urban
neural operator GΘ between two H -spaces associated with
coarse-grained (𝐷 𝐼×𝐽 ) and its arbitrary fine-grained (𝐷NI×NJ)
domains, respectively:

GΘ : H(𝐷 𝐼×𝐽 ) ↦→ H(𝐷NI×NJ), (4)

where 𝑁 ∈ Z+ is upscaling factor. We can access the cell-wise
function values of 𝑣 at the coordinates (cells) {𝑥𝑖}𝐻×𝑊

𝑖=1 ⊂
𝐷, where 𝑥𝑖 ∈ 𝑿. Typically, we can regard cell flow
𝑥𝑖 as “snapped” at the central point of a cell in a grid-
based map [Hershberger, 2013]. By doing so, we transfer
the infinite-dimensional function mapping problem to learn
the mapping between two approximation spaces with finite-
dimension and continuous functions:

GΘ : {𝑣(𝑥𝑖)}𝐼×𝐽𝑖=1 ↦→ {𝑢(x 𝑗 )}NI×NJ
𝑗=1 , (5)
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Hglobal
<latexit sha1_base64="HIFikzbKC++GKO4IbeemIIY9Zfs=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0mkqMeilx4r2A9oQ9hsN+3SzSbsTool5J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5QSK4Bsf5tkobm1vbO+Xdyt7+weGRfXzS0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtM7ud+d8qU5rF8hFnCvIiMJA85JWAk37abfjYA9gSZiCkRee7bVafmLIDXiVuQKirQ8u2vwTCmacQkUEG07rtOAl5GFHAqWF4ZpJolhE7IiPUNlSRi2ssWl+f4wihDHMbKlAS8UH9PZCTSehYFpjMiMNar3lz8z+unEN56GZdJCkzS5aIwFRhiPI8BD7liFMTMEEIVN7diOiaKUDBhVUwI7urL66RzVXOva/WHerVxV8RRRmfoHF0iF92gBmqiFmojiqboGb2iNyuzXqx362PZWrKKmVP0B9bnD0ZrlBc=</latexit>

Hlocal

<latexit sha1_base64="nQsX9L/lq/3dlYfgFTiVm5DZ8sE=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZpaEEL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj+7nfGqPSPJaPZpKgH9GB5CFn1FipPu4VS27ZXYCsEy8jJchQ6xW/uv2YpRFKwwTVuuO5ifGnVBnOBM4K3VRjQtmIDrBjqaQRan+6OHRGLqzSJ2GsbElDFurviSmNtJ5Ege2MqBnqVW8u/ud1UhPe+lMuk9SgZMtFYSqIicn8a9LnCpkRE0soU9zeStiQKsqMzaZgQ/BWX14nzauyd12u1Cul6l0WRx7O4BwuwYMbqMID1KABDBCe4RXenCfnxXl3PpatOSebOYU/cD5/AOYfjQM=</latexit>v

p1

p2

p3

Figure 1: Overview of UNO.

where x 𝑗 ∈ X and the vector-valued functions of CG and FG
spaces are 𝑣 ∈ H (𝐷 𝐼×𝐽 ) and 𝑢 ∈ H (𝐷NI×NJ), respectively.

Task Statement. In traditional approaches to solving the
FUFI problem [Liang et al., 2020; Zhou et al., 2020; Liang
et al., 2021], the learning model commonly relies on com-
plete urban flow data. For example, we could obtain years
of urban flows and feed them into the learning system all at
once. As claimed in [Yu et al., 2023], such a paradigm be-
longs to offline learning. In contrast, we focus on solving the
FUFI problem in an incremental learning manner, assuming
the previously used flow data is not available due to privacy
concerns. Formally, given a sequence of chronological urban
flow datasets, we learn new (e.g., year 𝑡) knowledge incre-
mentally with the help of old (e.g., year (𝑡 − 1)) knowledge,
without having to revisit the actual previous urban flows,
where handling each year’s flow maps can be treated as an
individual task (e.g., task 𝑡).

3 Urban Neural Operator
As Fig.1 shows, while keeping the neural operator in mind,
our UNO adopts an encoder-processor-decoder architecture.
The encoder (i.e., Lifting Encoder) corresponds to the Lift-
ing mapping; the processor (i.e., Contextual Processor) en-
compasses Interactive Kernel Integration and additional En-
vironmental Extractor; and the decoder (i.e., Spatial Con-
straint Decoder) is responsible for simply getting us back to
the space of the output function – all of which we detail next.

3.1 Lifting Encoder (LE)
In contrast to the traditional neural operators from PDEs that
employ a simple function such as a multi-layer perception
(MLP) to lift the input scale, our devised LE E𝜓 in UNO is re-
sponsible for lifting the input space into a higher-dimensional
latent space, which helps the model capture structural interac-
tions and basis functions from the coarse-grained flow maps,
enhancing the capacity to handle complexly implicit interac-
tions behind the urban flow volumes. For LE architecture,

we employ two CNN layers at the head and tail of E𝜓 , se-
quentially connected by several residual blocks. Each resid-
ual block comprises two CNN layers connected by an activa-
tion layer, and the input features are added to the final output.
In this manner, increasing layers rather than feature channels
not only enhances model performance but also reduces mem-
ory cost(cf. [Lim et al., 2017]). Recall Eq.(1) – now we use
E𝜓 to handle each input flow map 𝑿 as the lifting operation
in NO, which can be briefly defined as follows:

ℎ0 (𝑿) = E𝜓 (𝑣({𝑥𝑖}𝐼×𝐽𝑖=1 )). (6)

We will feed the output of Eq.(6) into Contextual Processor.

3.2 Contextual Processor (CP)
CP mainly contains two layers: the Spatial Kernel Integral
attempts to capture structural interactions from a spatial per-
spective, and the Environmental Extractor strives to incorpo-
rate multiple factual bases that could affect flow dynamics.

Spatial Kernel Integral. Recent works discussed various
possible forms for implementing the kernel integral opera-
tor, such as graph neural networks [Li et al., 2020c; Li et al.,
2020b], Fourier transformations [Li et al., 2020a], attention-
based [Kovachki et al., 2021; Cao, 2021; Li et al., 2022], etc.
In contrast, we employ linear Galerkin-type attention with-
out Softmax [Cao, 2021], which has an approximation capac-
ity comparable to a Petrov-Galerkin projection [Reddy, 2013]
under a Hilbertian setup [Cao, 2021] and is also effective in
capturing structural interactions in the spatial domain [Li et
al., 2022]. In Galerkin-type attention, the latent representa-
tion is interpreted column-wise, where each column repre-
sents a basis, in contrast to conventional row-wise attention.
Specifically, it can be formulated as:

Att(ℎ𝑙) = 𝑄(LN(𝐾)T · LN(𝑉))/𝑛, (7)

where ℎ𝑙 ∈ R(𝐼 𝐽 )×𝑑ℎ and ℎ0 = ℎ0 (𝑿). Similar to standard
Transformer [Vaswani et al., 2017], 𝑄, 𝐾 and 𝑉 are the latent
representations calculated by multiplication with three train-
able projection matrices 𝑊𝑄, 𝑊𝐾 and 𝑊𝑉 ∈ R𝑑ℎ×𝑑ℎ , respec-
tively, i.e., 𝑄 = 𝑋𝑊𝑄, 𝐾 = 𝑋𝑊𝐾 and 𝑉 = 𝑋𝑊𝑉 ∈ R(𝐼 𝐽 )×𝑑ℎ .
And LN(·) represents the layer normalization.

More importantly, we use the results of 𝐴𝑡𝑡 (ℎ𝑙) to replace
𝑘
(𝑙)
𝜙
(𝑥, 𝑦)ℎ𝑙 (𝑦)𝑑𝑦 in Eq. (2). In UNO, 𝑿𝑙 = {ℎ𝑙 (𝑥𝑖)}𝑑ℎ𝑖=1, each

item ℎ𝑙 (𝑥𝑖) is column-wise component. Moreover, we in-
troduce a nonlinear feedforward neural network (FFN) with
residual concatenation inside to enrich the bases in 𝑄, 𝐾 , and
𝑉 (cf. [Cao, 2021]). Hence, the iterative kernel integral spec-
ified in Eq. (2) can be rewritten as:

ℎ𝑙+1 (𝑥) = ℎ𝑙 (𝑥) + FFN(𝐴𝑡𝑡 (ℎ𝑙 (𝑥)) + ℎ𝑙 (𝑥)), (8)

𝐴𝑡𝑡 (ℎ𝑙 (𝑥)) =
𝑑ℎ∑︁
𝑗=1

𝑑ℎ∑︁
𝑚=1

〈
𝑣 𝑗 , 𝑘𝑚

〉
𝑞𝑚 (𝑥), (9)

where
〈
𝑣 𝑗 , 𝑘𝑚

〉
= (𝐾𝑇𝑉)𝑚𝑗 . The iterative kernel integration

helps capture the relationship between the input and output,
and progressively approximates the target function at differ-
ent scales. Thus, the output ℎ𝐿 ({x 𝑗 }𝐼×𝐽𝑗=1 ) is approximately
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mapped to the target FG space H(𝐷NI×NJ). Since the input
ℎ0 ({𝑥𝑖}𝐼×𝐽𝑖=1 ) only possesses 𝐼 × 𝐽 points, it approximates the
mapping to 𝐼×𝐽 points in the FG space, which is less than the
exact number NI×NJ of points in the FG space. More specif-
ically, considering the spatial constraint between CG and FG
maps, each point in the CG space corresponds to 𝑁 × 𝑁 sub-
regions of the approximate space of FG. Therefore, we can
approximate each point in ℎ𝐿 ({x 𝑗 }𝐼×𝐽𝑗=1 ) to the value of the
central point of each subregion. We use a map injection op-
eration ( 𝑓 ) on the output ℎ𝐿 ({x 𝑗 }𝐼×𝐽𝑗=1 ) based on the points’

coordinates {x𝑚𝑛}NI,NJ
𝑛=1,𝑚=1 in the FG map to reconstruct the

value around x 𝑗 , 𝑗 = 1, · · · , 𝐼 × 𝐽:

ℎ̂𝐿 ({x 𝑗 }NI×NJ
𝑗=1 ) = 𝑓 (ℎ𝐿 ({x 𝑗 }𝐼×𝐽𝑗=1 ), {x𝑚𝑛}

NI,NJ
𝑛=1,𝑚=1). (10)

Environmental Extractor. Our Environmental Extractor
strives to augment the learned features by incorporating mul-
tiple factual grounds, which include three phases (P1-P3):

(P1) Static Facts Encoding: With the same settings as in
UrbanFM [Liang et al., 2019], we utilize several distinct em-
bedding layers to embed continuous (e.g., temperature, wind
speed, etc.) and categorical features (e.g., weather, the day
of the week, etc.) into low-dimensional vectors. Specifically,
for continuous features, we directly concatenate their values
to form the continuous external vector 𝑒con. For categorical
features, we utilize separate embedding layers and then con-
catenate those embeddings to construct the categorical vector
𝑒cat. The final external factor is given by 𝑒 = 𝑒con ⊕ 𝑒cat. In
the end, we employ dense layers to transform it into the same
function space as ℎ̂𝐿 (x), denoted as 𝑒(x).

(P2) Spatial Relation Augmentation: We first concatenate
ℎ̂𝐿 (x) and 𝑒(x) and then adopt two distinct blocks for local
and global features, respectively: local relation block (LRB)
and global relation block (GRB). In LRB, we initially slice
the input into a set of disjoint sub-spaces with size 𝑁 × 𝑁 ,
leading to 𝐼 × 𝐽 sub-regions in total. Each sub-space is then
fed to a learning backbone with two CNN layers followed
by an independent component layer [Chen et al., 2019]. Re-
garding GRB, we directly feed the input to the backbone,
which has the same structure as the extraction backbone in
LRB but with different kernel sizes in the CNN layers. Con-
sequently, we concatenate the resulting two feature maps
𝐻 = {𝐻local, 𝐻global}.

(P3) Temporal Dynamic Convolution: In order to capture
the influence of the temporal factor on the urban flow distri-
bution, we introduce a time-related block consisting of 𝐾 in-
dependent CNN layers, where 𝐾 is the number of time spans
in a day. Subsequently, we feed 𝐻 into the CNN layer corre-
sponding to its specific time span.

3.3 Spatial Constraint Decoder
After we obtain the feature map from the approximate fine-
grained space, we directly feed the output of the CP to an 𝑁2

– Normalization layer, used to obey the spatial constraint (cf.
UrbanFM [Liang et al., 2019]). Hence, the training objective
of UNO is the commonly used mean squared error (MSE)
between the inferred flow map X̃ and the ground truth X:

L(Θ) = | |X̃ − X | |2. (11)

4 UNO with Incremental Enhancement
Due to the inherent CF issue in tackling a series of FUFI
tasks, we introduce two incremental enhancements that allow
UNO to handle time-dependent flows more flexibly in indi-
vidual task training and sequential task learning, respectively.

4.1 Individual Task Training in Incremental
Given a task 𝑡 (𝑡 ≥ 1), we have access to current urban
flow data D𝑡 , which is also ordered over time, e.g., D𝑡 =

{𝑿𝑡1, 𝑿
𝑡
2, · · · }. Usually, existing solutions randomly select a

batch of flow maps for model optimization, denoted as:

Θ+
𝑡 = Θ𝑡 − 𝛼∇Θ𝑡

LI𝑡 (Θ𝑡 ), (12)

where 𝐼𝑡 ∈ D𝑡 is a batch of selected urban flow pairs. How-
ever, they ignore the time-dependent relationship between
these flow maps. For instance, the current flow at 𝜏 is nat-
urally related to the previous 𝜏 − 1, yielding the CF issue
throughout current urban flows. To address this, we introduce
a flow-related incremental enhancement method for each in-
dividual task. Given a batch of randomly selected flow pairs
I𝑡 , we further select a portion of I𝑡 (denoted as I𝜏𝑡 ) with
a sampling rate 𝜂, where 𝜏 reports each input-target pair’s
timestamp. In the optimization, we feed coarse-grained flow
maps at 𝜏 − 1 to the model and treat their predictions as the
ground truth of I𝜏𝑡 at 𝜏, aiming at transferring the old knowl-
edge in I𝜏−1

𝑡 to I𝜏𝑡 . Notably, we use I ′𝜏
𝑡 instead of I𝜏𝑡 for

clarity. Hence, the above Eq.(12) can be rewritten as follows:

Θ+ = Θ − 𝛼∇Θ (LI/I𝜏 (Θ) + LI′𝜏
𝑡
(Θ)). (13)

In implementation, we set 𝜂 = 0.25 to avoid excessive inter-
ference with new knowledge acquisition.

4.2 Sequential Task Learning in Incremental
After we have trained the task 𝑡 − 1 and obtained an opti-
mal model Θ∗

𝑡−1, we strive to use Θ∗
𝑡−1 to handle the new

urban flow dataset, i.e., D𝑡 . Motivated by recent con-
tinual learning paradigms [Lopez-Paz and Ranzato, 2017;
Buzzega et al., 2020], a pioneering work [Yu et al., 2023]
attempts to build a memory buffer that selectively preserves
some of the old samples from the previous datasets to main-
tain the old knowledge for new task learning. However, we
consider the settings where any previous datasets (i.e., D<𝑡 )
are currently not available due to privacy concerns, which
renders the current solutions inapplicable. Fortunately, recent
zero-shot learning solutions [Nayak et al., 2019; Gao et al.,
2023] have shown that we can acquire old knowledge from
previously trained models rather than retaining connections
to old samples. However, they still rely on previous targets to
help reconstruct old samples, which is impractical for FUFI.
The reason for this is that the target (i.e., the FG flow map) al-
ready implies coarse-grained flows of different granularities.
It is impractical to preserve diverse fine-grained flow maps
due to information leakage and memory costs.

To this end, we propose a task-related incremental en-
hancement method for sequential task learning. Motivated by
recent pseudo-labeling resolutions [Troisemaine et al., 2023],
we feed the coarse-grained flow maps in the task 𝑡 to Θ∗

𝑡−1.
After that, we obtain pseudo-fine-grained flow maps, which
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task-1 task-2 task-3 task-4
MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE

SRCNN 18.464 2.491 0.714 21.270 2.681 0.689 23.184 2.829 0.727 14.730 2.289 0.665
ESPCN 17.690 2.497 0.732 20.875 2.727 0.732 22.505 2.862 0.773 13.898 2.228 0.711
VDSR 17.297 2.213 0.467 21.031 2.498 0.486 22.372 2.548 0.461 13.351 1.978 0.411
DeepSD 17.272 2.368 0.614 20.738 2.612 0.621 22.014 2.739 0.682 15.031 2.297 0.652
SRResNet 17.338 2.457 0.713 20.466 2.660 0.688 21.996 2.775 0.717 13.446 2.189 0.637
UrbanFM 16.372 2.066 0.335 19.548 2.284 0.328 21.243 2.398 0.336 12.744 1.850 0.311
DeepLGR 17.125 2.103 0.339 21.217 2.386 0.350 23.563 2.497 0.351 13.390 1.916 0.345
FODE 16.473 2.142 0.403 19.884 2.377 0.395 21.425 2.490 0.417 12.840 1.947 0.396
UrbanODE 16.342 2.135 0.406 19.648 2.357 0.394 21.177 2.460 0.408 12.668 1.929 0.391
UrbanPy 16.082 2.026 0.329 19.025 2.232 0.318 20.810 2.333 0.313 12.336 1.810 0.304
CUFAR 14.991 1.952 0.306 18.259 2.186 0.301 19.309 2.243 0.289 11.681 1.758 0.288

UNO 14.691 1.927 0.297 17.722 2.148 0.290 19.072 2.217 0.279 11.514 1.736 0.276
UNO+ 14.464 1.900 0.285 17.756 2.133 0.283 18.854 2.194 0.274 11.564 1.732 0.272

Table 1: Performance comparison on four TaxiBJ datasets when using the single-task protocol.

task-2 task-3 task-4
MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE

fin
e-

tu
ne

UrbanFM 19.162 2.257 0.322 20.499 2.341 0.325 12.285 1.814 0.314
DeepLGR 20.571 2.336 0.334 21.845 2.427 0.345 12.820 1.858 0.318
FODE 19.251 2.323 0.379 20.511 2.410 0.387 12.414 1.895 0.369
UrbanODE 19.070 2.302 0.371 20.275 2.375 0.372 12.182 1.862 0.361
UrbanPy 18.822 2.208 0.317 20.117 2.293 0.314 12.088 1.800 0.307
CUFAR 17.746 2.151 0.293 18.915 2.219 0.287 11.486 1.745 0.290

UNO 17.407 2.121 0.287 18.794 2.199 0.280 11.258 1.716 0.275

in
cr

em
en

ta
l

UrbanFM 18.477 2.215 0.312 19.809 2.290 0.314 11.919 1.778 0.302
DeepLGR 19.202 2.292 0.342 19.892 2.331 0.330 11.977 1.819 0.314
FODE 18.799 2.297 0.370 20.012 2.369 0.373 11.997 1.852 0.359
UrbanODE 18.735 2.289 0.374 19.779 2.340 0.361 11.924 1.836 0.352
UrbanPy 18.286 2.193 0.311 19.503 2.264 0.314 11.958 1.787 0.304
CUFAR 17.616 2.141 0.292 18.840 2.213 0.285 11.420 1.735 0.283

CUFI 17.665 2.125 0.282 19.002 2.203 0.279 11.414 1.717 0.278
UNOI 17.276 2.112 0.282 18.600 2.188 0.276 11.191 1.712 0.274

Table 2: Performance comparison between fine-tune and incremental protocols.

can be treated as weak signals reflecting past perceptions. For
any flow map 𝑿𝑡 , we have:

X̄𝑡 = GΘ∗
𝑡−1

(𝑿𝑡 ). (14)
Hence, our objective for the current task 𝑡 can be denoted as:

L(Θ𝑡 ) = L((GΘ𝑡
(𝑿), X) |Θ𝑡 ) + L((GΘ∗

𝑡−1
(𝑿), X̄) |Θ𝑡 ). (15)

Herein, we omit 𝑡 on either 𝑿 or X for simplicity. In practice,
we randomly select a small portion (𝜂 = 0.25) of CG flow
maps in D𝑡 to bypass the training instability. Specifically, we
record the convergence of actual flow pairs in implementation
and sample again if the model performs poorly.

5 Experiments
Datasets. Following [Yu et al., 2023], we conduct experi-
ments on four real-world taxi traffic datasets collected contin-
uously for four years (from 2013 to 2016) in Beijing city.
Baselines. We compare our UNOI with the baselines which
include five image super-resolution methods: SRCNN [Dong
et al., 2015], ESPCN [Shi et al., 2016], VDSR [Kim et al.,
2016], DeepSD [Vandal et al., 2017], and SRResNet [Ledig
et al., 2017]; and six FUFI baselines: UrbanFM [Liang et al.,
2019], DeepLGR [Liang et al., 2020], FODE [Zhou et al.,
2020], UrbanODE [Zhou et al., 2021], UrbanPy [Ouyang et
al., 2020], and CUFAR [Yu et al., 2023].
Training Protocols. In this study, we also use four training
protocols: Single-task learns each task in isolation; Fine-tune
and continual learn a new task without the help of previous
task(s); Joint learns previous tasks and new tasks together.

Evaluation Metrics. We employ three widely used FUFI
metrics: mean squared error (MSE), mean absolute error
(MAE), and mean absolute percentage error (MAPE).

Implementation. Methods are implemented using Py-
Torch, accelerated by one NVIDIA GeForce-RTX-4090. The
Adam optimizer is employed with an initial learning rate of
1𝑒−4 and training epoch set to 60. To prevent overfitting, we
apply the learning rate decay trick and set the dropout rate to
0.3. The batch size is set to 16. For reproducibility, our source
codes are available at https://github.com/Longsuni/UNO.git.

5.1 Model Performance

UNO Performance. Table 1 reports the inference perfor-
mance of all methods on four FUFI tasks using the single-
task protocol, where the best result is marked in bold while
the second best is underlined. We also conducted a variant of
UNO, namely UNO+, which uses the flow-related incremen-
tal enhancement method to facilitate the learning of every sin-
gle task but does not break the rule of the single-task protocol.
We find that UNO consistently outperforms all of the base-
lines, including the super-resolution methods, demonstrating
the effectiveness of our novel operator. In particular, tradi-
tional standard super-resolution methods perform poorly due
in part to domain conflicts. Additionally, UNO+ performs
the best on most of the metrics compared to UNO, indicating
that our flow-related incremental enhancement can boost the
knowledge transfer from the previouw to the new flow map.
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UNOI Performance. Now we turn to evaluate the perfor-
mance of our incremental enhancement in sequential task
learning. We choose fine-tune and incremental protocols for
each FUFI solution, respectively. We note that all methods
are initially trained on Task-1. And then each model is fine-
tuned or incrementally leaned on new coming tasks. We have
the following observations. (1) As shown in the top of Ta-
ble 2, our UNO without any incremental enhancement still
performs the best compared to the baseline FUFI solutions
when we use the same fine-tune protocol. Compared to the
methods that follow the single-task protocol (cf. Table 1), we
observe that UNO, with the fine-tune protocol, allows for the
maintenance of old knowledge to some extent. (2) As shown
in the bottom of Table 2, we enhance traditional solutions
with the same sample replay method proposed in [Yu et al.,
2023]. As CUFAR performs the best among the baselines, we
build a variant of CUFAR by replacing the replay module of
CUFAR with our incremental enhancements, namely CUFI.
We can find it achieves a competitive performance against
the CUFAR. Meanwhile, we do not allow reuse of old sam-
ples from earlier datasets due to privacy concerns. Such com-
petitive performance also demonstrates the superiority of our
data-free solution. (3) UNOI performs the best against other
incremental learning methods, indicating it can well boost the
learning of newly coming tasks even if we do not allow to ac-
cess any old samples from the previous tasks. In addition, the
outperforming results of UNOI against UNO with single-task
protocol indicate that our incremental enhancement can pro-
mote knowledge transfer from old datasets to the new task.

Task-1 Task-2 Task-3 Task-4 

Task-1 Task-2 Task-3 Task-4 

Figure 2: The performance comparison on addressing the CF issue.

CF issue. As we claimed before, due to the catastrophic
forgetting (CF) concern, the existing solutions could lack the
ability to retain the old knowledge from past datasets or tasks.
To validate the performance of UNOI in addressing the CF is-
sue, we visualize validation performance (i.e., MSE loss) in
the training processes of UNOI by using fine-tune and contin-
ual protocols, respectively. As shown in Fig. 2, as the number
of new tasks increases, we clearly discover that the loss gap
between these two protocols widens, especially on the last
task. Consequently, we can conclude that the fine-tune pro-
tocol faces a serious CF problem, which in turn suggests that
our UNOI is able to alleviate the CF problem effectively.

5.2 Model Analysis
Ablation Study. We first investigate the impact of each pro-
posed module in our proposed UNOI. We correspondingly
yield three variants of UNOI, including: w/o NO removes the
neural operator (i.e., Spatial Kernel Integral) in UNO block;
w/o SE removes the Static Fact Encoding block; w/o TE re-
moves the Temporal Dynamic Convolution block. As shown
in Fig. 3, we can find that: (1) removing any components does
degrade the model performance. More importantly, removing
the neural operator in UNOI brings the largest losses, which
indicates it contributes the most. (2) Compared to the UNO
with single-task protocol (denoted as ‘single-task’) and the
UNO with fine-tune protocol (denoted as ‘fine-tune’), UNOI
performs the best, which also indicates that UNOI success-
fully transfers the old knowledge from past tasks.

Task-1 Task-2 Task-3 Task-4

w/o NO w/o SE w/o TE Ours

Figure 3: An ablation study with MSE performance.

Convergence Analysis. To evaluate the performance of our
UNO module, we compare it with five popular FUFI solutions
under the single-task protocol. As shown in Fig. 4, UNO con-
verges the fastest and achieves the lowest validation losses on
all tasks. In particular, traditional ODE-based methods pro-
duce drastic oscillations during model convergence and even
multiple gradient explosions. In contrast, ours performs more
stable due to the priority of invariant and smooth functional
approximation. Compared with CUFAR, we can observe that
our method converges significantly faster than it, suggesting
the efficiency of our proposed UNO block.

UrbanFM FODE UrbanODE UrbanPy CUFAR Ours

Task-1 Epochs Task-2 Epochs
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Figure 4: Convergence Analysis of UNO.

Joint Protocol. Now we turn to compare our UNOI with
a naive context. That is, we use the joint protocol to handle
all of the FUFI tasks sequentially while maintaining the used
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Figure 5: Comparison between joint and continual protocols.

datasets. Joint protocol is a commonly used paradigm that at-
tempts to train all tasks simultaneously, usually yielding more
promising results. Fig. 5 shows the performance comparison
regarding model efficiency and MSE performance. We can
find that as more tasks arrive, the time cost of model conver-
gence under the joint protocol increases significantly. More-
over, we also observe that the model under the joint protocol
underperforms ours. We consider that the possible reason is
that reusing all old samples from previous datasets may raise
noise interference. Moreover, not all past knowledge is use-
ful due to the impact of uncertainties such as improvements
in urban infrastructure, i.e., the presence of concept drift.

CUFAR MSE:23.181 UNO MSE:19.841 UNOI MSE:17.756

Figure 6: A case study on error visualization.
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Figure 7: A case study on flow inference.

Case Study. In the end, we conduct two case studies to un-
cover UNOI performance from an interpretability perspec-
tive. First, we visualize the inference errors of three mod-
els on a case flow map regarding MSE. As shown in Fig. 6,
the brighter the pixels, the larger the errors. We can find
that our UNOI has much fewer brighter pixels than CUFAR
while UNO, which has no incremental enhancements, per-
forms moderately well. Next, we provide another case study
by visualizing a coarse-grained flow map during inference.
As shown in Fig. 7, we can find our UNOI can infer the urban
flow well from a micro perspective. We especially observe
that it performs better in lower-scale flow spaces when infer-
ring coarse-grained and fine-grained flow details.

6 Related Work
The FUFI problem was first formulated in [Liang et al.,
2019], motivating the mapping functions between a CG and
FG flow maps. Existing works addressing FUFI aim to
tackle the following challenges: (1) Exploring spatial cor-
relations and introducing external factors: UrbanFM [Liang
et al., 2019] proposed the spatial constraint concept and first
embedded external features as a supplementary for FUFI.
DeepLGR [Liang et al., 2020] enhances the understanding
of flow dynamics by revisiting CNN approaches, emphasiz-
ing the learning of both global spatial dependencies and local
feature representations. FODE [Zhou et al., 2020] and Ur-
banODE [Zhou et al., 2021] efficiently estimate spatial cor-
relations from a dynamic systems perspective by introducing
neural ODEs to overcome the numerically unstable gradient
computation problem. (2) Inference on large-scale map: Ur-
banPy [Ouyang et al., 2020] extends UrbanFM to provide
outstanding effectiveness and efficiency for large-scale up-
sampling via introducing a cascading paradigm. (3) Improv-
ing generalization ability of the model. The latest state-of-
the-art work CUFAR [Yu et al., 2023], not only proposes an
effective way to extract local and global features but also in-
troduces continual learning with an adaptive knowledge re-
play strategy to address the catastrophic forgetting [Kirk-
patrick et al., 2017] phenomenon across different tasks.

However, the existing works directly learn a scale-sensitive
mapping function between fixed data space, limiting general-
ization across diverse scales. In addition, while CUFAR in-
troduces a continual learning-based approach to address the
catastrophic forgetting (CF) problem via introducing the re-
play buffer mechanism, such a method may be impractical
in real-world FUFI contexts. Privacy concerns often restrict
access to previous datasets after model training, preventing
the transfer of old knowledge to new tasks. In contrast, UNO
not only explores a scale-invariant mapping from the func-
tion space rather than the data space, but also tackles privacy-
related concerns in conjunction with the CF problem.

7 Conclusion
We presented UNOI, a novel urban neural operator solution
with incremental learning, for addressing the FUFI prob-
lem. Unlike traditional fine-grained urban flow inference ap-
proaches, UNOI provides two-granularity views to transfer
the knowledge learned from the past to the newly acquired
one in terms of handling a series of FUFI tasks/datasets.
Specifically, we devise an urban neural operator (UNO),
which takes advantage of recent operator learning and learns
mappings between approximation spaces by treating the
different-grained flows as continuous functions. To address
the CF problem under accessibility constraints for past data
(e.g., due to privacy concerns), we devise two incremental en-
hancements to handle individual task training and sequential
task learning, respectively. The experiments conducted with
four training protocols demonstrate the significant superiority
of our solution. As part of our future work, we plan to make
more efforts to effectively tackle heterogeneous tasks (e.g., a
series of cross-regional tasks) in an incremental manner.
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Lemaire, Stéphane Gosselin, Alexandre Reiffers-Masson,
Joachim Flocon-Cholet, and Sandrine Vaton. Novel
class discovery: an introduction and key concepts. arXiv
preprint arXiv:2302.12028, 2023.

[Vandal et al., 2017] Thomas Vandal, Evan Kodra, Sangram
Ganguly, Andrew Michaelis, Ramakrishna Nemani, and
Auroop R Ganguly. Deepsd: Generating high resolution
climate change projections through single image super-
resolution. In Proceedings of the 23rd ACM SIGKDD in-
ternational conference on knowledge discovery and data
mining, pages 1663–1672, 2017.

[Vaswani et al., 2017] Ashish Vaswani, Noam Shazeer, Niki
Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Ł ukasz Kaiser, and Illia Polosukhin. Attention is all you
need. In I. Guyon, U. Von Luxburg, S. Bengio, H. Wallach,
R. Fergus, S. Vishwanathan, and R. Garnett, editors, Ad-
vances in Neural Information Processing Systems, 2017.

[Wei and Zhang, 2023] Min Wei and Xuesong Zhang.
Super-resolution neural operator. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 18247–18256, 2023.

[Yu et al., 2023] Haoyang Yu, Xovee Xu, Ting Zhong, and
Fan Zhou. Overcoming forgetting in fine-grained urban

flow inference via adaptive knowledge replay. In Pro-
ceedings of the AAAI Conference on Artificial Intelligence,
2023.

[Zheng et al., 2014] Yu Zheng, Licia Capra, Ouri Wolfson,
and Hai Yang. Urban computing: concepts, methodolo-
gies, and applications. ACM Transactions on Intelligent
Systems and Technology, 5(3):1–55, 2014.

[Zhou et al., 2020] Fan Zhou, Liang Li, Ting Zhong, Goce
Trajcevski, Kunpeng Zhang, and Jiahao Wang. Enhancing
urban flow maps via neural odes. In Proceedings of the
Twenty-Ninth International Joint Conference on Artificial
Intelligence, 2020.

[Zhou et al., 2021] Fan Zhou, Xin Jing, Liang Li, and Ting
Zhong. Inferring high-resolutional urban flow with inter-
net of mobile things. In ICASSP 2021-2021 IEEE Inter-
national Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP), pages 7948–7952. IEEE, 2021.

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

5834


	Introduction
	Preliminaries and Problem Statement
	Urban Neural Operator
	Lifting Encoder (LE)
	Contextual Processor (CP)
	Spatial Constraint Decoder

	UNO with Incremental Enhancement
	Individual Task Training in Incremental
	Sequential Task Learning in Incremental

	Experiments
	Model Performance
	Model Analysis

	Related Work
	Conclusion

