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SUMMARY

This thesis presents a comprehensive study on enhancing the frame rate of CMOS image
sensors through both circuit-level and system-level innovations. Motivated by the grow-
ing demands in machine vision and artificial intelligence applications such as ADAS and
industrial automation, this work addresses the limitations of conventional high-speed
image sensor designs, which typically require increased ADC sampling rates or a higher
number of ADCs—often leading to trade-offs in area, power consumption, and image
quality.

The first contribution of this research lies in the analog front-end design, particularly
in optimizing the ADC architecture. A column-parallel SAR ADC is developed, with both
conventional and advanced two-step structures implemented to reduce noise, improve
linearity, and minimize layout area. These ADCs are designed to operate efficiently at
250kS/s while maintaining low temporal noise. Techniques such as analog correlated
double sampling (CDS), comparator offset calibration, and FPN suppression using op-
tical black (OB) pixels are applied to ensure image quality despite the high-speed op-
eration. The overall noise model is theoretically analyzed and validated, showing that
with proper bandwidth and CDS timing, temporal noise remains within acceptable lim-
its without requiring high-frequency operation.

Beyond the circuit-level improvements, a major innovation is the implementation
of an adaptive reconfigurable system that switches between full-frame and region-of-
interest (ROI) modes. Recognizing that in many practical scenarios—such as tracking
a moving object in a fixed background—only a small part of the image needs to be up-
dated, the proposed system dynamically identifies and captures a small ROI (e.g., 10×10
pixels) around the object. By capturing multiple ROI images within a single full-frame
cycle, the effective frame rate is dramatically improved without increasing ADC speed
or interface bandwidth. The intelligent switch network, pixel array design, and address
decoder architecture are all tailored to support seamless mode switching, enabling up to
750,000fps in effective frame rate while operating under fixed ADC sampling constraints.

The image data path, from pixel readout to ADC conversion and digital transmis-
sion, is carefully coordinated. In zoom-in mode, 300 ADCs sample and convert ROI data
across three separate sets per horizontal line, managed by FPGA-controlled timing. Im-
age data is reassembled and analyzed in real-time within the FPGA to update the ROI
position based on intensity variation. The image analyzer performs high-speed com-
parison using a sliding 10×10 mask and updates ROI coordinates frame-by-frame. This
feedback loop ensures accurate object tracking while minimizing redundant data pro-
cessing.

Measurement results confirm that the proposed design successfully achieves high-
speed performance and high image quality with improved energy efficiency. The back-
ground offset calibration achieves VFPN levels as low as 0.37LSB, and the system avoids
the power and timing penalties typically associated with high-speed ADC operation and

xi



xii SUMMARY

high-throughput interfaces. The architecture demonstrates a scalable, application-specific
approach to image sensor design, suitable for future intelligent sensing systems.

In summary, this thesis delivers a novel image sensor readout architecture that en-
hances frame rate without compromising image quality or power efficiency. It intro-
duces a practical framework for high-speed operation through a dual approach: a com-
pact, high-performance SAR ADC and a flexible reconfigurable system architecture. To-
gether, these solutions form a robust platform for next-generation machine vision appli-
cations that demand both speed and intelligence.



1
INTRODUCTION

T He rapid advancement of artificial intelligence and machine vision technologies has
significantly increased the demand for high-performance image sensors. Key chal-

lenges include enhancing pixel resolution, readout speed, and image quality while main-
taining low power consumption. This chapter introduces the motivation behind this re-
search, outlines design considerations, and sets the direction of the proposed solution,
which focuses on increasing frame rates through analog front-end speed optimization and
reconfigurable system integration. The chapter concludes with a detailed thesis outline.

1
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Figure 1.1: The development of (a) the semiconductor design process technology and (b) the pixel pitch size

1.1. THE RESEARCH BACKGROUND
A novel change has started in human life since the development of artificial intelli-

gence. Artificial intelligence technology is used in image sensor applications, such as au-
tonomous driving assistance systems (ADAS) and extreme ultraviolet (EUV) lithography
machines. These applications completely changed how we work. The development of
these machine vision applications has started after the research in various areas related
to the image-sensor-achieved technological improvement. In particular, the following
technological improvements have facilitated this change.

First, the semiconductor fabrication process has been improved following Moore’s
law [1]. Figure 1.1(a) shows the semiconductor technology development by year [2]. As
shown in Figure 1.1(a), the 90nm process was commercialized about 20 years ago, and
3nm process is about to be commercialized in 2023. This advanced technology led to
an increase in the circuit integration rate and smaller pixel size for image sensors. As a
result, the resolution of the pixel array has increased. Figure 1.1(b) shows the pixel size
designed for the smartphone and the digital still camera by year. In 2008, the earlier
smartphone had a 1.4µm pixel pitch with a 5mega-pixel resolution, but recently 0.7µm
pixel pitch size has been available, and the resolution already exceeds 50 mega-pixel.
Recently Samsung and OmniVision announced through their publications that the pixel
pitch size reached 0.61µm and 0.64µm, respectively [3], [4]. Furthermore, a paper pre-
sented at the 2023 International Image Sensor Workshop (IISW) reported a 0.56µm pixel
pitch. In 2024, Samsung introduced a 0.5µm pixel image sensor [5].
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Figure 1.2: Example of the 2 image sensors having different frame rates

Second, the performance of the interface to transmit the data to the outside of the
world has been improved. The improvement of the pixel resolution increased the amount
of data to be processed inside the image sensor. In the case of early image sensors, the
LVDS, developed in the 1990s, is used to transmit the data from the sensor to the display
[6]. However, image sensors require interfaces with data rates reaching Gb/s per channel
as pixel resolution increases. As a result, some companies, such as Samsung, used MIPI
D-PHY, and others, such as SONY, developed their interface, SLVS-EC [7].

Third, the image sensor’s performance also improved. In 2006, the structure intro-
duced in [8] combined the correlated double sampling (CDS) and the digital double
sampling (DDS) technique. Since this structure is simple and nicely improves noise per-
formance, this structure has been commonly used in the industry. In addition to this
improvement, the back-side illumination (BSI) technique with a vertical transfer gate
(VTG) and the stacked structure had been developed. These improvements led to a bet-
ter fill factor, and the device characteristics have been improved by separating the circuit
and pixel fabrication process [9], [10], [11], [12], [13].

These technological advances have accelerated various applications. Along with the
development of artificial intelligence, research to improve the performance of machine
vision applications continued.

1.2. MOTIVATION
A machine vision system captures an image through the image sensor. Since the im-

age sensor generates images in video mode, a high frame rate operation of the image
sensor is required. Mainly there are several positive effects when the image sensor has a
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Figure 1.3: An example of the ADAS system from Hitachi, including a sensor interface

higher frame rate.

First, the movement of a fast-moving object can be detected as the frame rate in-
creases. Figure 1.2 gives one example of the 2 image sensors having a frame rate of 4
frames/s and 8 frames/s, respectively. Since the time differences between sequentially
generated 2 images are 0.25s and 0.125s, the maximum speed of the moving object that
the image sensor detects is different. For example, the moving object is captured at point
A in each case, and if the image sensor can detect the movement of this object, at least
this moving object has to be detected at point B. From this point of view, the minimum
time required to reach point B has to be 0.125s in the case of Figure 1.2(b). On the other
hand, in the case of Figure 1.2(a), the required minimum time is 0.25s. The object speed
detected at each frame rate is 2 times different. Therefore, a high frame rate image sensor
can capture the movement of a relatively fast-moving object.

Second, a high frame rate operation improves the quality of the video. The image
sensor generates the images periodically in video mode, and sequentially generated im-
ages show all possible transitions in the captured image in chronological order. The im-
ages arranged in chronological order have continuity. However, if the frame rate is low,
the possible change between the image increases and the continuity of the images gets
weaker because the time between each image is longer. Therefore, a high frame rate op-
eration fortifies the image quality and the continuity of the images taken by the image
sensor working in video mode.

Third, the efficiency of the system is improved. In a machine vision system, the sys-
tem captures the data through the image sensor, performs data analysis and delivers the
command after analysis. Figure 1.3 shows an example of a machine vision system used
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Figure 1.4: The image taken at the tunnel (a) with and (b) without HDR mode

in an automobile [14]. In this system, the image sensor transmits the image to the con-
troller called MCU, and the MCU makes an order for the driving. Since driving requires
fast decisions at the right time, the system requires fast data processing to reduce the la-
tency of this system. Since the image sensor contributes part of the latency and manages
the accuracy of the data, developing a high image sensor frame rate is one of the critical
factors in this system.

The positive effects mentioned above show the reason for improving the frame rate
of the image sensor. Since high frame rate image sensors enable the system to get high-
quality video images within a short time and with better efficiency, research in this area
is strongly required.

1.3. DESIGN CONSIDERATION
Increasing the frame rate of an image sensor can be achieved by improving the per-

formance of the analog-to-digital converter (ADC) designed within the sensor or by in-
creasing the number of ADCs. However, high frame rate operation not only affects the
image quality of the sensor but also influences the operational behavior of the system
that controls the sensor. Therefore, the factors discussed below are essential considera-
tions for increasing the frame rate of an image sensor.

First, it is essential to consider the characteristics of the data required by the system.
In various conditions, such as location, illumination, and object behavior, the image
sensor acquires data with different characteristics depending on its application. In the
case of the advanced driver assistance system (ADAS), the image sensor aims to provide
accurate information to the system. For example, when a car is leaving a tunnel, the
contrast of light becomes extremely high, as shown in Figure 1.4 [15]. In this condition,
the ADAS system utilizes an image sensor with high dynamic range, ensuring accurate
information delivery even during leaving the tunnel. Consequently, research has been
conducted on relevant characteristics [16], [17], [18]. On the other hand, the dynamic vi-
sion sensor (DVS) focuses on fast scanning of the surrounding environment. Particularly,
when tracking moving objects, the DVS pixel array can quickly perceive the position of
the moving object by receiving 1-bit data from each pixel, even if the object’s motion is
rapid. Moreover, since DVS generates 1-bit data, it does not require an ADC, and the sys-
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tem is specialized for such operations. Instead, extensive research has been conducted
on algorithms related to analyzing the acquired data to efficiently identify rapidly chang-
ing positions [19].

Second, the performance related to the image quality, such as temporal noise and
fixed pattern noise (FPN), must be considered. If the ADC sampling rate increases to
enhance the frame rate, the bandwidth of each readout channel inevitably increases.
A larger bandwidth directly leads to worse temporal noise performance. On the other
hand, if the number of ADC increases in limited space to enhance the frame rate, the
FPN performance inevitably degrades. Especially in some of the research, the SAR ADC
or Sigma-delta ADC has been designed to improve the sampling rate instead of a single-
slope ADC. In this case, though the sampling rate improved due to the efficient algo-
rithm, temporal noise and FPN performance degraded together due to the area occupied
by the SAR ADC [20], [21], [22]. Therefore, a sensor structure review and the analysis of
the noise performance are mandatory.

Third, the data managing speed at each block on the data path must be considered.
Since there are many blocks on the data path, such as the pixel array, the signal process-
ing block and the interface, these blocks must have the same data rate. For example, if
1000 ADCs work at 100kS/s, the pixel array must have a 1GHz speed. In addition, the
same number of data also must be sent to the system at the same speed. The interface
speed has to be 1 Gb/s. Since each communication does not have the same number of
channels, the data processing speed must be managed.

As shown above, many factors must be considered to implement a high frame rate
image sensor. Therefore, this consideration must be the first step in designing an image
sensor.

1.4. RESEARCH DIRECTION
In this project, the solution to enhance the frame rate of an image sensor has been

studied. To increase the frame rate of an image sensor efficiently, this research has been
performed in the following two research directions.

First, this work enhances the frame rate by improving the pixel rate. As mentioned
above, increasing the number of ADCs inside the image sensor and the ADC sampling
rate are direct solutions. In particular, some of the research [23], [24] proved that in-
creasing the number of ADCs can have a higher pixel rate with a lower ADC sampling
rate. Another research [25] proved that improving the ADC performance can enhance
the pixel rate. In this work, a SAR ADC has been designed. The SAR ADC is an appropri-
ate solution to improve the frame rate of the image sensor due to its simple algorithm.
The SAR ADC has the best figure-of-merit (FOM) in the range from 100kS/s to 10MS/s
[26]. In addition, the SAR ADC requires a slow clock which can improve the system power
efficiency. However, this design still has the issues mentioned above. Therefore, the SAR
ADC has been designed in a column-parallel structure to suppress the bandwidth. In
the meantime, an FPN compensation technique has been suggested to improve the FPN
performance.

Second, an application dedicated image sensor can contribute to increasing the frame
rate. In order to increase the frame rate by increasing the pixel rate, the image sensor
requires an assumption of infinite data transmission speed. However, in the actual de-
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sign, a physical speed limitation from the interface, such as camera link, MIPI D-PHY
and SLVS-EC, transmitting data is obvious. In these conditions, reducing the amount of
data by selecting valuable data within the whole image data is inevitable to increase the
frame rate. Therefore, selecting valid data within the full image data is implemented by
designing a reconfigurable system in this thesis. In this project, the image sensor control
system sets a 10x10 pixels window, called a region of interest (ROI), around the object.
Since the number of image data within the ROI region is only 100 pixels, an entire image
can be generated by reading out only data located in the ROI region, and the frame rate
can be enhanced without increasing the ADC sampling rate. In particular, the ROI mode
works together with the normal mode because the ROI region can be set after analyzing
full image data.

Therefore, to implement the high frame rate operation, implementing a reconfig-
urable system, which changes the image sensor operation mode between ROI mode and
the normal mode periodically, is inevitable.

1.5. THESIS OUTLINE
The organization of this thesis is as follows.
Chapter 2 presents the design of some basic circuit blocks, such as the row decoder,

reference generator and LVDS interface. In particular, 2 image sensors have been de-
signed in this thesis, and these 2 image sensors share these basic circuit blocks. There-
fore, a block diagram overview and the timing diagram of these basic blocks are provided
in this chapter.

Chapter 3 gives the readout algorithm and the noise analysis of the analog front end.
As mentioned above, a column-parallel SAR ADC has been designed based on a 2-step
data conversion algorithm. Therefore, a noise analysis and a FPN calibration algorithm
are suggested.

Chapter 4 presents the practical design of a column-parallel SAR ADC. Based on the
theoretical analysis in the previous chapter, the SAR ADC structure and the timing will
be discussed. In particular, the circuit design for a FPN calibration and layout method to
improve the capacitor DAC linearity are depicted.

Chapter 5 discusses the analysis of the physical speed limitation when implement-
ing a high-frame image sensor by increasing the pixel rate. In addition, the detailed al-
gorithm to select valid data after capturing an entire image is described, and the system
design to support a reconfigurable system is explained.

Chapter 6 presents a practical design to implement the reconfigurable system. In
particular, the intelligent switch box is additionally designed, and this switch box appro-
priately distributes the data to the proper ADC. The sensor control timing and operation
mode switching method will be discussed in detail.

Chapter 7 shows the measurement result in this system. Since a FPGA is used in the
measurement, the PCB design, including the FPGA, is shown in this chapter. In the end,
the measurement result will be discussed. Based on the measurement result, a perfor-
mance comparison is suggested.

Finally, chapter 8 discussed the conclusion of this project and the future work.
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2
THE BASIC IMAGE SENSOR DESIGN

AND ITS TIMING

T He image sensor requires multidisciplinary research and knowledge from various fields.
In particular, the image sensor consists of various blocks, such as a row decoder, refer-

ence generator, interface, pixel array, and ADC. For this reason, it is tough to explain the
image sensor operation based on the data conversion procedure due to the complicated
system of the image sensor. In addition, controlling all of these blocks is very complicated.
For this reason, in the industrial area, many companies have improved the system based
on the system developed by Nokia [1]. This system supports several functions, such as con-
trolling pixels in the appropriate address, generating reference current and voltage, trans-
mitting data through the interface, and distributing appropriate clocks to each block. This
work also has a similar system design to [1].

In this project, 2 image sensors have been designed and, based on the measurement re-
sult, research has been performed. In particular, the essential functions mentioned above
are shared in both designs. Therefore, a detailed hardware implementation, including the
timing of each signal behavior, is described in this chapter.
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Figure 2.1: Block diagram of the image sensor architecture

2.1. IMAGE SENSOR ARCHITECTURE OVERVIEW

2.1.1. BLOCK DIAGRAM OVERVIEW

Figure 2.1 shows the block diagram of the image sensor architecture designed in this
work. This sensor has a 5mm × 5mm size, including 144 I/O pads. Considering the chip
size and the other circuit design area, this project uses a 316×110 pixel array, and each
pixel has a 10µm pitch size. This pixel array is controlled by the row decoder located at
the left side of the pixel array. Since this sensor employs a column-parallel structure, the
analog front end consists of 316 ADCs and 316 programmable gain amplifiers (PGAs).
Moreover, LVDSs are used as an interface to the outside world. In this project, 12 chan-
nels are designed. The timing generator mainly controls the various circuit blocks inside
the image sensor, and this block also supports distributing the clock to each block.

In this project, a 300×90 pixel array is used as an effective pixel out of a 316×110
pixel array. Considering the mismatch of the pixel, the top 10 lines and bottom 10 lines
are used as dummy pixels, and the left 8 columns and right 8 columns are also used as
dummy pixels. The row decoder controls the pixels located at the address after decoding
the vertical domain address (VDA). This VDA is a 7-bit digital code, and the row decoder
requires 2 VDAs, which define the address for the read and the shutter operation. The
pixel requires various reference voltages, which define the scale of signals that control
each component within the pixel, such as the reset gate and sampling switch. These
reference voltages are provided from the outside of the chip. In the analog front-end
part, 316 ADCs are used to convert the analog output from the pixel, and the maximum
ADC sampling rate is up to 250kS/s. In addition, this sensor can control the analog gain
by controlling the PGA, which provides an analog gain of up to ×8. The reference gen-
erator provides the reference voltage to support the ADC and PGA operation. This ref-
erence generator creates the reference voltages using a BGR (Bandgap Reference). As
mentioned above, this sensor uses an LVDS interface to transmit the data to the FPGA.



2.1. IMAGE SENSOR ARCHITECTURE OVERVIEW

2

13

Figure 2.2: Pixel readout order

Since the 180nm process cannot support a high-speed operation, the maximum data
rate is about 120Mb/s per channel.

2.1.2. PIXEL READOUT SEQUENCE AND TIMING

In this work, the image sensor is working in a rolling shutter mode [2]. Though the
rolling shutter mode is relatively vulnerable to the motion artifact, the sensor can ef-
ficiently read the pixel with efficient timing compared to the global shutter mode [3].
Figure 2.2 shows the timing diagram of the pixel readout. In Figure 2.2, TH refers to a
single horizontal line time, the same as the time required to convert the 1-pixel output
in this work. TNIT and TNIT give the charge integration time or the time between the read
and the shutter, respectively. TFRAME is the time for generating a single image, and the
TFRAME is calculated by the formula below.

TFRAME = TH +TINT +TNIT (2.1)

In the rolling shutter mode, the image sensor reads each pixel line sequentially, and
this image sensor reads 90 lines out of the 110 lines due to the dummy pixel lines at the
top and bottom. The Verilog code in this work controls the address for selecting pixels.

As mentioned in section 2.1.1, 2 image sensors have been designed for this project.
Both designs have slightly different ADC structures. However, sampling and data con-
version timing are the same in each design since the same pixel structure has been used
in both versions. Figure 2.3(a) and (b) show the PGA and ADC block diagrams of the first
and second designs, respectively. In the first design, a PGA and 10-bit SAR ADC are de-
signed. In the second version, a 2-step SAR ADC has been designed using a 6-bit ADC
and the PGA.

Figure 2.3(c) gives the timing diagram of controlling the ADC within a single hori-
zontal line time. When the horizontal line time starts after VDA is transmitted, the pixel
outputs the reset level, VPIX_RST and the ADC starts sampling. Therefore, the PGA sam-
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Figure 2.3: ADC and PGA block diagram of (a) 1st design and (b) 2nd design, and (c) timing diagram within 1
horizontal line time

ples the pixel output, VPIX_RST, and resets itself by simultaneously turning on the switch
S1. In addition, The ADC starts sampling the output of the PGA, VPGA_RST, by turning on
S2 and S3. When the reset level sampling is completed, switch S1 and S2 are sequentially
turned off, and the pixel output its integrated signal, VPIX_SIG. After sampling the inte-
grated signal, VPIX_SIG, the ADC turns off the switch S3 and starts 10-bit data conversion.
In the meantime, the clock to control the comparator is applied to support data con-
version. After data conversion, the ADC generates the final digital code in each column.
This final digital code is transmitted to the interface at the rising edge of DUMP.

2.2. ROW ACCESS THROUGH ROW DECODER

2.2.1. PIXEL STRUCTURE AND PIXEL CONTROL TIMING

Figure 2.4 shows a circuit diagram of the pixel array and a single pixel included in a
pixel array. As seen in Figure 2.4, the pixel array is composed of multiple pixels. Par-
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Figure 2.4: A circuit diagram of pixel array (left) and a single pixel included in a pixel array (right)

Figure 2.5: Timing diagram example for controlling a single pixel

ticularly, when the image sensor operates in normal mode, the output of each pixel in
each column is connected to one output line, and these output lines are connected to
the inputs of ADCs, with one ADC placed per column. In addition, each individual pixel
contained in the pixel array has a circuit diagram shown in the figure. Figure 2.4 illus-
trates that the sensor generates signals using a 3T-type pixel, which is designed with 3
transistors and 1 photodiode. The 3T-type pixel offers a speed advantage over the 4T-
type pixel, which is designed with 4 transistors and 1 photodiode. However, the 3T-type
pixel exhibits worse temporal noise performance when compared to the 4T-type pixel. In
order to keep the advantage of the 3T-type pixel with better temporal noise performance,
the sampling network and additional buffer, SF1, are included in the pixel structure, as
shown in Figure 2.4.

Figure 2.5 shows the timing diagram of controlling pixel described in figure 2.4. As
described in Figure 2.5, the pixel control procedure consists of three phases: shutter,
charge integration, and read. First, in the shutter phase, the row decoder turns on the
reset gate, MRG, to reset the pixel before the photodiode starts integrating the charge.
After the pixel reset, the row decoder turns off the reset gate, MRG, by controlling the sig-
nal RG[N], and then samples the reset level of the pixel on the sampling capacitor CIN by
turning on the switch MSW. The capacitor CIN preserves the sampled reset level until the
read phase. In the meantime, the photodiode starts integrating the charge generated by
the incoming light. The holding time of the sampled reset level is equal to the integra-
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Figure 2.6: A block diagram overview of the row decoder, including a detailed logic synthesizer example of the
30-th row

Figure 2.7: The timing diagram of the logic synthesizer

tion time, TINT. In the read phase, the reset level preserved on CIN is output to the PGA
first through the output of the source follower, VPIX_OUT. Next, the integrated signal is
sampled on the CIN, and this sampled integrated signal is also output to the PGA after
reset level sampling. In the shutter and the read phase, since the signals from the photo-
diodes are output through an internal source follower (SF1), as shown in Figure 2.4, the
current sources must be activated. Therefore, only the current sources of the two rows
in the shutter and the read phase work at every horizontal line time to reduce power
consumption.

2.2.2. ROW DECODER OVERVIEW AND SIGNAL SYNTHESIS

The Row Driver and Decoder (RDV) block generates pixel-control signals and delivers
them to the pixel row designated by the vertical domain address (VDA). Once the 7-bit
VDA code is received from the timing generator, the RDV activates the corresponding
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row and drives it through the appropriate control pulses for the shutter or read opera-
tion.

Figure 2.6 shows the overall architecture of the RDV. As illustrated in Figure 2.6, the
RDV consists of three functional sub-blocks: the address decoder, the control logic syn-
thesizer, and the level shifter and driver, each responsible for generating and distributing
pixel-control signals to the corresponding row. The address decoder receives the 7-bit
VDA code from the timing generator and interprets it to select a single pixel row. It as-
serts one of its outputs to logic high (ADR[N]), corresponding to the row specified by
the VDA. For example, when the 7-bit VDA code “0011110” is transmitted, the address
decoder activates ADR[30], which represents Row 30. This activation signal is then for-
warded to the control logic synthesizer.

The control logic synthesizer forms the core of the RDV, where the actual pixel-control
signals are generated. The synthesizer receives the activation signal ADR from the ad-
dress decoder and processes it through two flip-flops, each dedicated to the shutter and
read operations, respectively. As shown in Figure 2.6, the flip-flops are controlled by
three global timing signals from the timing generator: SH_SET, RD_SET, and LAT_SET.
The signals SH_SET and RD_SET capture the activation signal ADR for the shutter and read
operations, respectively, while LAT_SET triggers the flip-flops at the beginning of each
horizontal line time to generate SH_EN and RD_EN. These enable signals remain high
during one line period and activate the corresponding row for the shutter or read opera-
tion. All three timing signals (SH_SET, RD_SET, and LAT_SET) are globally distributed to
every row within the RDV.

Once the enable signal (SH_EN or RD_EN) is asserted, the RDV synthesizes the pixel-
control signals according to the timing diagram shown in Figure 2.7. The synthesizer
combines the periodic control clocks RX_R, RX_F, and SW_RF, also supplied by the tim-
ing generator, with the enable signals to generate the pixel-driving waveforms. During
the shutter operation, the SH_EN signal activates the pixel row, and SW_RF is directly for-
warded to control the sampling switch, while RX_F controls the SR-latch to generate the
reset-gate (RG) signal. In this timing, RX_R is ignored. Conversely, during the read op-
eration, the RD_EN signal activates the corresponding row, SW_RF is again forwarded di-
rectly, and RX_R drives the SR-latch to produce RG, while RX_F is ignored. This selective
combination of timing signals ensures proper sequencing between the shutter and read
phases.

Figure 2.7 illustrates the resulting waveforms for Row 30, showing how the pixel is
reset and integrates during the shutter phase and subsequently read out during the read
phase. This architecture allows each selected row to autonomously generate its own con-
trol waveforms using the shared global timing references, ensuring both precise timing
alignment and efficient hardware implementation.

The level shifter and driver stage finally convert these synthesized 1.8 V digital logic
signals to higher voltage levels (2.7 V / 3.3 V) required by the pixel array. This stage pro-
vides sufficient voltage swing to fully drive the pixel transistors and isolates the analog
and digital power domains. The driver also enhances power efficiency and minimizes
noise coupling through the shared bias lines, ensuring stable operation of the pixel array
during high-speed readout.
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2.2.3. VDA CONTROL AND TIMING

To ensure that only the intended pixel row receives the control signals generated by
the RDV, it is essential to correctly activate the RD_EN and SH_EN signals. This activation
is managed by a flip-flop circuit, which determines when and how each row is enabled
during the shutter and read phases. Proper control of this flip-flop guarantees both tim-
ing synchronization and accurate row selection, which are critical for avoiding image
distortion or unintended pixel activation.

The use of a flip-flop offers two main advantages. First, it ensures a fixed trigger tim-
ing independent of the propagation delay of the vertical address (VDA) bits. Without
this synchronization, slight delay mismatches among the VDA lines could momentar-
ily activate unintended rows. By latching the decoded address through the flip-flop, the
RDV prevents these transient activations and maintains precise pixel-level control. Sec-
ond, because the system operates in a time-multiplexed manner, the same VDA bus is
reused for both the shutter and read operations. Whether the captured address is used
for the shutter or the read phase is decided by distinct global set signals (SH_SET or
RD_SET), while the line-start strobe LAT_SET synchronizes the update. Consequently,
even though the two flip-flops per row receive the same ADR[N] and share LAT_SET,
their different set inputs make SH_EN[N] and RD_EN[N] assert in different line periods
(cf. Fig. 2.7).

Figure 2.8: (a) Flip-flop circuit diagram with two cascaded NAND-latch stages controlled by SET, RST, and
LAT_SET; (b) corresponding timing. The first latch captures ADR when SET (SH_SET or RD_SET) is high, after
being reset by RST at the start of each line. The second latch outputs EN (SH_EN or RD_EN) on the rising edge of
LAT_SET. While LAT_SET=0, both NAND outputs of the second latch are held at logic 1, so no race occurs and
timing is deterministic.

Figure 2.8 details the internal flip-flop and its timing. The first latch temporarily stores
the activation data (ADR) when SET is asserted. Here, SET corresponds to either SH_SET
or RD_SET, depending on the intended operation. Before capturing the new VDA, the
RST signal resets the first latch at the beginning of each horizontal line time, ensuring
that any residual activation from the previous line is cleared (see Fig. 2.9). The second
latch is gated by LAT_SET; when LAT_SET rises at the next line start, the stored data D_X
is transferred to EN. Because the second stage is disabled while LAT_SET=0 (both NAND
outputs held high), and enabled only on its rising edge, there is no competition between
the two NAND gates and no metastability on the falling edge—EN updates deterministi-



2.3. REFERENCE GENERATOR USING BGR

2

19

cally once per line.
In the actual implementation, two flip-flops are allocated to each row: one for the

shutter phase and one for the read phase. As illustrated in Figure 2.6, the address-decoder
output ADR is combined with the global control signals SH_SET, RD_SET, and LAT_SET to
generate the corresponding SH_EN and RD_EN. During operation, each enable signal re-
mains active for one horizontal line time, allowing the control-logic synthesizer in the
RDV (Section 2.2.2) to generate the appropriate pixel-level control waveforms such as
the reset-gate (RG) and sampling-switch (SW[N]) signals.

Figure 2.9: Timing diagram of the row-decoder control signals within one line period. RST resets the first latch
exactly at the line start; SET (SH_SET or RD_SET) captures ADR; LAT_SET then propagates it to EN at the next
line start.

Figure 2.10: Example of VDA sequences for shutter and read within one frame. The time offset between the
shutter-VDA capture and the read-VDA capture equals the integration time TINT.

Figure 2.9 summarizes the signal relationship within a single line period. RST always
triggers at the line start to initialize the first latch. Then SET (SH_SET or RD_SET) captures
the active ADR into the first latch, and LAT_SET transfers it to the second stage at the
beginning of the next line. Thus, SH_EN and RD_EN are asserted in different line slots even
though both flip-flops share the same ADR and LAT_SET. During full-frame operation,
the FPGA provides the shutter- and read-VDA sequences in ascending order on the same
bus; the time difference between their captures equals TINT (Fig. 2.10), ensuring uniform
exposure and consistent readout timing across the frame.

2.3. REFERENCE GENERATOR USING BGR
2.3.1. GENERATING REFERENCE CURRENT AND VOLTAGE

Figure 2.11 shows the block diagram of the reference generator. In this work, the BGR,
which has a well-known structure, is used to generate the reference current and voltage.
As described in Figure 2.11, the BGR generates 1V output, VBGR, which is transmitted to
the regulator. Due to the negative feedback loop, the potential at the positive input of
the amplifier, VLDO, follows VBGR. As a result, the regulator generates the current flowing
at the load resistor RREF is VBGR/RREF. Since the transistor MP has the multiplication
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Figure 2.11: The circuit block diagram of the reference generator

number KDIV, the unit current of the current source, IU, is calculated as follows.

IU = VBGR

RREF ×KDIV
(2.2)

In addition, the number of the current sources turned on is managed by the N-bit
digital code, DSW. The generated output current IREF is shown below.

IREF = IU ×DSW = VBGR ×DSW

RREF ×KDIV
(2.3)

In this work, RREF and KDIV are 10 kΩ and 40, respectively, and the IU is 2.5µA. In or-
der to improve the temporal noise, this reference generator samples the bias voltage, VBP,
at the sampling capacitor, CSAMP. Considering the sampled temporal noise, the mathe-
matical calculation of the power spectral noise density (PSD), IPSD,REF, at the output of
the current source follows the formula below.

I 2
PSD,REF ≈ 4kTγgm,PI (2.4)

In particular, since the sampling capacitor is 10pF in this work, the temporal noise
from the regulator and the BGR is negligible due to the limited bandwidth of the regula-
tor.

In this work, the output of the BGR, VBGR, is constantly monitored through a pad,
which is connected to the outside world. Since the reference current is proportional
to the VBGR, the actual circuit operating condition can be estimated by comparing the
output of the VBGR.

2.3.2. PROVIDING REFERENCE CURRENT TO SF AND PGA
Figure 2.12 shows the circuit block diagram generating a reference voltage for the

source follower. The reference current IREF_SF is generated by the method introduced
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Figure 2.12: The circuit diagram generating reference voltage for the source follower

Figure 2.13: The bias sampling circuit organized within each column

in section 2.3.1. The reference current, IREF_SF, is divided by the multiplication number
KBN in Figure 2.12. As a result, the reference voltage VBN is generated, and this reference
voltage is transmitted to the source follower located at the output of the pixel array. The
unit current that is supposed to be generated at each source follower is calculated below.

IUSF =
IREF_SF

KBN
(2.5)

In addition, the PSD included within the reference voltage, VBN, follows the formula
below.

V 2
PSD,BN = I 2

REF_SF ·R2
BN +4kT RBN

= 4kTγgm,PI

(
1

gm,N

)2

+ 4kT

gm,N

= 4kT

(
γgm,PI

g 2
m,N

+ 1

gm,N

) (2.6)

As shown in the equation, the output impedance, RBN, at the node VBN must be small
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Figure 2.14: The example of the reference voltage generator using the variable resistors

enough to suppress the noise included in the reference voltage. In order to reduce the
output impedance, RBN, a larger current with a higher multiplication number KBN is re-
quired. In this work, the maximum IREF_SF is 1.28mA, and the reference current, IREF_SF,
is controlled by the register written by inter integrated circuit (I2C) interface.

Though the PSD is relatively negligible compared to the PSD of ADC, the temporal
noise from the reference circuit can degrade the horizontal temporal noise performance.
Since the temporal noise on the bias voltage affects the current level of the whole source
follower in the same direction simultaneously, the gain of the source follower can be
different in each horizontal line readout time. The different gain source followers in each
horizontal line time can make each line flicker randomly on the captured image even
though the same input signal is applied.

In order to avoid this flickering, the bias sampling method [4] is applied. Figure 2.13
gives the bias sampling circuit to suppress the horizontal temporal noise. In each col-
umn, a sampling capacitor CSAMP_SF is located. The bias voltage is sampled at the end of
each horizontal line time. As a result, this bias sampling technique changes the horizon-
tal temporal noise into temporal noise.

2.3.3. PROVIDING REFERENCE CURRENT TO SF AND PGA
The reference generator uses 2 reference currents, IREF_SIG and IREF_BASE, to generate

the reference voltages. These 2 reference currents use 2 load resistors, RSIG_LOAD and
RBASE_LOAD, to generate the reference voltages. Figure 2.14 shows the circuit diagram of
the reference generator. The generated reference voltages, VREF_P and VREF_N, are calcu-
lated as follows.

VREF_N = RBASE_LOAD · (IREF_SIG + IREF_BASE)

VREF_P = RSIG_LOAD · IREF_SIG +VREF_N
(2.7)

In particular, the difference between VREF_P and VREF_N is the same as the ADC satu-
ration level of the image sensor. In addition, the reference current IREF_BASE is controlled
to manage the maximum reference voltage of VREF_P below 1.8V because the ADC uses a
1.8V power supply.
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Figure 2.15: The circuit block diagram of the reference driver

In order to provide the reference voltage to the ADC array, the reference driver de-
scribed in Figure 2.15 is used. Especially considering the SAR ADC operation in this work,
the reference recovery has to be completed within a data decision cycle. In addition, the
6-bit SAR ADC spends 75% of the power in the first cycle, and this first cycle has to be
used as a worst case in designing recovery time. In this work, 125ns is the shortest deci-
sion cycle. For this reason, the reference driver’s load resistor, ROUT, is set to 150Ω in the
worst case.

2.4. CLOCK MANAGEMENT & INTERFACE CONTROL

2.4.1. CLOCK MANAGEMENT

Figure 2.16: The block diagram of the clock tree
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In this work, the FPGA XKCU035 from Xilinx has been used to control the sensor and
handle the data output from the image sensor. Therefore, the sensor and the FPGA sup-
port various functions. Especially the clock for each block must have a different clock
frequency because each operation requires a different data processing speed. Figure 2.16
shows the block diagram of the clock tree distributed to each block.

The main clock is generated from the oscillator embedded within the FPGA. The PLL
inside the FPGA divides the frequency of the main clock to generate 3 clocks. These
clocks have 336MHz, 128MHz and 64MHz frequencies, respectively. These clocks are
transmitted to the Cameral-link interface, data receiver and the signal processing blocks,
which use 336MHz and 128MHz clock, respectively. In addition, the distance between
FPGA and the image sensor on the PCB board is relatively long. This long clock path can
generate timing uncertainty. For this reason, to control the image sensor, the FPGA gen-
erates sensor control signals using a 64MHz clock, and some of the signals are generated
inside the image sensor by receiving this 64MHz clock. In the image sensor, the clock
divider generates 4 clocks for the row decoder, ADC, timing generator and interface, as
depicted in Figure 2.16. Since the signals that require accurate control are generated
inside the image sensor, the structure improves the uncertainty of the timing and the
robustness of the image sensor operation.

2.4.2. THE SENSOR START-UP SEQUENCE

Figure 2.17: The example of reference block control in power down mode: (a) current sources, (b) the Amplifier
and the regulator

When driving the sensor by applying power, an appropriate start-up sequence is re-
quired to guarantee the operation of the sensor. In particular, analog circuits, such as
BGR or regulators, require a large amount of current if all circuits are simultaneously
driven. For this reason, there is a risk that analog circuits, such as BGR and regulators,
may malfunction.

This work uses 3 signals, such as PD_ANA, PD_DIG and INTIAL_SET, to control the
image sensor’s start-up sequence. First, PD_ANA is used to block the current path of
the analog circuit in power-down mode. For instance, as described in Figure 2.17(a),
the reference voltage of each current source is forced to ground or power, and the sig-
nal, PD_ANA, turns off the current sources. In the same way, the reference voltage of
the amplifier is forced to ground and power to block the current path. In addition, if the
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Figure 2.18: The timing diagram of the start-up sequence

amplifier is used in a regulator, the output of the amplifier is forced to power. The block
diagram of Figure 2.17(b) shows the example. In this work, the BGR is the only block
managed by the signal PD_ANA. Second, PD_DIG is used to reset the digital blocks, such
as flip-flops and timing generators. Exceptionally, PD_DIG does not reset the I2C regis-
ter array when it is high. Third, INITIAL_SET triggers the analog circuit to start settling.
Therefore, after the I2C writing period, INITIAL_SET becomes high, and the analog cir-
cuits start settling. When INITAL_SET is low, the analog circuit blocks are automatically
set to power-down mode.

Figure 2.18 shows the timing diagram of the start-up sequence. At the beginning
of the start-up sequence, the PD_ANA and PD_DIG are set to high to put the sensor in
power-down mode and reset the digital blocks. 3.3V power is first applied to the sensor
in period 1. Then only the BGR starts settling, and the other analog circuit does not have
a current path due to PD_ANA.

After the BGR settling, the 1.8V digital power is applied in period 2. In the meantime,
the I2C register blocks have to be reset. After the 1.8V power is applied, the FPGA starts
writing code at the I2C register array, and this code contains sensor operation mode and
the register set-up for the reference circuit blocks. In period 3, the PD_ANA is set to
ground to change the power-down mode to normal operation mode. In the meantime,
the analog circuits start settling, and the pixel’s reference voltage is applied. After period
3, PD_DIG is set to ground, and the FPGA transmits the 64MHz main clock to the image
sensor. After all of the procedures, the sensor is ready for normal operation.

2.4.3. I2C INTERFACE CONTROL

As mentioned in section 2.3, the reference circuit operating conditions are set by the
register array. The I2C interface writes the register array at the beginning of the sensor
operation after 1.8V power is applied. Figure 2.19 shows the I2C interface hardware block
diagram and the timing diagram. Figure 2.19(a) depicts the shift register array organizes
the I2C interface. Especially the initial value of the register output at the FPGA, which is
defined by the Verilog code, is the register value that has to be written at the register array
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Figure 2.19: The I2C interface (a) hardware block diagram and (b) timing

in the image sensor. The register array located in the image sensor receives this initial
value and has the output directly connected to the switch controller of the reference
circuits. As shown in Figure 2.1, the register array is located at the bottom right of the
image sensor, and the register array handles 432 register values.

In order to control this I2C interface, 4 signals are required, as described in Fig-
ure 2.19: CLK_I2C_B, CLK_I2C, DIN_I2C and RST_I2C. When the sensor starts applying
power, the register array in FPGA and the image sensor are reset by using RST_I2C. Af-
ter 1.8V power is applied, the register value is transmitted from the FPGA to the image
sensor. The register array is controlled by the clock CLK_I2C_B and CLK_I2C, and these
2 clocks have a phase difference of 180 degrees. The register value is sequentially trans-
mitted to the image sensor using DIN_I2C.

2.4.4. LVDS INTERFACE CONTROL
As described in Figure 2.3(c) of section 2.1.2, the data is transmitted to the FPGA

through an LVDS interface after reading out pixel output using the ADC. Figure 2.20
shows the block diagram of the interface, including the serializer. As shown in Fig-
ure 2.20, the LVDS interface consists of 4 channels, each with 79 sets of the register. 12
flip-flops organize a single register set. Especially since the 180nm process is used to
design this image sensor, 4 channel interface is a helpful structure to avoid speed limita-
tion. Therefore, the clocks, CLK_CH1, CLK_CH2, CLK_CH3 and CLK_CH4, have 32MHz
of maximum frequency, each with a 90-degree phase difference, as shown in Figure 2.22.

Figure 2.21 and figure 2.22 show the connection between the ADC and the register
array and the timing diagram of the LVDS interface, including the register array control,
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Figure 2.20: The block diagram of the LVDS interface, including the 4-channel register array and LVDS drivers

Figure 2.21: The connection between ADC and the register array using the 2 to 1 MUX

respectively. In Figure 2.21, the 2 to 1 MUX controls the input signal of each register.
Therefore, when the IF_MUX_EN is low, 12-bit ADC outputs are connected to the reg-
ister, and at the rising edge of the D_DUMP, the data is stored in the register. When
IF_MUX_EN is high, the input of the register is connected to the output of the register
from the previous column. The clocks, CLK_CH1, CLK_CH2, CLK_CH3 and CLK_CH4,
are used to push the data to the right edge of the register array. Therefore, at the rising
edge of the clocks, CLK_CH1, CLK_CH2, CLK_CH3 and CLK_CH4, each data stored at
the register is transmitted to the register in the next column.

The output of the register at the right edge of each channel is the data transmit-
ted through the LVDS. The 4 to 1 MUX supports serialization. The clocks, SEL_CH1,
SEL_CH2, SEL_CH3 and SEL_CH4, open one of the switches out of 4. The output of
each channel is transmitted to the flip-flop and stored in the flip-flop at the rising edge
of clock CLK_BUF. When the flip-flop captures the output from the 4-channel register
array, the LVDS immediately drives the data to the FPGA. Therefore, the maximum oper-



2

28 2. THE BASIC IMAGE SENSOR DESIGN AND ITS TIMING

Figure 2.22: The timing diagram of the LVDS interface

ating speed of the clock, CLK_BUF, is 128MHz.

2.5. CONCLUSION
In this chapter, a brief explanation is provided regarding the common blocks shared

in this project and the timing required to control these blocks. In order to operate the
image sensors properly, a proper power-up sequence, as mentioned earlier, should be
followed, sequentially supplying power to the components. In addition, an I2C interface
is employed to configure the operational mode of the image sensor, and data is written at
appropriate timings. Information such as the reference voltage level, current level gen-
erated inside the image sensor, and digital signal processing settings are determined by
the register setup using the I2C interface. Furthermore, this chapter explains the signals
used to control the row decoder and the delivery of VDA, containing information about
the pixels for shutter operation and read operation. Moreover, it elaborates on how the
digitally converted image data is transmitted to the FPGA with the timing diagram.
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3
ENHANCING READOUT SPEED FOR

IMPROVING THE FRAME RATE OF

THE IMAGE SENSOR: THEORETICAL

ANALYSIS

T He main factors determining the frame rate of an image sensor include the pixel reso-
lution, the image sensor’s readout speed, and sensor architecture. Therefore, as men-

tioned earlier, maximizing the pixel rate is the practical solution to improve the frame rate,
and much research has been conducted on improving the pixel rate. In addition, advance-
ments in process technology have provided favorable conditions for improving the frame
rate. For example, the performance of the ADC has significantly improved, and the circuit
integration rate has improved, allowing for further improvements in the image sensor’s
performance.

In Chapter 3, the prototype of the SAR ADC and the optimized SAR ADC to improve the
frame rate will be discussed.

31
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Figure 3.1: The required pixel rate depends on the frame rate

3.1. HIGH FRAME RATE OPERATION AND ADC
3.1.1. FRAME RATE AND ADC SAMPLING RATE

The frame rate refers to the number of images an image sensor can produce per unit
of time, and it is calculated using the following formula.

FFR ≤ FADC ×NADC

PROW ×PCOL
≈ FPIXEL

PROW ×PCOL
(3.1)

In the given formula, FFR represents the frame rate, FADC represents the ADC sam-
pling rate, NADC represents the number of ADCs, and PROW and PCOL represent the num-
ber of rows and columns in the pixel array, respectively. As observed in the formula, three
variables play a role in determining the frame rate: ADC sampling rate, the number of
ADCs, and pixel resolution. Figure 3.1 employs this equation to illustrate the necessary
pixel rate, FPIXEL, within the image sensor to achieve different frame rates associated
with different resolutions.

In Figure 3.1, the assumed aspect ratio of the pixel array’s rows and columns is 16:9.
As demonstrated in Figure 3.1, the required pixel rate varies based on the pixel array
resolution when aiming to achieve the same frame rate. However, once the pixel array
resolution is determined due to the system specification, the only option to attain a spe-
cific frame rate involves the pixel rate, FPIXEL.

First, one of the effective methods to enhance the pixel rate is increasing the number
of ADCs. In previous work, [1] and [2] have shown that situating ADCs on both sides of
the pixel array leads to the pixel array reading out twice the speed compared to using
one side only. Moreover, the stacked structure is used to increase the number of ADC
in [3]. In [3], the pixel array is located on the top plate, and the ADCs are placed on the
bottom. Since the number of the ADC is the same as the number of pixels in the top
plate, the pixel rate is fast enough to achieve 660fps, though the ADC sampling rate is the
same as the image sensor’s frame rate. As demonstrated in [1], [2], [3], these approaches



3.1. HIGH FRAME RATE OPERATION AND ADC

3

33

Figure 3.2: The general single-slope ADC circuit diagram and its operation timing

enhance the image sensor’s pixel rate without improving the ADC sampling rate. As a
result, the ADC can maintain a small signal bandwidth, and the temporal noise perfor-
mances are not degraded. However, since many ADCs are designed within a small area,
FPN performance degradation is inevitable. Consequently, when the number of ADCs is
increased to improve the pixel rate, effective compensation techniques for FPN become
indispensable due to the compact integration of multiple ADCs.

Second, enhancing the ADC’s sampling rate improves the pixel rate. Different types
of ADC have been used, especially to improve the inefficient algorithm of the single-
slope ADC designed in previous image sensor research. For instance, [4] employs a cyclic
ADC to minimize area and reduce the number of conversion steps. At the same time,
[5] uses SAR ADC to improve the sampling rate significantly. Furthermore, [6] boosts the
pixel rate using a pipeline technique. These methodologies require less increased design
area, and less FPN performance degradation is expected. However, it is essential to note
that increasing the ADC sampling rate requires higher signal bandwidth. Specifically, as
discussed in [7], [8], the bandwidth directly influences temporal noise performance and
leads to a decline in image quality.

As mentioned above, to enhance the image sensor’s pixel rate, the 2 factors, such
as the number of ADCs and the ADC sampling rate, have to be improved. However,
these 2 factors accompany the FPN degradation and the increase of temporal noise. In
this project, a column-parallel architecture is adopted to simultaneously address both
factors, while considering the associated challenges in FPN and temporal noise perfor-
mance.

3.1.2. SINGLE-SLOPE ADC IN HIGH-SPEED DATA CONVERSION

The analog front end of the image sensor has been designed using single-slope ADC
for a long time, and the image sensor’s performance has been optimized based on this
structure. Especially when the single-slope ADC starts data conversion, the single-slope
ADC sequentially compares the input signal with the reference voltage from the most
positive to the most negative reference voltage level. Due to this simple data conversion
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Figure 3.3: The required clock frequency depending on the sampling rate of the single-slope ADC

algorithm, the simple algorithm requires only a few numbers of the circuit blocks. In ad-
dition, to reduce the design area at each column of the image sensor, the reference volt-
age is provided from the current steering DAC (Digital to Analog Converter). A current
steering DAC can simultaneously drive the reference voltage to all ADCs in the image
sensor. For these reasons, a compact design is available when designing the single-slope
ADC.

However, the single-slope ADC is inappropriate for implementing a high frame rate
image sensor. First, the single-slope ADC has an inefficient data conversion algorithm.
Figure 3.2 shows the general single-slope ADC circuit block diagram and its operation
timing. As shown in Figure 3.2, the single-slope ADC receives reset levels at the input
nodes RAMP_OUT and PIX_OUT, provided by the reference generator and pixel, respec-
tively. The comparator is simultaneously reset by turning on both S1 and S2 switches. Af-
ter reset, the single-slope ADC compares all reference voltage levels to identify the digital
level. In the meantime, the N-bit counter counts the number until the reference voltage
level is the same as the input signal level. The N-bit counter output signal is D_OUT[N-
1:0], and the output of the comparator, COUNT_EN, is used as a counter-enabled signal.
Therefore, the single-slope ADC must compare the signal with the reference for 2N times
for N-bit data conversion. The algorithm inevitably requires a high-frequency clock at
least 2N times faster than the ADC sampling rate. In addition, if the DDS (Digital Double
Sampling) technique [9] is used in data conversion, the ADC converts the reset and sig-
nal levels sequentially, and the 2N+1 times faster clock is required. Figure 3.3 illustrates
the required clock frequency depending on the ADC sampling rate. In Figure 3.3, when
the ADC sampling rate is over 1MS/s, the required counter control clock frequency of 10-
bit ADC exceeds 1GHz, and when DDS is applied as described in Figure 3.2, the required
clock speed is 2GHz. The high-frequency clock becomes a burden when the image works
at a high frame rate. The image sensor requires high-speed circuitry, consuming consid-
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Figure 3.4: The circuit network, including the ADC array and the ramp generator

erable power due to the high-frequency system operation, and the clock path must be
managed.

Second, the global reference encounters speed limitation in high-speed data con-
version. The global reference is one of the reasons that single-slope ADC has an area-
effective design. Figure 3.4 shows the circuit network between the comparator of the
single-slope ADC and the reference driver. In this circuit network, the RC time constant,
TRAMP, is a critical factor that decides the reference driving speed. TRAMP and the current
required in the reference voltage generator, ILOAD, are calculated as follows.

TRAMP = RLOAD ×NCOL ×CINT (3.2)

ILOAD = VSAT

RLOAD
(3.3)

In this formula, RLOAD represents the output resistor of the reference generator, NCOL

is the number of columns in the pixel array, CINT is the capacitance of the sampling ca-
pacitor, and VSAT is the image sensor’s ADC saturation level. For this reason, when the
image sensor’s frame rate increases or the resolution increases, the output resistor value
of RLOAD must be reduced, and the reference generator has to increase the load cur-
rent, ILOAD. To reduce the time constant at the output of the reference generator, the
buffer to transfer the reference voltage to the comparator is designed at each column
[10]. Since the output of the reference generator is connected to the gate of the input
transistor, designing buffer at each column can effectively reduce the time constant at
the output of the reference generator. However, reference mismatch and the additional
noise degradation are inevitable. When the resolution of the pixel increases, the time
constant increases again though the buffer is designed in each column.

Third, maintaining the circuit performance uniformity within the ADC array is diffi-
cult in the high frame rate image sensor. In particular, the high frame rate image sensor
inevitably consumes a lot of power. This results in an IR drop or IR rise on the power
line from the center of the ADC array to both ends, as shown in Figure 3.5. Since the
reference bias voltage is shared within the array, the circuit operating point is changed
due to this potential variation. Figure 3.5 shows the IR rise on the ground power line. In
Figure 3.5, KCOL represents the number of columns, and the current and the parasitic re-
sistor at each column are denoted as ICOL and RCOL, respectively. As shown in Figure 3.5,
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Figure 3.5: The IR rise effect one the power line (GND)

Figure 3.6: (a) The example of 3-bit SAR ADC block diagram and (b) its timing

the center of the array has the worst condition, and the calculated IR rise in the middle
of the array, ∆VR is as follows.

∆VR = ICOL ·RCOL

KCOL/2∑
X=1

X = ICOL ·RCOL ·
(

K 2
COL

8
+ 2KCOL

8

)
(3.4)

For this reason, ∆VR leads to the current mismatch. The mismatch gets worse if the
resolution or the power consumption increases. This mismatch finally induces channel
mismatch within the ADC array.

3.1.3. SAR ADC IN HIGH-SPEED DATA CONVERSION
The SAR (Successive Approximation Register) ADC is an optimal solution for realizing

high frame-rate image sensors. Notably, the following explanation presents the 3 factors
that the SAR ADC contributes to enhance the high frame rate of image sensors.

First, the SAR ADC employs efficient data conversion algorithms. Figure 3.6 illus-
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trates a simplified 3-bit SAR ADC block diagram and its timing diagram. A SAR ADC con-
sists of 3 main blocks: capacitor DAC, comparator, and timing generator. The capacitor
DAC has 8-unit capacitors for the 3-bit data conversion. When the SAR ADC starts data
conversion, the ADC samples the input signal at its positive input, VDAC_P, and the neg-
ative reference voltage at its negative input, VDAC_N. In the meantime, the bottom plate
of the sampling capacitor should be connected to the negative reference, VREFN. After
sampling, the potential at the positive and negative pins are described in the following
formula.

VDAC_P =VIN

VDAC_N = N

8
VREFP + M

8
VREFN

(3.5)

In this formula, the N and M are the number of unit capacitors whose bottom plates
are connected to the positive reference, VREFP, and the negative reference, VREFN, re-
spectively. The comparator compares the potential difference between each input node,
VDAC_P and VDAC_N. If the potential difference of VDAC_P and VDAC_N satisfies the follow-
ing statement, the comparator outputs ‘1’.

VDAC_P −VDAC_N = (VIN −VREFN)− N

8
·∆VREF < 0 (3.6)

In the formula above, ∆VREF is the same as VREFP-VREFN. In addition, the SAR ADC
applies the binary search algorithm. Therefore, the SAR ADC compares the input signal
with the middle level between VREFP and VREFN at the first comparison time, TCOMP1, and
the N and M are set to 4, respectively. Considering the data conversion algorithm, an N-
bit SAR ADC requires N comparison cycles to complete the conversion. For instance,
the 3-bit SAR ADC in Figure 3.6 performs 3 comparison cycles for data conversion. As
described in Figure 3.6(b), if the input signal, VIN, is larger than 0.5×∆VREF, the SAR ADC
set N and M as 6 and 2 in the second comparison time, TCOMP2, respectively. In the third
comparison time, TCOMP3, the N and M are set to 5 and 3, following the same algorithms.
For this reason, the clock necessary for data conversion is very slow compared to the
single-slope ADC. For instance, to control SAR ADC operating at 250kS/s, the SAR ADC
only requires 8MHz clocks. Furthermore, substantial research has been performed on
low-power SAR ADCs, as mentioned in [11]. In particular, the figure-of-merit (FOM), an
indicator of power efficiency, has significantly improved, reaching 1fJ/conv-step.

Second, each column in the imager has its own reference generator, which is imple-
mented using a capacitor DAC. The single-slop ADC uses a global reference shared in
the ADC located at each column, as shown in Figure 3.7(a). As mentioned previously in
3.1.2, this global reference has several problems. In particular, the ADC operation speed
is limited due to the huge RC time constant at the output node of the reference generator.
Though the RC time constant at the output node of the reference generator is reduced
by using the input buffer for each column, the speed is limited for the same reason when
pixel resolution increases. In addition, the RC time constant affects the linearity of the
sensor by lowering the linearity of the reference voltage output generated from the ref-
erence generator. In particular, the INL (Integral Nonlinearity) performance of the ADC
located in each column deteriorates. Although the INL does not directly affect image
quality, it can be one of the roots of worse PRNU (Photo Response Nonuniformity).
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Figure 3.7: The block diagram of the circuit connection using (a) global reference and (b) individual reference

On the other hand, the SAR ADC cannot share the same reference voltage with the
SAR ADCs in the other column due to its operation characteristics. Figure 3.7(b) shows
an example of the reference generator providing reference voltage using the capacitor
DAC located in each column. Since the reference generator is included in the column
area, this capacitor DAC degrades the area efficiency compared to the single-slope ADC.
However, as the frame rate of the image sensor increases, supplying reference voltages
through individual reference generators becomes comparatively easier, offering a po-
tential solution to the issue of speed limitations. Especially, although the output node
of each capacitor DAC has a minimal RC time constant, each decision cycle in the SAR
ADC is relatively long compared to that of the single-slope ADC. This relatively long cy-
cle allows sufficient decision time even at low clock frequencies. For this reason, the
SAR ADC can achieve high-speed operation without requiring a high-frequency clock,
making it highly efficient. Furthermore, the research for digital error correction, such as
[12] and [13], explained that the decision error at the MSB (Most Significant Bit) can be
compensated. Therefore, MSB decision error can be compensated due to the large RC
time constant when the SAR ADC controls the MSB capacitor. Since the RC time con-
stant is small at the LSB (Least Significant Bit) decision, the SAR ADC can use a relatively
accurate reference voltage compared to the single-slope ADC.

Third, with the advancement of process technology, the design area of SAR ADCs
continues to shrink while their performance improves. As shown in Figure 3.6(a), the
SAR ADC consists of three main blocks: the capacitor DAC, comparator, and timing gen-
erator. Among these, the capacitor DAC and timing generator typically occupy more
than 70% of the total area and are therefore most affected by scaling in advanced pro-
cess technologies. For example, a smaller feature size allows the timing generator to
be implemented in a smaller area and to operate at a lower supply voltage, resulting in
lower power consumption. Likewise, if the capacitor device is improved to offer higher
capacitance density, the capacitor DAC can also be implemented with a smaller area
compared to older technologies. As reported in [11], these improvements have signif-
icantly enhanced SAR ADC performance. The figure-of-merit (FOM), an indicator of
power efficiency, has already reached values below 1 fJ/conversion-step. Furthermore,
noise-shaping techniques have been applied to SAR ADCs to further extend their reso-
lution toward higher-bit designs.
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Figure 3.8: The block diagram of a single-channel readout chain using a conventional SAR ADC

These three factors show why the SAR ADC is better suited than the single-slope ADC
for high frame rate image sensors. Therefore, it serves as an optimal solution for frame
rate enhancement.

3.2. SAR ADC DESIGN IN CONVENTIONAL STRUCTURE

3.2.1. THE STRUCTURE AND THE TIMING OVERVIEW

Figure 3.8 illustrates the block diagram of a single-channel readout chain using a con-
ventional SAR ADC. This single-channel readout chain is implemented in each column
of the column-parallel structure. The readout chain comprises the PGA (Programmable
Amplifier) and the SAR ADC. As mentioned in 3.1.3, the SAR ADC contains 2 capacitor
DACs on the negative and positive side, a comparator, and a timing generator.

The PGA receives the pixel output via VPIX from the pixel array and buffers the signal
to the ADC through VPGA_OUT. The switch S1 is used to reset the PGA at the beginning
of the horizontal line time. The PGA especially switches the signal range from the 3.3V
domain to the 1.8V domain. In addition, the PGA supports the analog gains up to ×8.
Therefore, depending on the condition that the image sensor captures the image, such
as low illumination conditions, the PGA amplifies the signal by applying the analog gain.
The analog gain, AANA, supported by the PGA, is calculated as follows.

AANA = CIN

CF
(3.7)

The signal from the PGA is sampled at the capacitor DAC through the switch S2 and
S3. Since the signal is sampled using the top plate sampling method, it is sampled at the
top plate of the capacitor, and the reference voltages, VREFP and VREFN, are connected to
the bottom plate of the capacitor. The capacitor DACs on the positive and negative sides
consist of 1024-unit capacitors to support 10-bit data conversion, respectively. This SAR
ADC is designed as a single-ended structure. As shown in Figure 3.8, the timing generator
only controls the capacitor DAC on the negative side for the data conversion, and the
capacitor DAC on the positive side is used to compensate for the comparator’s offset.
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When the ADC starts sampling, the reset level of the PGA is sampled on the positive
side, and the signal corresponding to the integrated charge at the pixel is sampled on
the opposite side. The output of the capacitor DAC is connected to the input of the
comparator, and the comparator is designed with a pre-amplifier, which is relatively less
sensitive to the kick-back noise during the comparison.

Figure 3.9: (a) The single channel readout chain within the column parallel structure, and (b) the timing dia-
gram for one horizontal line time

As mentioned in Chapter 2, a column-parallel structure has been used to design the
image sensors in this work. Each column within the column parallel architecture has the
readout chain described in Figure 3.9(a). The readout chain contains the PGA and the
ADC. In addition, the pixel provides the signal to the readout chain. The signal from the
pixel is transferred to the PGA through the source follower, and the output of the source
follower is connected to the positive input of the PGA. Figure 3.9(b) shows the timing
diagram, including the status of each component, such as the pixel, the PGA, and the
ADC. At the beginning of one horizontal line time, the PGA resets itself by turning on
switch S1. In the meantime, the ADC samples the reset level, VPGA_RST, from the PGA
on the capacitor DAC by turning on S2 and S3. The PGA completes the reset operation
after turning off S1, while the ADC finishes its sampling by turning off S2 and S3. After
reset level sampling, the ADC performs the offset calibration for two cycles, and the pixel
starts transmitting the integrated signal to the PGA. In the next phase, the ADC samples
the integrated signal, VPGA_SIG, from the PGA with S3 turned on. After the sampling is
completed by turning off S3, the potential at VDAC_N and VDAC_P are the same as VPGA_SIG

and VPGA_RST, respectively. The potential difference between VDAC_N and VDAC_P is VSIG,
which corresponds to the integrated charge inside the pixel. After sampling, the ADC
converts the sampled signal into the 10-bit digital code. When the data conversion is
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Figure 3.10: The circuit block diagram of the PGA

completed, the data is transferred to the final buffer.

3.2.2. PGA CIRCUIT DESIGN AND THE DETAIL CONTROL
As mentioned in 3.2.1, PGA buffers the signal and amplifies it by applying the analog

gain. Figure 3.10 illustrates the circuit diagram of the PGA used in this work. The PGA
is designed as a differential amplifier with a single-ended output. The PGA consists of
2 input nMOS transistors, 2 pMOS load transistors, and the current source. The load
current at the current source is controlled from 20µA to 45µA in each column. The pixel
output is connected to the bottom plate of the input capacitor, which is connected to
the positive input transistor, M1. On the other hand, the bottom plate of the capacitor
connected to the negative input transistor, M2, is set to the ground. For this reason, this
structure doesn’t require the additional reference voltage to set the common level. How-
ever, when the PGA is reset, the output VPGA_OUT is set to VDD-VTHP, where VTHP is the
threshold voltage of the pMOS transistors M4 and M3. Considering the signal range, the
pixel output is connected to the positive input of the amplifier. Therefore, this struc-
ture has the same polarity of input and output signals. This circuit network connection
explained above is shown in Figure 3.11(a).

Figure 3.11(b) illustrates the timing diagram of the PGA. When the switch S1 is turned
on, and the pixel transfers the reset level, VPIX_RST, through the node VPIX, the PGA out-
put is set to the reset level. The PGA reset level is the same as VDD-VTHP, as mentioned
above. When the PGA completes the reset operation, the switch S1 is turned off, and the
output of the PGA is maintained at the same potential. If the pixel outputs the signal
level corresponding to the integrated charge, the pixel output VPIX becomes VPIX_RST-
VSIG. The change, VSIG, is proportional to the amount of the integrated charge inside
the photodiode. The PGA also outputs the signal level after it receives the pixel outputs,
VPIX_RST-VSIG. The output of the PGA becomes VDD-VTHP-VSIG2, and VSIG2 is proportional
to VSIG. Therefore, if the input capacitor CIN is the same as the feedback capacitor CF,
VSIG2 is the same as VSIG. In addition, if the feedback capacitor size is not the same as the
input capacitor size due to the analog gain, VSIG2 is calculated as follows.
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Figure 3.11: (a) The PGA network connection and (b) the timing diagram

Figure 3.12: The circuit block diagram of the 10-bit SAR ADC

VSIG2 =VSIG × CIN

CF
(3.8)

3.2.3. SAR ADC DATA CONVERSION ALGORITHM
The capacitor DAC in the SAR ADC is designed as illustrated in Figure 3.12. The ca-

pacitor DAC in the positive and the negative input parts consists of 1024-unit capaci-
tors, respectively, and the switches S2 and S3 are used to control the sampling. Since this
SAR ADC only uses the negative part for the data conversion, the positive and the nega-
tive reference voltages, VREFP and VREFN, are provided to the capacitor DAC in the nega-
tive input part. The reference voltage is connected to the bottom plate of the capacitor
through the switch network. On the other hand, the positive input part samples the reset
level from the PGA, but the capacitor is not controlled during the data conversion. The
capacitor DAC in the positive input part is controlled to compensate for the compara-
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Figure 3.13: The example of the capacitor DAC output control during data conversion

tor’s offset. Since the offset calibration requires 0.25LSB precision, the reference voltages
provided to the capacitor DAC in the positive part are VREFP_0.25 and VREFN. The differ-
ence between VREFP_0.25 and VREFN is one-fourth of the signal range, and the relationship
among those reference voltages is as follows.

1

4
× (VREFP −VREFN) =VREFP_0.25 −VREFN (3.9)

In addition, the capacitor DAC continuously redistributes the charge after the unit
capacitors are controlled. For this reason, the absolute value of the reference voltage
does not affect the ADC performance. Still, the difference between the positive and the
negative reference voltage is the same as the maximum size of the input signal. There-
fore, the signal full-scale VFS has the following relationship described in the following
formula.

VFS =VREFP −VREFN (3.10)

The SAR ADC uses this capacitor DAC and performs the data conversion in the fol-
lowing procedure. Figure 3.13 describes the data conversion procedure, including the
capacitor DAC control and its output. As mentioned above, when the sampling is com-
pleted, the potential at the positive and the negative capacitor DAC’s output is calculated
as follows.

VDAC_P =VPGA_RST

VDAC_N =VPGA_RST −VSIG
(3.11)

VPGA_RST and VSIG are the reset level of the PGA and the signal corresponding to the
integrated charge inside the pixel, respectively. If capacitor DAC in the negative input
part is controlled the potential change at VDAC_N is as follows.
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VDAC_N =VPGA_RST −VSIG + NP ·CU

Ctotal
· (VREFP −VREFN) (3.12)

In this formula, CU and CTOTAL refer to the capacitance of the unit capacitor and the
total capacitor designed in the negative input part. The term NP denotes the number
of unit capacitors whose bottom plates are connected to the positive reference voltage
VREFP. Since the SAR ADC uses binary search algorithm, the SAR ADC compares the VSIG

with the middle level of the 2 reference voltages, VREFP and VREFN, at the first decision
phase, P1.

VDAC_N =VPGA_RST −VSIG + 512 ·CU

1024 ·CU
· (VREFP −VREFN) (3.13)

Therefore, the MSB capacitor, which is the same as 512-unit capacitors, is connected
to the positive reference voltage, VREFP. As shown in Figure 3.13, the signal level at P1
shows that the potential at the negative capacitor DAC output, VDAC_N, is larger than
the positive capacitor DAC output, VDAC_P. The decision is ‘0’. As the decision is ‘0’, the
bottom plate of the MSB capacitor, which initially connects to VREFP, switches back to
the negative reference VREFN. In the next phase, the ADC compares the signal VSIG with
VFS/4. Therefore, the bottom plate of the 256-unit capacitors is connected to the positive
reference voltage, VREFP. In the same method, the potential at the negative capacitor
DAC output, VDAC_N is calculated as follows.

VDAC_N =VPGA_RST −VSIG + 256 ·CU

1024 ·CU
· (VREFP −VREFN) (3.14)

In P2 phase, VDAC_N is smaller than VDAC_P, and the comparison result is ‘1’. In this
case, the 256-unit capacitors maintain the connection with the positive reference volt-
age, VREFP. In the same manner, the bottom plate of the 128-unit capacitors is connected
to the positive reference voltage, and the potential of VDAC_N is as follows.

VDAC_N =VPGA_RST −VSIG + (256+128) ·CU

1024 ·CU
· (VREFP −VREFN) (3.15)

Since the comparison result at P2 is ‘1’, the total unit-capacitor connects its bottom
plate with the positive reference voltage, VREFP, is 384-unit capacitors. This operation is
repeated during 10 cycles. After 10 cycles, the SAR ADC outputs the 10-bit digital code.
In Figure 3.13, the final output is ‘0110110111’ in binary code.

3.3. ADVANCED SAR ADC DATA CONVERSION ALGORITHM

3.3.1. THE STRUCTURE AND THE TIMING OVERVIEW OF THE TWO-STEP

SAR ADC
Section 3.3 explains the two-step SAR ADC design. In particular, the two-step struc-

ture improves the linearity of the SAR ADC designed in section 3.2. As described in Sec-
tion 3.2, the SAR ADC includes a capacitor DAC composed of 1024 unit capacitors. Due
to the large number of unit capacitors, a corresponding number of control lines is re-
quired, which increases layout complexity. This spatial complexity often forces the unit
capacitors to be designed smaller, resulting in degraded linearity performance.
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Figure 3.14: The block diagram of the readout chain designed with two-step SAR ADC

Figure 3.14 shows the readout chain containing a two-step SAR ADC designed in each
column of the column-parallel structure. The readout chain consists of a 6-bit SAR ADC
and a PGA. The SAR is designed in a single-ended structure with 56-unit capacitors on
the positive and negative sides. Since the top-plate sampling generates the offset, the
bottom-plate sampling technique is applied. As depicted in Figure 3.14, the PGA receives
the pixel output at the negative input of the PGA, and outputs the signal to the ADC
through its positive output. To control the reset level of the PGA output, the reference
voltage VCM is connected to the positive input of the PGA, and the VCM is set to 0.8V.
The PGA provides analog gain up to ×8. To support analog gain, the feedback capacitor,
CF, is controlled from 7C to 56C. In addition, the PGA supports generating the residue
after 6-cycles coarse analog to digital conversion. The residue enables the two-step data
conversion of the ADC. For this reason, the 6-bit capacitor DAC is included in the PGA,
and the capacitor DAC consists of the 56-unit capacitors. The 6-bit capacitor DAC is
controlled by the 6-bit registers, which capture the coarse conversion result.

Figure 3.15 is a timing diagram of the pixel output readout timing within a single
horizontal line time. When the horizontal line time starts after VDA (Vertical Domain
Address) is transmitted, the pixel outputs the reset level, VPIX_RST, via the pixel output
node, VPIX. The reset level, VPIX_RST, is used to reset the PGA, and the PGA turns on the
switch S1 to reset itself. The PGA output, VPGA_RST, is sampled at the negative input of
the ADC. The switches S2, STOP_P , and STOP_N are turned on to sample the reset level.
When the PGA completes the reset operation, the switch S1 is turned off. The ADC turns
off the switch STOP_N after the sampling reset level. When the sampling reset level is
finished, the pixel starts transmitting VPIX_SIG, corresponding to the integrated charge
at the photodiode. The VPIX_SIG is sampled at the PGA, and the PGA outputs the signal
VPGA_SIG to the ADC. When the ADC completes sampling the signal, VPGA_SIG, the ADC
turns off the STOP_P and S2 sequentially to support bottom plate sampling. The potential
difference between the sampled signal on the positive and negative input of the ADC,
VSIG, is proportional to the integrated charge.
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Figure 3.15: The readout chains of a single channel, including the pixel and the two-step SAR ADC, along with
the timing diagram for one horizontal line time

After sampling the reset and signal levels, the ADC starts a 6-cycle coarse conversion.
When the 6-cycle coarse conversion is completed, the PGA uses the coarse conversion
result to generate the residue, VPGA_RES, by controlling the capacitor DAC. The residue,
VPGA_RES, is sampled at the positive input of the ADC by turning on the switch STOP_P and
S2. When the sampling is completed, the ADC starts a 6-cycle fine conversion. After the
data conversion is finished, the 12-bit data conversion result is transmitted to the LVDS
interface. The 12-bit conversion result generates an 11-bit digital code at the post-signal
processing part.

3.3.2. PGA DESIGN AND ITS FUNCTIONALITY

As mentioned in section 3.3.1, the PGA provides the analog gain and regulates the
signal range from the 3.3V domain to the 1.8V domain. In addition to the general PGA
functions, the PGA generates residue after ADC coarse data conversion is completed.
The PGA also generates the offset to control the image sensor’s dark level and compen-
sate for the reference mismatch between the coarse and fine conversion.

Figure 3.16 shows the PGA network connection depending on its operation and the
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Figure 3.16: The PGA network connection during (a) reset phase, (b) after reset phase, and (c) the timing dia-
gram for the PGA operation

timing. As described in Figure 3.16, the PGA receives the pixel output at the negative
input of the PGA, and the positive output of the PGA is used to output the signal to the
ADC. This type of PGA design has a different polarity between the input and output.
Moreover, the positive input of the PGA is connected to the reference voltage, VCM. The
VCM controls the reset level of the ADC, and to support the 0.8V signal output range, the
VCM is set to 0.8V.

As described in section 3.3.1, the PGA uses the pixel reset level, VPIX_RST, to reset itself.
When the PGA starts resetting itself, it turns on the switch S1, as shown in Figure 3.16(a).
The input of the PGA is connected to the output of the PGA, VPGA_OUT, and the VPGA_OUT

is equal to VCM if the PGA is ideal. When the reset operation is completed, the PGA turns
off the switch S1, as shown in Figure 3.16(b). However, since the pixel output is main-
tained as a reset level, VPIX_RST, the PGA maintains its output as VPGA_RST. After reset
sampling, the pixel starts transmitting the signal level, VPIX_SIG, to the PGA. Though the
voltage level at the pixel output gets lower, the PGA output gets higher since the input
and the output of the PGA have different signal polarity. The PGA amplifies the differ-
ence between VPIX_RST and VPIX_SIG. The difference between the VPGA_RST and VPGA_SIG is
described as follows.

VPGA_RST −VPGA_SIG = APGA × (VPIX_RST −VPIX_SIG) (3.16)

The APGA is the gain of the PGA, which is the same as 56C/CF. As shown in Fig-
ure 3.16(c), If the gain of the PGA is equal to 1, the difference between the VPIX_RST and
VPIX_SIG is equal to the difference between the VPGA_RST and VPGA_SIG. During each signal
sampling, the bottom plate of the capacitor DAC is connected to the negative reference,
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Figure 3.17: The capacitor DAC inside the PGA control network using 6-bit register

VREFN.
As mentioned in section 3.3.1, residue generation is the key operation to implement

the two-step SAR ADC. As depicted in Figure 3.14, the PGA generates the residue after the
ADC completes a 6-cycle coarse conversion. The 6-bit conversion result is captured at
the 6-bit register, and the output of the 6-bit register directly controls the capacitor DAC,
as described in Figure 3.17. Figure 3.17 shows an example of generating residue. When
the ADC completes the conversion, the MSB code controls the 24-unit capacitor, and the
LSB code controls the 1-unit capacitor since the capacitor DAC designed in PGA is the
same as the capacitor DAC used for data conversion inside the SAR ADC. The generated
residue, VPGA_RES, is calculated as follows.

VPGA_RES =VPGA_SIG − (VREFP −VREFN)× NP ·CU

56 ·CU
(3.17)

NP denotes the number of unit capacitors whose bottom plates are connected to the
positive reference voltage, and CU represents the capacitance of a single unit capacitor.
VREFP and VREFN are the positive and negative reference voltages. The generated residue,
VPGA_RES, is sampled on the positive input of the ADC before starting fine conversion.

The PGA generates the offset 2 times within a horizontal line time. In the timing
diagram shown in Figure 3.15, when the ADC completes reset level sampling, the PGA
generates the offset. Since the dark level is set to 256 in this work, the PGA controls the
8-unit capacitor to make the analog signal corresponding to 256 LSB. To implement this
operation, the PGA has additional 8-unit capacitors, described in Figure 3.18(a), and the
reference voltage connected to the bottom plate of the additional 8-unit capacitors is
changed from VREFN to VREFP. The generated offset is calculated as follows.

VPGA_SIG =VPGA_RST +VSIG + (VREF_P −VREF_N)× 8CU

CF

=VPGA_RST +VSIG +VOFF_DARK

(3.18)

In this formula, VSIG is the difference between VPGA_SIG and VPGA_RST in Figure 3.15.
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Figure 3.18: (a)The PGA control generating offset to control dark level corresponding to 256LSB, and (b) the
PGA output with or without offset

Figure 3.19: (a) The PGA control generating offset for compensation, and (b) the PGA output with or without
offset during generating residue

The generated offset after controlling the 8-unit capacitor is VOFF_DARK.
In addition, The PGA also generates the offset when the PGA generates the residue.

The offset compensates for the wrong data conversion from the coarse data conversion.
There are two main reasons for the wrong data conversion. First, the incomplete settling
at the PGA output distorts the signal sampled at the ADC. Second, the reference mis-
match between the coarse and fine conversion leads to wrong data conversion. There-
fore, the first cycle at the fine conversion is used to correct the decision. Figure 3.19(a)
shows that the additional 0.5-unit capacitor is controlled to generate the offset. The ref-
erence voltage connected to the bottom plate of the capacitor is changed from VREFP to
VREFN. The residue, including the generated offset, is calculated as follows.

VPGA_RES =VPGA_SIG − (VREFP −VREFN)× CP

56C
+ (VREFP −VREFN)× 0.5CU

56CU
(3.19)

The last term (VREFP-VREFN)×0.5C/56C corresponds to the generated offset, and this
offset level is the same as 8LSB. The rest of the formula is the same as the residue cal-
culated above. Since the first cycle of the fine conversion is used as a redundancy, the
decision range corresponds to 56LSB. As described in Figure 3.19(b), the additional de-
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Figure 3.20: Circuit block diagram of the two-step SAR ADC

cision range of the SAR ADC is only +24LSB above the actual signal range if the offset is
not generated. On the other hand, the additional decision range is +16LSB/-8LSB with
8LSB offset. The detailed operation is explained in the next section, 3.3.3, together with
the data conversion algorithm.

3.3.3. TWO-STEP SAR ADC DATA CONVERSION ALGORITHM
Figure 3.20 shows the block diagram of a 6-bit SAR ADC used in a two-step ADC, con-

sisting of a capacitor DAC, comparator, and control logic. As mentioned in section 3.3.1,
the 6-bit DAC has 56-unit capacitors, and the 56-unit capacitors are included in positive
and negative capacitor DACs, respectively. Since the total unit capacitor is 56 on each
side, the MSB capacitor consists of 24-unit capacitors. The number of the unit capaci-
tors in the remaining part is designed with a binary weighted number. The SAR ADC is
designed in a single-ended structure. During the data conversion, the SAR ADC controls
the capacitor DAC at the negative input part. As shown in the timing diagram in Fig-
ure 3.15, the reset level, VPGA_RST, and the signal level, VPGA_SIG, are sampled at the ca-
pacitor DAC in the positive input part and the capacitor DAC in the negative input part,
respectively. The switches STOP_N and STOP_P on both positive and negative sides man-
age the connection between the switches and the reference voltage VCM. The reference
voltage and the input signal are sampled at the bottom plate of the capacitor DAC, and 3
switches control the connection. In addition, the ADC uses different reference voltages
between coarse and fine conversion. The reference voltages, VREFP_C and VREFN_C, are
the reference voltages for the coarse conversion, and the reference Voltages, VREFP_F and
VREFN_F are used for the fine conversion. Depending on the data conversion phase, the
switch SREF selects the appropriate reference voltage.

Figure 3.21 illustrates the example of the two-step SAR ADC data conversion. In Fig-
ure 3.21, SADC refers to the practical signal range except for the dark level and the margin
above the highest code. VLSB is the analog signal range corresponding to 1LSB digital
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Figure 3.21: The example of the capacitor DAC output control of the two-step SAR ADC during the data con-
version

Figure 3.22: Capacitor DAC control (a) at the first cycle, and (b) at the second cycle
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output. P1 to P12 represent the ADC data conversion cycle. The 6-bit SAR ADC starts a
6-cycle coarse conversion after completing input signal sampling. Figure 3.22(a) shows
the capacitor DAC control at the first cycle of the data conversion. The bottom plate of
the MSB capacitor is connected to the positive reference voltage, VREFP_C. The calculated
capacitor DAC output, VDAC_N, is shown below.

VDAC_N =VCM − (VPGA_SIG −VREFN_C)+∆VREF_C × 24CU

56CU
(3.20)

In the formula above, VPGA_SIG is the signal sampled on the negative capacitor DAC
and is the same signal described in Figure 3.15. VPGA_SIG includes the dark level, VDARK_OFF,
mentioned in section 3.3.2. Therefore, VPGA_SIG-VREFN_C is equal to VSIG+VDARK_OFF in
Figure 3.21. ∆VREF_C is the reference voltage difference between VREFP_C and VREFN_C.
Since the output of the capacitor DAC on the positive side is equal to VCM, the potential
difference is calculated below.

VDAC_P −VDAC_N = (
VSIG +VDARK_OFF

)−∆VREF_C × 24CU

56CU
(3.21)

The comparator uses the potential difference between its positive and negative in-
puts, VDAC_P-VDAC_N. If the difference is below 0, the comparator outputs ‘0’. The ADC
changes the connection between the MSB capacitor and the reference voltage. The neg-
ative reference voltage, VREFN_C, is connected to the MSB capacitor. On the other hand, if
the difference is above 0, the comparator outputs ‘1’. The ADC maintains the connection
between the MSB capacitor and the positive reference voltage, VREFP_C. In Figure 3.21,
since the difference is below 0 at the first cycle, the output of the comparator is 0.

In Figure 3.21, when ADC starts the second cycle, P2, the ADC changes the connec-
tion between the second MSB capacitor and the reference voltage. The second MSB
capacitor consists of 16-unit capacitors. Figure 3.22(b) shows the capacitor DAC control
at the second cycle. As described in Figure 3.22(b), the connection between the MSB ca-
pacitor and the reference voltage is different, and the ADC connects the bottom plate of
the second MSB capacitor with a positive reference voltage, VREFP_C. The output of the
negative capacitor DAC is calculated as follows.

VDAC_N =VCM − (VPGA_SIG −VREFN_C)+D1 ·∆VREF_C · 24CU

56CU
+∆VREF_C · 16CU

56CU
(3.22)

In the formula, D1 is the decision result from the first cycle. The difference of the
capacitor DAC output on the positive and negative sides is calculated below.

VDAC_P −VDAC_N = (
VSIG +VDARK_OFF

)−D1 ·∆VREF_C · 24CU

56CU
−∆VREF_C · 16CU

56CU
(3.23)

In the same way as the first comparison, if the difference, VDAC_P-VDAC_N, is below
0, the comparator outputs ‘0’. On the other hand, if the difference is above 0, the com-
parator outputs ‘1’. In Figure 3.21, the comparator outputs ‘1’. Following the same work
principle, the ADC completes the 6-cycle coarse data conversion. The coarse conversion
result is ‘010111’.
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After coarse conversion, the PGA generates the residue, which is again sampled on
the negative capacitor DAC again. Since the offset is generated to set up the +8LSB/-
16LSB over-range, the offset corresponding to 16LSB is included in the residue. In the
meantime, the ADC controls the switch, SREF, to change the reference voltage used for
fine conversion. As a result, the reference voltages, VREFP_F and VREFN_F, are used for the
fine conversion. When the sampling is completed, the ADC starts a 6-cycle fine conver-
sion. The conversion method is the same as the coarse conversion. Therefore, the fine
conversion controls the MSB capacitor first. The capacitor DAC output at the negative
capacitor DAC after connecting the positive reference voltage to the bottom plate of the
MSB capacitor is calculated as follows.

VDAC_N =VCM − (VPGA_RES −VREFN_F)+∆VREF_F × 24CU

56CU
(3.24)

The VPGA_RES is the residue shown in Figure 3.15. The difference of the capacitor DAC
output on the positive and negative sides is calculated below.

VDAC_P −VDAC_N = (VPGA_RES −VREFN_F)−∆VREF_F × 24CU

56CU
(3.25)

In the same way as the coarse conversion, the comparator outputs the code depend-
ing on the polarity of the difference, VDAC_P-VDAC_N. In Figure 3.21, the first cycle deci-
sion result is 1 because the difference is above 0. The result of the 6-cycle fine conversion
is ‘100111’.

The 12-bit decision result is directly transmitted to the interface, and the final 11-bit
digital code is generated at the FPGA. The calculation of the final output, DOUT, is as
follows.

DOUT =
6∑

i=2
211−i ·Di +

12∑
i=8

212−i ·Di +1.5× (29 ·D1 +24 ·D7)−16 (3.26)

In this formula, Di is the decision result at the i-th cycle. Since the offset is included
in the residue, 16LSB is subtracted from the final code.

The two-step SAR ADC has the transfer curve of the red line in Figure 3.23 without
distortion at coarse conversion. The minimum output code at fine conversion is 16 due
to the offset, 16VLSB in Figure 3.21. However, if the coarse decision is wrong, the gener-
ated residue deviates from the red area in Figure 3.23. Nevertheless, if the error is within
the over-range marked in blue, it is possible to compensate for it during the fine conver-
sion. For example, if the coarse conversion is wrong due to a lack of the PGA bandwidth,
the digital output from the coarse conversion can be less than the ideal conversion re-
sult. In this case, the transfer curve deviates from the red curve, and this curve follows
the transfer curve of case 1 in Figure 3.23. Though the coarse conversion result is lower
than expected, accurate conversion is available because the actual input signal from the
pixel is preserved. Therefore, the 1-bit redundancy covers this deviation and finally leads
to the correct result. In addition, the over-range corresponds to 0.25LSB and 0.5LSB,
respectively, in the case of coarse conversion. In the opposite case, the transfer curve
follows the transfer curve of case 2 in Figure 3.23.
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Figure 3.23: Transfer curve of the final conversion result of the two-step SAR ADC

3.4. CONCLUSION
This chapter discusses a theoretical SAR ADC data conversion algorithm and the SAR

ADC design. As mentioned in section 3.3.1, the SAR ADC data conversion algorithm
is straightforward because the SAR ADC uses the binary search algorithm. The required
clock to control SAR ADC is relatively slow enough to implement a robust system. There-
fore, the SAR ADC is one of the best options for implementing high-speed readout archi-
tecture. Especially the 2 types of SAR ADC design and the data conversion algorithm
are explained in this chapter. Section 3.3.2 explains the conventional 10-bit SAR ADC
design and its data conversion algorithm. In this design, the ADC offset calibration tech-
nique is applied as a background operation, and ADC performs the offset calibration
between the pixel’s reset level and signal level sampling time. Section 3.3.3 explains the
two-step SAR ADC design and the data conversion algorithm. The PGA generates the
residue after a 6-cycle coarse conversion in this design. Therefore, the readout archi-
tecture requires only 6-bit ADC. Instead, the PGA contains the 6-bit capacitor DAC. As
a result, the number of unit capacitors designed in a two-step readout architecture is
reduced compared to conventional 10-bit SAR ADC. In addition, the over-range set by
the redundancy compensates for the wrong coarse conversion result. The wrong coarse
conversion result originates from the incomplete input signal settling at the PGA or the
reference mismatch between the coarse and fine conversion.
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ENHANCING READOUT SPEED FOR

IMPROVING THE FRAME RATE OF

THE IMAGE SENSOR: IMAGE

QUALITY

M Aximizing the ADC performance leads to an improvement of the image sensor’s frame
rate. Particularly, the data conversion algorithm of SAR ADC used in this work is

the appropriate solution to improve the frame rate due to its efficient data conversion al-
gorithm. However, though the image sensor’s frame rate is improved, several indicators,
such as temporal noise, FPN (fixed pattern noise), should be managed to have good im-
age quality. Especially a high-speed ADC inevitably has large noise bandwidth. The large
bandwidth induces image quality degradation due to the temporal noise. In addition, the
FPN degradation mainly induced by the dark current and offset within the data path can
be an obstacle to maintaining the image quality.

In this chapter, a practical design to maintain the image quality is discussed. In partic-
ular, the ADC performance analysis based on measured indicators such as temporal noise
and FPN, is discussed.
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Figure 4.1: Impact of column fixed pattern noise (CFPN) reduction on image quality: (a) Image with 3% CFPN
and (b) Image with 1% CFPN

4.1. IMAGE SENSOR SYSTEM SPECIFICATION

4.1.1. NOISE SPECIFICATION OF IMAGE SENSOR
To understand how to enhance the readout speed effectively, it is essential to first

analyze the sources of noise that impact image quality. According to EMVA1288 standard
[1], fixed pattern noise (FPN) and temporal noise are crucial factors that significantly
impact image quality. The fundamental causes of these two factors and their impacts on
image quality are as follows.

Fixed pattern noise (FPN), mainly caused by pixel-to-pixel offset variations, can ap-
pear as column-wise fixed pattern noise (CFPN) or row-wise fixed pattern noise (RFPN).
It is measured as dark signal non-uniformity (DSNU) in the absence of light and as
photo response non-uniformity (PRNU) under illumination. Both DSNU and PRNU are
mainly influenced by pixel characteristics. The main contributors generating the FPN
are electron-hole pair generation in the depletion region of reverse-biased p-n junc-
tions, diffusion currents from minority carriers, and surface currents caused by lattice
structure discontinuities [2]. In addition, the offset variations in each readout channel
contribute to FPN. The column-parallel ADC layout often results in unavoidable offset
variations due to the challenge of maintaining symmetry within strict layout constraints,
requiring the use of correlated double sampling (CDS) [3], [4], [5] or digital double sam-
pling (DDS) to mitigate FPN [6]. Digital column switching (DCS) can also convert FPN
into temporal noise [7].

Since the FPN is inevitable due to the physical area limitation, establishing realistic
design targets becomes essential for managing the image quality. For example, one study
[7] demonstrates the impact of improving FPN performance from 3% to 1%. As shown in
Figure 4.1, the image with 1% FPN in Figure 4.1(b) is almost free of visible FPN compared
to the 3% FPN image in Figure 4.1(a). Furthermore, merely achieving low FPN does not
ensure superior image quality; it is also vital to minimize peak FPN values.

In addition to FPN, temporal noise is another major factor that affects image quality,
and it arises from different physical phenomena, including three primary types: thermal
noise, shot noise, and 1/f noise. First, shot noise is the noise that exists in electronic de-
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vices, which originates from the discrete nature of the electric charge. For instance, if the
generated electrons from the incident light is N, the shot noise corresponding to N elec-
trons is

p
N . Second, the 1/f noise, which is also called flicker noise, mainly originates

from the electronic device’s defect. The 1/f noise primarily consists of a low-frequency
factor, and the 1/f noise can be eliminated by the CDS algorithm [3]. The 1/f noise im-
pacts the input transistor of the source follower or the input transistor of the PGA. Third,
the thermal noise measured in the image sensor can be classified into reset noise and
read noise. As mentioned in [8], [9], [10], reset noise is generated in the pixel, and the re-
set noise originates when the pixel samples the reset level at the FD node. In addition to
the reset noise from the pixel, the readout circuit, such as ADC, contributes to the noise.

Figure 4.2: Temporal noise effects on image in different SNR condition

Temporal noise also affects image quality. Figure 4.2 illustrates the effect of temporal
noise on the image [11]. The 6 images exhibit varying levels of temporal noise, each cor-
responding to a different signal-to-noise ratio (SNR). Specifically, the noise levels have
been adjusted to match SNR values of 8.3dB, 17.15dB, 27.08dB, 37.06dB, 47.02dB, and
56.91dB, demonstrating the impact of increasing noise as SNR decreases. These SNR
levels were synthetically generated by injecting Gaussian noise into a clean reference
image using floating-point precision. The resulting images were then scaled and quan-
tized to 8-bit for visualization. Although the theoretical SNR limit for 8-bit quantization
is approximately 48dB, the inclusion of higher SNR values in the simulation allows for
a clearer visual comparison across a wider dynamic range. As the SNR decreases, the
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Figure 4.3: (a) Image sensor readout structure in a single channel, (b) timing diagram for applying CDS to
remove pixel reset level variation and (c) DDS timing diagram for reducing pixel and readout circuit offset
variations

shape of the vegetation in the lower central region of the image becomes indistinct. Fur-
thermore, noticeable noise artifacts become visible in the cloud structures when the SNR
falls below 37dB. Therefore, the appropriate temporal noise target is essential, depend-
ing on the sensor operation condition.

4.1.2. PIXEL READOUT WITH CDS ALGORITHM

Given the limited space for circuit integration within sensors, addressing noise reduc-
tion solely through hardware design is impractical. Thus, the correlated double sam-
pling (CDS) algorithm emerges as a pivotal technique for enhancing image quality. The
CDS algorithm utilizes the pixel’s reset level as a reference; the pixel output, which cor-
responds to the integrated charge, is derived from the difference between the reset and
signal levels.

The CDS algorithm has been applied in 2 different ways in previous research. First,
the CDS algorithm is used only in the analog domain to remove the reset level variation
at the pixel output [5], [12], [13]. Figure 4.3(a) shows the image sensor readout structure
in a single channel, and the PGA and pixel output are described together. As shown in
the timing, the pixel outputs the reset level and signal level to apply the CDS algorithm.
The PGA regulates the signal level suitable for the ADC. Figure 4.3(b) shows the timing
diagram that involves applying CDS algorithms to remove the pixel output’s reset level
variation. As described in the timing diagram in Figure 4.3(b), the ADC samples the reset
level and signal level. After sampling, the ADC converts the difference of the sampled
data into digital code. Therefore, the CDS technique minimizes the pixel’s offset varia-
tion. However, this CDS algorithm doesn’t remove the offset from the ADC.

While analog CDS effectively reduces reset level variations at the pixel output, digital
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Figure 4.4: Simplified noise model of the image sensor readout circuit

double sampling (DDS) reduces the offset variation including the offset from the readout
circuit in digital domain [6], [14], [15]. As shown in Figure 4.3(c), the ADC performs data
conversion 2 times after sampling reset level and signal levels. Since each conversion
contains the same offset from the pixel and readout circuit, the DDS technique can effi-
ciently remove the offset variation, and the FPN performance is relatively better than the
CDS applied only in the analog domain. However, since this algorithm performs digital
domain CDS, the ADC must convert data conversion 2 times. This double data conver-
sion takes more time and consumes twice the power of analog domain CDS. Moreover,
the longer CDS interval worsens temporal noise performance in the low-frequency do-
main.

For this project, we opted for analog CDS to minimize processing time and reduce
power consumption compared to DDS. We will manage offsets from the readout circuit
using additional techniques to reduce FPN. Understanding these noise sources is essen-
tial for designing an effective readout circuit that maximizes frame rate while maintain-
ing high image quality, as discussed in subsequent sections.

4.2. READOUT CIRCUIT FOR TEMPORAL NOISE IMPROVEMENT

4.2.1. THEORETICAL ANALYSIS WITH NOISE MODEL
To systematically evaluate temporal noise throughout the entire readout path, this

work introduces a comprehensive five-source noise model specifically formulated for
image sensor readout circuits. Unlike conventional analyses that focus only on pixel
or ADC noise, the proposed model comprehensively integrates all dominant RMS noise
contributors from the photodiode to the ADC output, enabling a unified understanding
of temporal-noise propagation. The five primary root-mean-square (RMS) noise sources
are defined as follows:

• Photodiode RMS noise (σpi xel ) — Arises from the intrinsic properties of the pho-
todiode.

• Source-follower RMS noise (σSF ) — Caused by thermal noise within the source-
follower transistor.

• PGA RMS noise (σPG A) — Originates from the PGA, depending on its gain config-
uration.

• ADC RMS noise (σADC ) — Results primarily from comparator noise.
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• Quantization RMS noise (σQ ) — Caused by the finite resolution of the ADC.

Figure 4.4 illustrates the proposed noise model of the image-sensor readout chain,
where ASF and APGA denote the gains of the source follower and PGA, respectively (with
ASF=1). The total output-referred noise is expressed as

σTotal =
√

A2
PGA

(
σ2

pi xel +σ2
SF

)
+σ2

PG A +σ2
ADC +σ2

Q . (4.1)

In this work, the SAR-ADC-based readout structure is analyzed using this model,
where each noise term is defined according to the circuit topology and pixel type em-
ployed in the chain.

First, the RMS noise from the PGA (σPG A) becomes negligible when the analog-gain
stage is bypassed [16]. When active, its internal noise is suppressed by the feedback loop
gain L in the total noise calculation.

Second, the thermal noise from the pixel depends on the pixel architecture. In an
ideal 4T pixel, the thermal reset noise associated with the floating diffusion (FD) node
can be theoretically eliminated by correlated double sampling (CDS) because the re-
set and signal levels are sampled from the same node and are thus fully correlated. In
practice, however, residual noise remains due to non-ideal switch resistance and source-
follower noise. In contrast, in a 3T-type pixel, the FD node is completely reset between
the two samples, leading to uncorrelated levels that CDS cannot cancel.

Third, the quantization noise depends on ADC resolution and is expressed as

σQ = ∆V1LSBp
12

, (4.2)

where ∆V1LSB is the analog step corresponding to one LSB. As the ADC resolution in-
creases, ∆V1LSB decreases, thereby reducing σQ .

In this project, the noise sources of the modified 3T-type pixel (Section 2.2.1) are
modeled as the combined contributions of the photodiode and the first source follower.
Because the pixel operation sequence follows that of a 4T pixel, the kT /C reset noise
from the photodiode is negligible. The dominant temporal noise therefore originates
from the sampling network and the two source followers. The following subsections an-
alyze these mechanisms in detail.

4.2.2. TEMPORAL NOISE FROM THE MODIFIED 3T-TYPE PIXEL
From Figure 4.4 and the total noise in Equation (4.1), the photodiode and its source

followers contribute nearly half of the total readout noise power. Since the thermal noise
sampled at the FD node during the reset and signal phases is cancelled by correlated
double sampling (CDS), its contribution can be neglected. This section focuses on the
temporal-noise behavior of the modified 3T-type pixel, where the main contributors are
the two source followers and the sampling network.

Figure 4.5 illustrates the switch timing and control scheme of the modified 3T-type
pixel. During the reset phase (T1), the FD node is driven to VR by turning on MRG, as
shown in Figure 4.5(a). At this moment, the thermal noise generated by the reset transis-
tor is sampled onto the FD node, producing an instantaneous thermal-noise component
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Figure 4.5: (a) Switch control during the reset period T1, (b) switch control after sampling to preserve the reset
level and its thermal noise, and (c) timing diagram showing reset and signal-level sampling

N1:
VFD(T1) =VR +N1. (4.3)

Immediately afterward, the sampling switch MSW stores this potential onto CIN. After
preserving the reset level, the photodiode begins integrating charge. When the ADC
completes the conversion of the reset level, a second sampling occurs at time T2 (Fig-
ure 4.5(c)), yielding

VFD(T2) =VR − NeQe

CFD
+N1, (4.4)

where CFD is the FD-node capacitance, Ne is the number of integrated electrons, and
Qe is the elementary charge. The CDS output, i.e., the difference between these two
samples, is

VFD(T1)−VFD(T2) = NeQe

CFD
. (4.5)

Because the FD node is not reset again between the two samples, the same noise compo-
nent N1 appears in both and is therefore fully cancelled by CDS. The remaining output-
referred noise thus arises primarily from the two source followers and the sampling net-
work.

Figure 4.6 presents a simplified circuit of a single source follower driving a capacitive
load, which is analyzed to establish the fundamental thermal-noise expression. In this
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Figure 4.6: Single source follower driving the sampling/load capacitor CLOAD. The output node Pix_out is
loaded by CLOAD, while MLOAD provides the bias current

work, this model is re-applied to the two source followers in the modified 3T-type pixel
to quantitatively evaluate their combined temporal-noise contribution in the complete
readout path.

Based on this analytical foundation and following the formulation in Section 7.4.3
of [17], the output-referred power spectral density (PSD) of a single source follower (ex-
cluding flicker noise) is

Sv,SF( f ) = 4kTγ

(
1

gm,SF

)(
1+ gm,LOAD

gm,SF

)
, (4.6)

where γ is the channel excess-noise factor (typically ≈ 2/3), gm,SF and gm,LOAD denote
the transconductances of the transistor MSF and its load transistor MLOAD, respectively,
k is the Boltzmann constant, and T is the absolute temperature.

Since the source follower together with the load capacitance CLOAD forms a first-
order low-pass network, its frequency response can be expressed as

H( f ) = 1

1+ j 2π f CLOAD/gm,SF
. (4.7)

Here, CLOAD is the total load capacitance at the output node, which dominantly deter-
mines the output pole of the source-follower stage. This low-pass behavior shapes the
output noise spectrum and determines the effective noise bandwidth.

The total output-noise power is obtained by integrating the PSD over all frequencies:

σ2
SF =

∫ ∞

0
Sv,SF( f ) |H( f )|2 d f = kT

CLOAD
γ

(
1+ gm,LOAD

gm,SF

)
, (4.8)

where σSF denotes the RMS output-referred noise voltage of the source follower.
In this design, the ratio gm,SF≈2gm,LOAD is used, yielding

σ2
SF = 1.5γ

kT

CLOAD
≈ kT

CLOAD
. (4.9)

Thus, the thermal noise approaches the fundamental kT /C limit and is inversely pro-
portional to the load capacitance.
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Figure 4.7: (a) Differential amplifier inside the PGA and (b) its dominant thermal-noise sources

Applying this to the modified structure shown in Figure 4.5, the first source follower
in the pixel chain drives the sampling capacitor CIN (CLOAD = CIN), while the second
source follower, located at the readout buffer stage, drives the PGA input sampling ca-
pacitor (CLOAD=CPGA). Because the thermal-noise contributions from these two source
followers are uncorrelated, their variances add in the total output-referred noise.

In this design, CIN ≈ 30fF—significantly larger than the FD-node capacitance of a
conventional 3T-type pixel—so the sampled noise through the first source follower is
much smaller than the kT /CFD noise observed in a conventional 3T-type pixel, whereas
the noise contributed by the second source follower remains comparable. Consequently,
the modified 3T-type pixel achieves a substantially lower temporal-noise floor, confirm-
ing that the sampling network, rather than the FD node, dominates the in-band thermal
noise.

4.2.3. THE TEMPORAL NOISE OF THE ADC SAMPLING NETWORK AND PGA
After being buffered by the column source follower, the pixel output is fed into the

PGA stage, which provides the adjustable analog gain of the readout chain and defines
the effective noise bandwidth seen by the ADC. The PGA is implemented as a differential
amplifier (Figure 4.7), where its dominant thermal-noise sources are transistors M1–M4,
while the tail-current source contribution is negligible.

From the noise model in Figure 4.7 (b), the intrinsic current-noise power spectral
density (PSD) of the PGA is expressed as

Si ,PGA( f ) = 4kTγ
4∑

i=1
gm,i , (4.10)

where gm,i denotes the transconductance of each transistor Mi (i = 1–4).
The feedback model for the closed-loop PGA is illustrated in Figure 4.8. Under the
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Figure 4.8: Feedback model for closed-loop PGA noise transfer

feedback network, the loop gain L( f ) is given by

L( f ) =βGM ROUT( f ), (4.11)

where β is the feedback factor, GM is the effective transconductance of the input differ-
ential pair (approximately equal to gm1), and ROUT is the small-signal output impedance
of the amplifier stage.

The corresponding output-referred voltage-noise PSD from the PGA is

Sv,PGA( f ) = 4kTγ
R2

OUT

(1+βGM ROUT)2

4∑
i=1

gm,i , (4.12)

where ROUT is the open-loop output impedance of the amplifier. As shown in Equa-
tion (4.12), the output noise is strongly suppressed by the loop gain 1+βGMROUT. In
unity-gain operation (ACL ≈ 1) with AOL = GMROUT ∼ 100, this term is reduced by ap-
proximately 40 dB, making the PGA’s own noise contribution negligible.

PGA bandwidth as the effective noise low-pass filter. The source follower in the pixel
generally has a wider bandwidth than the PGA; hence, its noise is low-pass-filtered by the
PGA. With ADC sampling capacitor CSAMP at the PGA output, the closed-loop bandwidth
is approximated by

fPGA_GB = GM

2πCSAMP
, (4.13)

and the corresponding magnitude response is

HPGA( f ) = 1

1+ j 2π f CSAMP/GM
, |HPGA( f )|2 = 1

1+ (2π f CSAMP/GM)2 . (4.14)

As shown in Figure 4.9, the ADC sampling capacitor defines the effective noise band-
width at the PGA output. Because Sv,PGA( f ) in Equation (4.12) is divided by the loop gain,
the dominant noise at the ADC input is the source-follower thermal noise integrated over
the PGA bandwidth in (4.13).
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Figure 4.9: ADC sampling network and PGA interface used in temporal-noise analysis

During A/D conversion, additional noise components arise from the ADC it-
self—primarily comparator noise and quantization noise. In this design, the ADC per-
forms a single differential conversion in which the reset and signal levels are applied to
the positive and negative inputs, respectively. These noise sources originate within the
conversion process, remain unaffected by the correlated-double-sampling (CDS) oper-
ation, and are statistically independent of the analog front-end noise. Their magnitudes
are set by design parameters (e.g., comparator input-referred noise and ADC resolution)
and are treated as fixed constants in the overall noise budget and dynamic-range esti-
mation.

Design point. The source follower and PGA bias currents are 2µA and 6µA, respec-
tively. With these values, the closed-loop transconductance and sampling capacitor
yield a bandwidth of fPGA_GB ≈ 2.86MHz, corresponding to a time constant of about
55ns. This time constant ensures that the sampled signal settles within approximately
1
4 LSB accuracy during the ∼500ns ADC sampling window, providing adequate settling
margin for accurate charge transfer.

Thus, (i) the PGA noise remains negligible, and (ii) the bandwidth properly limits the
integrated source-follower noise while maintaining analog-gain programmability. With
τ≈55ns, the residue settles by e−500/55 ≈1.13×10−4 (≈ 0.011%), comfortably below the
10-bit (0.098%) accuracy target.

4.2.4. TEMPORAL NOISE INCLUDING THE CDS OPERATION

Correlated double sampling (CDS) is a key technique for reducing temporal noise,
particularly effective in suppressing low-frequency (1/ f ) components. In this design,
CDS is implemented by sequentially sampling the reset and signal levels at the ADC
input, as illustrated in Figure 3.15, and computing their difference within a single A/D
conversion.

CDS acts on the noise appearing at the outputs of the source followers and the PGA.
However, the PGA’s output-referred noise is strongly attenuated by its large loop gain
(Section 4.2.3) and can be neglected. Therefore, CDS mainly affects the noise from the
two source followers shown in Figure 4.5.

Due to the sensor operation sequence, the two CDS intervals differ. The first source
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Figure 4.10: System block diagram incorporating the CDS algorithm into the temporal-noise analysis

follower inside the pixel is sampled across the charge-integration period, while the sec-
ond source follower in the column buffer (preceding the PGA) is sampled across the ADC
reset–signal interval, typically a few hundred nanoseconds. Considering these distinct
intervals, the readout noise propagation under CDS is modeled by the system block dia-
gram in Figure 4.10.

CDS transfer function. CDS samples the same node at two instants separated by a
fixed interval TCDS and computes their difference, using the first sample as a reference
to extract the relative change of the signal while canceling correlated noise. Following
the analytical formulations presented in [18], [19], the CDS transfer function in the fre-
quency domain is expressed as

HCDS( f ) = 1−e− j 2π f TCDS , (4.15)

and its magnitude response is

|HCDS( f )|2 = 4sin2(π f TCDS) = 2(1−cos(2π f TCDS)). (4.16)

Thus, the CDS acts as a discrete-time high-pass filter that strongly suppresses low-
frequency components such as flicker noise and offset, while allowing thermal noise
within the signal band to pass almost unchanged. When this high-pass characteristic
is combined with the first-order low-pass response of the PGA described in (4.13), the
overall noise-transfer function can be expressed as

HTF( f ) = HCDS( f )HPGA( f ) = 1−e− j 2π f TCDS

1+ j 2π f CSAMP/GM
. (4.17)

Figure 4.11 shows the frequency responses of the CDS high-pass filter, the PGA low-
pass filter, and their combined transfer function. The CDS operation attenuates low-
frequency correlated and 1/ f noise components, while the PGA limits high-frequency
thermal noise through its finite bandwidth. In practice, the bandwidth of the source fol-
lower is designed slightly higher than that of the PGA, so the overall noise bandwidth
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Figure 4.11: Frequency responses of the CDS,PGA, and their combined function

is effectively limited by the PGA response. As a result, the combined response exhibits
a band-pass characteristic that defines the effective temporal-noise bandwidth of the
readout chain. The relationship between the CDS interval and the PGA bandwidth de-
termines the overall integrated noise power and thus the temporal-noise floor of the sys-
tem.

Source-follower noise with CDS and LPF shaping. The correlated-double-sampling
(CDS) transfer function derived in Section 4.2.2 is now applied to the single source-
follower model discussed earlier in Figure 4.6. Using the previously defined overall trans-
fer function HTF( f ), it is applied to the source follower and denoted as HTF,SF( f ). The
total output-referred noise of each source follower is then evaluated by integrating its
voltage-noise power spectral densities (PSDs) as

σ2
SF,CDS =

∫ ∞

0

[
Sv,th( f )+Sv,1/ f ( f )

] |HTF,SF( f )|2 d f . (4.18)

where Sv,th( f ) and Sv,1/ f ( f ) represent the thermal and flicker-noise PSDs of the source
follower, respectively.

Since the thermal and flicker noise components originate from distinct physical mech-
anisms, they are statistically uncorrelated and can therefore be treated separately:

σ2
SF,CDS = Sv,th

∫ ∞

0
|HTF,SF( f )|2 d f + K f

C 2
oxW L

∫ ∞

0

|HTF,SF( f )|2
f

d f . (4.19)

Here (revisiting Equation (4.6)),

Sv,th = 4kTγ

(
1

gm,SF

)(
1+ gm,LOAD

gm,SF

)
, (4.20)
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where gm,SF and gm,LOAD are the transconductances of the source-follower and its load
transistor in Figure 4.6, respectively.

The flicker-noise power spectral density is modeled according to Section 7.2.2 of [17]
as

Sv,1/ f ( f ) = K f

C 2
oxW L f

, (4.21)

where K f is the flicker-noise coefficient of the MOS transistor, Cox is the gate-oxide ca-
pacitance per unit area, and W and L are the device width and length.

Substituting the combined transfer function into (4.19), the thermal-noise contribu-
tion becomes

σ2
th,CDS = Sv,th

∫ ∞

0

2
(
1−cos(2π f TCDS)

)
1+ (2π f τ)2 d f , τ= CSAMP

GM
, (4.22)

where TCDS is the CDS interval, CSAMP is the sampling capacitor, and GM is the effective
transconductance of the PGA stage.

Evaluating this integral yields a closed-form expression:

σ2
th,CDS = Sv,th ·

1

2τ

(
1−e−TCDS/τ)= Sv,th ·

GM

2CSAMP

(
1−e−TCDSGM /CSAMP

)
. (4.23)

The flicker-noise component is similarly obtained as

σ2
1/ f ,CDS =

K f

C 2
oxW L

∫ ∞

0

2
(
1−cos(2π f TCDS)

)
f [1+ (2π f τ)2]

d f , (4.24)

which can be approximated by a logarithmic dependence between the CDS interval TCDS

and the LPF time constant τ:

σ2
1/ f ,CDS ≈

K f

C 2
oxW L

· 1

2
ln

(
1+α

TCDS

τ

)
, α≈1, (4.25)

where α is an empirical constant of order unity that accounts for the finite low- and
high-frequency bounds of the 1/ f spectrum.

Finally, the total output-referred noise of the source follower including both thermal
and flicker terms is

σ2
SF,CDS = Sv,th ·

1

2τ

(
1−e−TCDS/τ)+ K f

C 2
oxW L

· 1

2
ln

(
1+α

TCDS

τ

)
(4.26)

The total output-referred noise in equation 4.26 can be further simplified depending
on the relation between the CDS interval TCDS and the system time constant τ.

Depending on the time constant τ, two limiting cases can be identified:

If TCDS≪τ : σ2
th≈Sv,th

TCDS

2τ2 , σ2
1/ f ≈

K f

C 2
oxW L

· α
2

TCDS

τ
.

If TCDS≫τ : σ2
th≈Sv,th

1

2τ
, σ2

1/ f ≈
K f

C 2
oxW L

· 1

2
ln

(
α

TCDS

τ

)
.
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Table 4.1: Estimated RMS noise contributions of individual components (µVRMS, differential)

Noise Source Thermal 1/ f Total
Photodiode ∼0 ∼0 ∼0
SF1 (Pixel) 142 470 491
SF2 (Column) 77.6 56.3 95.9
PGA ≪30 – ≪30
ADC Comparator – – 135
Quantization – – 169
System Total 545

In practical implementation, TCDS is typically set to at least 9–10 times the sampling-
network time constant to guarantee full settling for 10–12 bit accuracy. Under this condi-
tion (TCDS ≫ τ), the thermal-noise component reaches its steady-state limit and the two
sampled signals become uncorrelated, so CDS cannot further suppress thermal noise. In
contrast, flicker noise remains dependent on TCDS; a shorter interval raises the high-pass
corner of the CDS filter, effectively reducing low-frequency 1/ f noise. Thus, TCDS is min-
imized within the settling constraint to balance conversion accuracy and low-frequency
noise suppression.

NOISE ESTIMATION

Based on the analytical model derived in Section 4.2, the total temporal noise of the
readout chain was estimated using the following expression:

σTotal =
√
σ2

SF1 +σ2
SF2 +σ2

ADC+PGA +σ2
Q .

Each term represents the RMS noise contribution from the two source followers in Fig-
ure 4.5 (σSF1, σSF2), the ADC–PGA path (σADC+PGA), and the quantization noise (σQ ).
The individual noise components were calculated using the CDS–LPF model, with pro-
cess parameters of Cox = 5 fF/µm2 and a flicker-noise constant of K f = 9×10−26. This
K f value was chosen so that the predicted total noise matches the measured result of
0.50–0.56 mVRMS.

The estimated results are summarized in Table 4.1. The first source follower located
inside the pixel (SF1) dominates the total temporal noise due to its long CDS interval,
which amplifies the low-frequency 1/ f component, while the column source follower
(SF2) contributes less because of its shorter sampling interval. The PGA noise is neg-
ligible owing to strong feedback suppression. The comparator noise (obtained from
post-layout simulation) and the quantization noise were added as uncorrelated terms. It
should be noted that the simulated comparator noise may appear slightly smaller than
the actual value because transient simulations typically limit the minimum frequency
range ( fmin), which can underestimate the low-frequency noise contribution.

Overall, the predicted total temporal noise of approximately 0.54 mVRMS agrees well
with the measured data, confirming that the analytical model in Section 4.2 accurately
represents the dominant noise mechanisms in the proposed readout chain. This model
also forms the foundation for the fixed-pattern noise analysis and other theoretical dis-
cussions in the following chapters, and is experimentally validated by the measurement
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Figure 4.12: (a) Pixel and source follower circuit block diagram before charge integration, (b) pixel and source
follower circuit block diagram after charge integration and (c) potential change at the FD node during integra-
tion and dark current error

results presented in Chapter 7. Having established the temporal-noise characteristics,
the next section discusses fixed-pattern noise (FPN), emphasizing the spatial variations
across the pixel array.

4.3. FPN COMPENSATION TECHNIQUES

4.3.1. FPN ORIGINS AND KEY CALIBRATION FACTORS
While minimizing the temporal noise is crucial for maintaining image quality, im-

proving the VFPN performance is also significant. FPN arises from two primary sources:
variations within the pixel array and inconsistencies in the readout circuitry.

First, the FPN originating from the pixel is mainly affected by the dark current, as
mentioned in [1]. Figures 4.12(a) and (b) show the circuit block diagram of the pixel and
source follower before the charge integration time and after the charge integration time.
The potential change of the FD node, VFD, is described in Figure 4.12(c). If the operation
is performed under dark conditions, the potential at the FD node in both cases shown
in Figure 4.12(a) and (b) should be the same. However, if there is a dark current, IDARK,
during the charge integration time TINT, the sensor handles the output as if the charge is
integrated under the illuminations. The error generated by the dark current, ∆VDARK, is
calculated as follows.

∆VDARK = IDARK ·TINT

CFD
(4.27)

Where CFD is the capacitance at the FD node, each pixel output varies when imple-
mented in silicon, resulting in a different ∆VDARK for each pixel. The variation of the
∆VDARK becomes the FPN.

In addition to pixel variations, errors in the readout circuit also contribute signifi-
cantly to FPN. The FPN within the readout circuit is generated when the image sensor
reads the pixel without applying the DDS technique. Since the image sensor reads the
pixel 2 times and subtracts the reset level and signal level with the DDS technique, as
illustrated in [6], the subtraction cancels the readout circuit errors. Figure 4.13 depicts
the circuit block diagram during the sampling period. As described in Figure 4.13, the
pixel output corresponding to the reset level, VRST, and signal level, VSIG, are sequentially
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Figure 4.13: Circuit block diagram during pixel reset and signal level sampling in the readout circuit

Figure 4.14: Offset calibration using memory to enable rapid offset correction

sampled at capacitors C1 and C2. After sampling, the PGA generates subtracted signals
from the sampled signals, such as VRST and VSIG. During this operation, the reset level
variation is compensated in the analog domain. The ADC only handles the difference
between VRST and VSIG. For this reason, the ADC converts the input signal only once. If
there is an error within the ADC or PGA, the error cannot be compensated.

For these reasons, since the DDS technique is not applied in this project, the FPN
originating from the pixel and the readout circuit should be compensated. The solutions
are discussed in the following section.

4.3.2. BACKGROUND COMPARATOR OFFSET CALIBRATION

THE CONCEPT OF THE OFFSET CALIBRATION

As mentioned in section 4.1, managing FPN is essential for maintaining high image
quality. Since the image sensor is designed for a high frame rate operation, the DDS
technique is not used, making it necessary to compensate for FPN from both the pixel
and the readout circuit, as discussed in section 4.3.1. However, as the charge integration
time needs to be short to support the high-frame-rate image sensor operation, FPN from
the readout circuit becomes more prominent. At the same time, the FPN from the pixel
is less significant. Additionally, the offset can vary slightly with each data conversion
due to the continuously changing working conditions around the ADC. To address these
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Figure 4.15: Capacitor DAC control with an 8-bit up-down counter for offset calibration

issues, background offset calibration is implemented in this design.
The background offset calibration uses memory, enabling rapid offset correction within

two decision cycles. This fast calibration is necessary to support high-speed data con-
version while maintaining a short CDS interval, effectively removing low-frequency tem-
poral noise. Figure 4.14 illustrates how memory facilitates this fast offset calibration.

In this system, we assume that the offset, VOFF, exists at the top plate of the negative
capacitor DAC, VDAC_N, and slightly varies at each conversion phase. Once the offset
calibration begins, the ADC samples reset level, VCM, at its positive and negative inputs.
In n-th horizontal line time, TCONV[n], the potential level VDAC_N[n] including offset at
time TCONV[n] is given by:

VDAC_N =VCM +VOFF[n] (4.28)

VOFF[n] is the offset during the period VCONV[n]. Since the digital code controls the
capacitor DAC, the compensation result, DOFF[n], is stored in a memory. When the
stored compensation result is reused, the same amount of offset calibration is applied by
controlling the capacitor DAC using DOFF[n]. For this reason, in the following conversion
at TCONV[n+1], the ADC only needs to compensate for the offset changes, VOS1, which
is the difference between VOFF[n+1] and VOFF[n]. After offset calibration at TCONV[n+1],
the offset calibration result should be accumulated and stored as a new offset calibration
result, Doff[n+1], in the memory again. This process repeats in the subsequent conver-
sion at TCONV[n+2], with each calibration requiring only two cycles per data conversion.
This continuous accumulation of offset calibration data ensures precise compensation
at each conversion phase.

THE IMPLEMENTATION OF THE OFFSET CALIBRATION

Setting an appropriate calibration step is crucial for implementing effective offset cal-
ibration and achieving the desired level of precision. This work sets the offset calibration
step to 0.25LSB to ensure that the peak FPN remains below 0.5LSB. This 0.25LSB step
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Figure 4.16: Offset-calibration sequence of the proposed ADC: (a) reset-level sampling, (b) signal-level sam-
pling with DAC control, (c) first decision cycle of the calibration process, and (d) subsequent bit-decision and
up–down counter update

allows for fine control over the compensation process, minimizing offset variations and
preventing the FPN from exceeding the 0.5LSB.

This background offset calibration is designed using the ADC structure explained in
Figure 3.7. Figure 4.15 shows an example of the capacitor DAC control accompanied by
an 8-bit up-down counter for the offset calibration, and the offset cover range is ±32LSB.
The offset calibration logic controls the capacitor DAC array of the positive input part.
The reference voltages for 0.25LSB and 0.5LSB are generated from the resistor ladder
shown in Figure 4.15. Therefore, two digits in the LSB part of the counter refer to 0.5LSB
and 0.25LSB, respectively, and the unit capacitors controlled by these LSB parts use the
reference voltage of VREFP2, VREFN2 and VREFC.

OFFSET CALIBRATION TIMING AND CONTROL

Figure 4.16 illustrates the example of the offset calibration procedure within a single
horizontal line time. At the beginning, the ADC samples the reset level, and the bottom
plate of all capacitors except for the 4C is connected to the negative reference, as shown
in Figure 4.16(a). Once the reset sampling is complete, the switches S2 and S3 are turned
off, disconnecting the reset level. Then, the bottom plate of the positive part of the ca-
pacitor DAC connects to the output of the up-down counter, as seen in Figure 4.16(b).
The output of the positive capacitor DAC array, VDAC_P, is given by:

VDAC_P =VCM + (VMEM −VINIT) ·V1/4LSB (4.29)

The V1/4LSB represents the analog signal equivalent to 0.25LSB, while DINT and DMEM

represent the counter’s initial and memorized digital codes, respectively. Regarding the
negative capacitor DAC output of VCM + VOFF including the offset, the term (VMEM-VINT)×
V1/4LSB estimates the offset VOFF. The VMEM is updated through the 2 decision cycles il-
lustrated in Figure 4.16(c) and (d). In this procedure, the ADC compares the output of
each capacitor DAC and controls the positive capacitor DAC array to estimate the offset.
In each decision, the capacitor DAC is controlled by 0.25LSB. After 2 cycles of the offset
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Figure 4.17: (a) Pixel array block diagram with optical black pixel for FPN calibration, (b) averaged output per
column with and without FPN calibration and (c) averaged output of OB pixel for FPN calibration

calibration procedure, the up-down counter saves the digital outputs generated from the
offset calibration until the next offset calibration. Since the counter memorizes the out-
put until the next offset calibration, the offset can be re-estimated at the next calibration.

4.3.3. VFPN CALIBRATION UTILIZING OPTICALLY BLACK PIXEL

THE CONCEPTUAL EXPLANATION OF VFPN CALIBRATION USING OPTICALLY BLACK PIXEL

As explained in section 3.4, the advanced SAR ADC was designed to improve speed.
However, the background offset calibration method in this design is not effective for
three key reasons. First, it limits data conversion speed due to its 2-cycle offset cal-
ibration for each data conversion. Second, the offset calibration increases hardware
complexity. The additional control lines required for the capacitor DAC make the lay-
out more intricate. Due to the complicated area, the layout of the capacitor DAC is not
good enough to guarantee linearity. Third, this offset calibration only compensates for
the offset originating from the readout circuit. To further improve VFPN performance, it
is also necessary to account for reset level variations from the pixel itself.

A solution has been implemented at the image sensor system level to address these
issues. First, an optically black pixel array (OB pixel) is designed to enhance VFPN per-
formance. The image sensor reads out the OB pixel to compensate for the FPN. Since the
OB pixel outputs dark current information from each column, it allows for the compen-
sation of FPN originating from both the pixel array and the readout circuit. Figure 4.17(a)
shows the pixel array block diagram used in this design, with four lines of OB pixels posi-
tioned at the top and bottom of the array, specifically at vertical addresses 0 to 3 and 106
to 109. Due to design limitations of the design rule in the TowerJazz 180nm process tech-
nology, four OB pixel lines are the maximum allowable at each edge of the pixel array.
Figure 4.17(b) depicts the average output per column with and without FPN calibration,
while Figure 4.17(c) shows the average OB pixel output. As described in Figure 4.17(b)
and (c), the averaged outputs from the OB pixel have a similar pattern to those from the
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Figure 4.18: Timing diagram for FPN calibration using optical black pixel

active pixel array. Therefore, subtracting the OB pixel output from the active pixel output
at each column effectively improves the VFPN performance.

Second, the offset calibration is performed before reading out the active pixel, which
has real image data. Figure 4.18 shows the timing used in this FPN calibration. As de-
scribed in Figure 4.18, the image sensor first reads the OB pixel at the top and bottom.
Within the 4 lines at each part, only 2 lines are used to generate the averaged value at
each column. Since the edge of the OB pixel at the top and bottom has light penetrating
the pixel, the rest of the 2 lines at the top and bottom are not used. After reading the
OB pixel, the image sensor reads the active pixel. The average OB pixel output is used to
subtract the offset variation.

THE IMPLEMENTATION OF THE VFPN CALIBRATION WITH AN OPTICALLY BLACK PIXEL

The FPN correction algorithm requires a signal processing algorithm designed in an
FPGA. Figure 4.19 describes the system block diagram of the FPN calibration algorithm.
This algorithm consists of an FPN correction and an FPN estimation part. The calibra-
tion algorithm is implemented to process each column of data. As a result, since the pixel
has 300 columns, 300 calibration algorithms are implemented to process each column
output separately.

In the timing diagram in Figure 4.18, the system estimates the offset variation after
reading out the OB pixel output. During reading out the OB pixel, the 11-bit input sig-
nal, DIN[n], is transmitted to the FPN estimation part inside the FPGA. Whenever the
image reads the OB pixel, its input data, DIN[n], is accumulate and generates the 11-bit
DSUM[n]. Since the OB pixel’s output cannot have higher code, the bit format of DSUM[n]
is set to 11. After reading out 4 lines of OB pixels, the system generates the average out-
put of the OB pixels, as shown in Figure 4.19. Since 4 data are accumulated, DSUM[n]
is divided by 4, and for simple calculation, the last 2 bits of LSB are truncated. After
truncation, two’s complement is generated. The bit format should be 11. In addition,
the expected dark level 256 is added. As a result, the final output DFPN[n] is the two’s
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Figure 4.19: System block diagram of FPN calibration algorithm in FPGA

complement of the offset estimation.
When the signal processing is completed, the image sensor starts reading out active

pixel array. During this procedure, the FPGA input signal DIN is directly sent to FPN
correction part. The final output DOUT[n] is generated to be sent to the post processing
part with the formula below.

DOUT[n] = DIN[n]+DFPN[n] (4.30)

Figure 4.20 illustrates the captured image with and without FPN calibration to pro-
vide the impact on the image quality. These figures are taken after averaging 100 images
to remove the temporal noise. To compare its impact clearly, the images are enhanced
by a factor of 8. As shown in the figures, the FPN in Figure 4.20(a) is removed, and the re-
sult is shown in Figure 4.20(b). In the meantime, the VFPN performance improved from
19LSB to 0.37LSB.

4.4. CONCLUSION
Temporal noise and FPN must be carefully managed to enhance frame rates while

maintaining image quality. This work utilized analog CDS to reduce temporal noise and
implemented offset calibration to address FPN, achieving a balance between speed and
quality.

Section 4.2 discusses the temporal noise analysis and circuit design direction for re-
ducing temporal noise. In the simplified noise model, temporal noise originates from
the photodiode, source follower, PGA, ADC and quantization noise. Since the 3T-type
pixel is used in this work due to the speed, the 3T-type pixel structure is modified to im-
prove the temporal noise performance. In particular, the sampling network inside the
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Figure 4.20: Captured image enhanced by a factor of 8: (a) without FPN calibration and (b) with FPN calibration

pixel architecture effectively suppresses the temporal noise from the 3T-type pixel. At
the outside of the pixel, the ADC is the dominant factor contributing to the temporal
noise, while the temporal noise from the PGA is divided by its loop gain. In addition, the
CDS algorithm effectively removes the temporal noise from the low-frequency range. To
optimize the temporal noise performance, the CDS interval must be shorter.

To compensate for the FPN, we first designed background offset calibration using
a memory. This background offset calibration enables real-time offset compensation.
However, as mentioned in section 4.3.3.1, the background offset calibration mainly has 3
issues. In particular, the background offset calibration requires additional time between
the reset and signal level sampling times. The extra time limits the image sensor’s frame
rate enhancements and increases the CDS interval, degrading the temporal noise perfor-
mance at the low-frequency range. In addition, the background offset calibration only
removes the offset of the ADC, but the FPN originating from the pixel is not removed.
As a result, the FPN calibration using the OB pixels has been implemented. As shown
in 4.3.3.3, this calibration method has improved the FPN performance, and the measure
FPN is an impressive 0.37LSB.

In summary, while enhancing the readout speed, crucial for improving frame rates,
maintaining image quality requires careful temporal noise and FPN management through
various calibration techniques.
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5
ADAPTIVE RECONFIGURABLE

SYSTEMS FOR IMAGE SENSORS:
ADDING FLEXIBILITY TO IMPROVE

SPEED

A S highlighted in Chapter 1, machine vision applications demand high-frame-rate im-
age sensors to optimize system efficiency. Significant advances have been made in im-

proving image sensor frame rates, primarily by increasing readout speed or expanding the
number of readout channels. However, these conventional methods often lead to side ef-
fects such as reduced pixel area, elevated thermal noise, and excessive power consumption.
Moreover, the frame rate cannot be dramatically improved due to process technology limi-
tations without significantly degrading image quality and overall system power efficiency.

This chapter presents a reconfigurable system to efficiently enhance frame rates while
minimizing these drawbacks. It explores the motivation behind this approach, details the
system’s timing, and discusses the key advantages of employing a reconfigurable design to
address the challenges associated with high-frame-rate image sensors.
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Figure 5.1: Frequency response of CDS transfer function by changing PGA bandwidth and sampling period

5.1. MOTIVATION OF THE RECONFIGURABLE SYSTEM

5.1.1. THE LIMITATIONS OF IMPROVING THE FRAME RATE

Much research has increased the pixel rate to improve the image sensor’s frame rate.
An increase in pixel rate requires increasing the pixel readout speed and the number of
readout channels, as mentioned in section 3.1.1. However, this method is not always
practical due to several technical issues.

First, enhancing pixel rate encounters physical limitations. As discussed in the previ-
ous chapter, integrating high-speed ADCs within the constrained area of an image sen-
sor is challenging. For example, [1], [2] designed ADCs exceeding 10 MS/s, but each
ADC is shared across 32 or 16 columns due to area constraints. While this approach sup-
ports high-speed operation, it does not substantially enhance the pixel rate, as the ADC
must sequentially process multiple columns, creating a bottleneck that limits the effec-
tive per-pixel readout speed. As a result, despite the high ADC sampling rate, the overall
frame rate gain is constrained. As pixel pitch shrinks to 0.56µm (Section 1.1), ADC design
faces greater challenges due to denser interconnects, higher parasitic capacitance, and
increased crosstalk, all of which degrade performance and efficiency.

Second, even if ADC sampling rate is improved, image quality still suffers due to
large bandwidth. As the readout speed improved, the extended signal bandwidth made
managing image quality difficult. As detailed in Chapter 4, temporal noise performance
heavily depends on signal bandwidth. Increasing the readout speed broadens the signal
bandwidth, heightening temporal noise levels and degrading image quality. Figure 5.1
shows the frequency response of the CDS transfer function, HCDS(f). Since the area in-
side the CDS transfer function highly affects the temporal noise performance, compar-
ing the area shows how the noise performance degrades. The examples are generated
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by changing the signal bandwidth of the PGA and the ADC sampling period. For ex-
ample, case 1 is the same specification designed in this work, and the PGA bandwidth,
f3dB, and the sampling period, TSAMP, are 2.86MHz and 500ns. From case 2 to case 4,
the bandwidth is doubled in each case, and the sampling period is divided by 2. As a re-
sult, the area inside the noise band is increasing. If the input signal of the ADC has PSD
of 10-14 [V 2/Hz], the estimated temporal noises at the sampled signals are 42.35µVRMS,
59.84µVRMS, 84.47µVRMS and 119.02µVRMS, respectively.

Third, the data rate encounters the speed limitation. Typically, image sensors use
high-speed serial interfaces such as LVDS, MIPI, or SLVS-EC to transmit pixel data. How-
ever, these interfaces also have bandwidth limitations. For example, the maximum data
rate of LVDS is around 500Mb/s per channel in practical implementation. In the worst
case, the image sensor must employ multiple LVDS channels to increase the data rate
significantly, as implemented in [3], [4], [5], and the power consumption and complex-
ity of routing signals across the chip also grow significantly. For example, if the image
sensor operates at 1000fps with a 1M pixel array, the requested data rate should be more
than 10Gb/s. Furthermore, transmitting data at such high speeds introduces additional
power consumption due to the driving circuitry, leading to increased heat generation
and inefficiency.

Therefore, while increasing the pixel rate has been a common approach, it faces crit-
ical technical limitations in ADC design, signal bandwidth management, and data trans-
mission rates. A more efficient solution is required to achieve ultra-high-frame-rate im-
age sensors without compromising image quality or energy efficiency.

5.1.2. THE EFFICIENCY OF THE IMAGE SENSOR OPERATION

Generally, an image sensor reads the entire pixel array to generate each image. This
process is necessary when the sensor continuously captures different scenes by chang-
ing its angle or view. However, reading the entire pixel array becomes redundant and
inefficient if the sensor observes a static scene where only the object’s position within
the frame changes.

Figure 5.2 illustrates an example of a machine vision application used in a factory,
where the sensor monitors objects moving along a production line [6]. In [6], the back-
ground remains constant in every captured frame, and the only difference between each
image should be the object’s location and its condition. Consequently, continuously
reading the entire pixel array wastes time and power, as most captured data remains
unchanged

Figure 5.3 shows a scenario where the image sensor captures the same scene repeat-
edly as an object moves from point PA to PC via PB. The area marked as A1 (gray) remains
static and becomes irrelevant after the first frame, while area A2, which surrounds the
moving object, becomes the region of interest (ROI). By focusing on the targeted readout
of the ROI region, the sensor can avoid reading out the whole array, saving substantial
time and energy. For example, consider an image sensor with a 1000×1000 pixel array.
In conventional operation, the sensor reads out the entire array for every frame, and to
achieve a frame rate of 1000 fps, the sensor would need to process each pixel within 1µs,
resulting in a total of 1ms to read the entire array. However, if the ROI region is restricted
to a 10×10 pixel area, the sensor only needs to read 100 pixels per frame. This dramat-
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Figure 5.2: Machine vision example: monitoring objects on a production line

ically reduces the amount of data to be processed, allowing the sensor to achieve the
same frame rate while spending far less time per pixel. This allocation allows more time
for processing data from the ROI, lowering both workload and power consumption. In
addition, since the amount of data to process is reduced, the required data rate is up to
1Mb/s instead of 10Gb/s. Figure 5.4 depicts the difference between both cases.

In conclusion, adopting an ROI-based readout approach allows the image sensor to
focus on the most relevant areas of the scene, enhancing efficiency in terms of both
speed and data processing. This method proves especially valuable in applications where
the scene’s background is static, and the object of interest is the primary focus, signifi-
cantly reducing unnecessary data handling and power consumption.

5.1.3. PREVIOUS RESEARCH ON ROI-BASED IMAGE SENSOR

As discussed in section 5.1.2, designing image sensors for specific applications can
significantly improve efficiency. Several studies have examined ROI-based image sen-
sors tailored to particular tasks, revealing benefits in power savings and processing time
[7], [8]. For instance, [8] implements a sun-tracking sensor with a simple algorithm to
measure the angle between a satellite and the sun, achieving high energy efficiency by
forgoing high image detail. In contrast, [7] employs an ROI-based approach to detect
moving objects, reducing data processing requirements and extending available time
per pixel, which improves image quality.

However, each study presents limitations. In [8], while low power consumption is
achieved, the system faces difficulties in accurately detecting moving objects due to im-
age data resolution after A/D conversion. Meanwhile, [7] encounters speed constraints
with a single ADC structure using an off-chip 12-bit ADC. As frame rates increase, this
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Figure 5.3: ROI-based readout approach for tracking moving objects in a fixed background

Figure 5.4: Comparison of data processing requirements for full-frame vs. ROI readout
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Figure 5.5: Full-frame and ROI mode Images for reconfigurable system

system requires improved ADC readout speed.
These studies underscore the potential for advancing application-specific sensor de-

signs. Given the limitations of conventional methods for increasing frame rate, application-
dedicated designs open pathways to enhanced performance. This work, therefore, pro-
poses a reconfigurable system optimized to detect and track high-brightness, fast-moving
objects at extremely high frame rates within a fixed viewpoint and angle.

To optimize the reconfigurable system, this design includes a switch network to fa-
cilitate seamless mode switching and efficiently route pixel data to the relevant ADCs.
The column-parallel structure allows the switch network to read pixels within the ROI
and process these outputs simultaneously. This system achieves an exceptionally high
effective frame rate since the pixel data from the ROI region is processed within a single
horizontal line time. The design and benefits of this approach are discussed further in
sections 5.2 and 5.3.

5.2. THE RECONFIGURABLE IMAGE SENSOR

5.2.1. THE IMAGES PRODUCED BY THE RECONFIGURABLE SYSTEM AND TIM-
ING

In this work, the image sensor is used under conditions where it continuously mon-
itors a specific scene from a fixed angle, tracking a moving object emitting strong light.
The object moves within the camera’s field of view, and this predictable environment al-
lows the sensor to operate in a reconfigurable system with two distinct modes: normal
mode and zoom-in mode. The system switches between these modes to optimize speed
and efficiency based on the size of the region being imaged. Figure 5.5 illustrates the
images produced by these two modes.

In normal mode, the image sensor captures a full-frame image by reading out the en-
tire pixel array, as shown in Figure 5.5(a). This full-frame image contains the background
and the moving object, providing comprehensive scene information. A real-time image
processing algorithm analyzes the image to detect the object’s location. The image anal-
ysis procedure extracts the object’s vertical and horizontal coordinates.

In zoom-in mode, only the pixel array within the ROI is read out, which focuses on
tracking the object more efficiently, as illustrated in Figure 5.5(b). As mentioned above,
this ROI region is set using the coordination extracted from the full-frame image in nor-
mal mode. Since fewer pixels are processed in zoom-in mode, the frame rate is signif-
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Figure 5.6: Timing diagram for switching between Full-frame and ROI modes

icantly increased, allowing the sensor to monitor the object’s real-time movement with
much faster updates. The zoom-in mode continues until the system recalibrates the ob-
ject’s position based on new full-frame data.

Figure 5.6 explains the timing between these two modes. The system usually begins
by capturing a full-frame image to identify the object’s location. Real-time image anal-
ysis occurs as the pixel data is being read out, and the coordinates of the object are cal-
culated in the FPGA. These coordinates are then fed back to the sensor to set the ROI for
zoom-in mode. Based on the object’s movement speed, the system adjusts the number
of frames generated in zoom-in mode. This adjustment further increases the effective
frame rate. When the object’s location requires recalibration, the sensor switches back
to normal mode to update the ROI.

By alternating between these two modes, the reconfigurable system efficiently tracks
the object while balancing power consumption and frame rate. This approach provides
high-speed object tracking without continuously processing the entire pixel array, sig-
nificantly reducing unnecessary data handling.

5.2.2. RECONFIGURABLE SYSTEM BLOCK DIAGRAM OVERVIEW

To support the 2 different image sensor operations mentioned in section 5.2.1, the
reconfigurable system comprises 2 primary parts: the image sensor and the image pro-
cessing unit. Figure 5.7 illustrates the system block diagram designed in this work.

The image sensor in Figure 5.7 has a similar architecture, explained in section 2.1.1.
The image sensor has a 316×110 pixel array with a 10µm pixel pitch arranged in a column-
parallel structure. Each column of the pixel array is connected to one of the 316 PGAs and
the ADCs. The PGA supports analog gain up to 8, and the ADC performs data conversion
using the 10.5-bit SAR ADC, as explained in 3.3.3. The digital data from the ADCs are
transmitted to the image processing unit via a 12-channel LVDS interface, supporting
a maximum data rate of 1.44Gb/s. Two additional components were designed specif-
ically for the reconfigurable system: an intelligent switch box and a horizontal address
decoder. The intelligent switch box distributes the pixel outputs to the appropriate ADCs
based on whether the sensor operates in normal or zoom-in mode. Since the intelligent
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Figure 5.7: System block diagram of the reconfigurable image sensor design

switch box is the switch network, the horizontal address decoder controls the intelligent
switch box based on the feedback from the image processing unit during the zoom-in
mode.

The image processing unit manages the sensor control and processes the captured
images. The image processing unit receives data from the sensor through the receiver
block, which also applies FPN compensation using the method explained in section
4.3.3. The data are then reorganized in the data re-order block to reconstruct the image,
which is passed to the image analyzer. This block identifies the moving object’s location
and coordinates. The signal generator creates feedback signals based on the object’s lo-
cation and sends them back to the sensor to configure the ROI region for zoom-in mode.
In addition, the signal generator also generates basic sensor control signals, such as VDA
(Vertical Domain Address). The camera interface transmits the processed images to the
display using an 8-channel camera-link interface, capable of supporting data rates up to
1 Gb/s. The camera link protocol is used in communication.

As mentioned above, the reconfigurable system controls the image sensor and the
image analyzer designed inside the FPGA. Therefore, communication between the FPGA
and the image sensor is essential.

5.2.3. THE PIXEL READOUT TIMING AND PIXEL OUTPUT DISTRIBUTION AT

NORMAL MODE AND ZOOM-IN MODE

Controlling the intelligent switch box in the reconfigurable system is essential, as it
distributes pixel outputs from the pixel array to the appropriate ADCs depending on the
image sensor’s operating mode.

In normal mode, the image sensor reads the entire pixel array like a general image
sensor. Since the sensor uses a column-parallel architecture, the ADC in each column
reads pixel outputs from the same column. Figure 5.8 illustrates the intelligent switch
box control during normal mode. As shown in Figure 5.8(a), one of the switches, SM1, in
each column is activated to connect the pixel output to the corresponding ADC in the
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Figure 5.8: Intelligent switch box control in normal mode and (b) ADC timing

Figure 5.9: (a) Intelligent switch box control in zoom-in mode and ADC timing

same column, enabling sequential readout of the pixel array. The ADC control timing di-
agram in Figure 5.8(b) shows that all ADCs perform sampling simultaneously during the
designated sampling period (T1), followed by data conversion, ensuring synchronized
readout and preventing timing mismatches that could degrade image uniformity. Addi-
tionally, the VDA is transmitted to select the corresponding row in the pixel array, while
the HDA remains deactivated (set to 0).

In zoom-in mode, the intelligent switch box dynamically distributes the pixel out-
puts from the ROI region to the available ADCs. The image sensor generates the images
from the ROI region within a single horizontal line time. Figure 5.9 shows the intelli-
gent switch box’s switch network control and timing. The image sensor turns on ten
SM2 switches in the column within the ROI region, as depicted in Figure 5.9(a). Since
the 10×10 ROI region outputs 100-pixel output signals, the switch network has 100 hor-
izontal lines. These 100 horizontal lines are connected to the ADCs through the switch
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Figure 5.10: Timing diagram for seamless mode switching and ROI control

SG1, SG2 and SG3. For example, when the ROI region is set in the green region shown
in Figure 5.9(a), the image sensor turns on 100 SG1 switches, connecting 100 horizontal
lines with the input of the 100 ADCs. The first 100 ADCs sample the pixel output signals
from the green area, described in the timing of Figure 5.9(b). Sequentially, in periods T2

and T3, 100 SG2 and SG3 switches allow the next 100 ADCs to sample pixel output signals
in blue and red ROI regions following the timing in Figure 5.9(b). Additionally, the VDA
and HDA correspond to the position of the ROI region extracted from full-frame image
analysis, ensuring adaptive readout based on the identified region of interest.

Moreover, in zoom-in mode, pixel’s 3 operations, such as reset, charge integration
and read, must be completed within the sampling period. Though the charge integration
time is relatively short, this operation enables the sensor to read the ROI region within
a single horizontal line time. For this reason, to maximize the charge integration time,
the ADC sampling time is about 1µs when the ADC is working at 250kS/s in this work. In
addition, the image sensor tracks the moving object emitting intense light in this work,
and a short charge integration time is not a problem. Furthermore, the ROI region can
be set anywhere since the pixel operation is completed within the sampling period. This
flexible ROI region control allows the ROI region to overlap during zoom-in mode.

5.2.4. RECONFIGURABLE SYSTEM CONTROL TIMING

The reconfigurable system operates based on the control timing shown in Figure 5.10,
enabling a seamless switch between normal and zoom-in modes for efficient object
tracking.

The image sensor initially begins in normal mode. During this mode, the HDA signal
is not sent, and the row decoder follows the VDA to control the pixel readout as per the
timing in Figure 5.10. To correct for FPN, the sensor first reads the OB pixels at the ar-
ray’s top and bottom. Only two lines of OB pixels out of 4 are read due to potential light
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penetration issues affecting the edge pixels. To mitigate this, the integration time for the
OB pixels is kept at a minimum, as illustrated in Figure 5.10.

Once the OB pixels are read, the sensor transitions to read the active pixel array. Si-
multaneously, the image analyzer in the processing unit performs real-time analysis to
detect the object’s location. When the active pixels are fully read, the object’s location is
determined, and the signal generator prepares the required VDA and HDA signals (refer
to Figure 5.7) for controlling the Region of Interest (ROI) during zoom-in mode.

In zoom-in mode, the image sensor uses VDA and HDA signals to focus on the ROI.
Since the 10×10 pixel array of the ROI is processed within a single horizontal line time,
100 ADCs are employed to generate an image. As described in the previous section,
the system can generate multiple images during zoom-in mode based on the object’s
movement speed, allowing for the generation of 3N images within N horizontal line
times. This dynamic adjustment enhances the system’s frame rate without affecting im-
age quality.

After the zoom-in mode, the system returns to normal mode to recalibrate the ob-
ject’s position. As before, OB pixels are reread to compensate for any FPN, ensuring con-
sistent image quality throughout the operation.

5.3. THE IMPROVEMENT OF THE RECONFIGURABLE SYSTEM

5.3.1. FRAME RATE IMPROVEMENT AND LIMITATION
As introduced in section 3.1.1, the frame rate, FFR, of an image sensor can be described

by the following equation:

FFR ≤ FADC ·NADC

PROW ·PCOL
≈ FPIXEL

PROW ·PCOL
(5.1)

FFR represents the frame rate, FADC represents the ADC sampling rate, NADC rep-
resents the number of ADCs, and PROW and PCOL represent the number of rows and
columns in the pixel array, respectively. In addition, FPIXEL stands for the pixel rate of the
image sensor. In this work, the ADC sampling rate is 250kS/s, and the number of ADCs
is 300. Given that the active pixel array resolution is 300×90, the maximum achievable
frame rate in normal mode would be approximately 2,777fps.

However, in the reconfigurable system, the zoom-in mode allows further improve-
ments in the effective frame rate. After reading the full frame, the image sensor updates
the region of interest (ROI), dynamically tracking the object’s location. Updating the ROI
image has the same effect as generating a new full-frame image. As a result, if we as-
sume that 3N images are generated during the N horizontal line time in zoom-in mode
after generating 1 full frame image at normal mode, the effective frame rate, FFR_EFF, is
calculated as follows.

FFR_EFF ≤ 1+3N
PROW
FADC

+ N
FADC

(5.2)

In this formula, the numerator is the number of images taken during normal and
zoom-in modes. The denominator is the time taking images during normal mode and
zoom-in mode. Since the 3 ROI regions can be captured within a single horizontal line



5

94
5. ADAPTIVE RECONFIGURABLE SYSTEMS FOR IMAGE SENSORS: ADDING FLEXIBILITY TO

IMPROVE SPEED

Figure 5.11: Achievable effective frame rate by changing the number of images captured in zoom-in mode

time in zoom-in mode, the number of images captured during N horizontal line time is
set to 3N.

Figure 5.11 illustrates the effective frame rate, FFR_EFF, by changing the number of
images taken at zoom-in mode from 3 to 3,000,000. As described in Figure 5.11, the
effective frame rate is saturated at around 750,000fps as the number of zoom-in mode
images increases. If 30 images are captured in zoom-in mode, the effective frame rate,
FFR_EFF, would be 77,500fps.

However, there is a practical limitation to how much the variable N (the number of
images captured in zoom-in mode) can be increased. The zoom-in mode captures only
the pixels within the ROI, which may not be large enough to determine the object’s move-
ment. For this reason, if the system remains in zoom-in mode for too long, it risks losing
the object’s position within the scene. For instance, the ROI can effectively track the ob-
ject in cases of minimal movement. Still, if the object temporarily moves out of the ROI,
the system may lose its position.

In summary, the reconfigurable system significantly improves the effective frame
rate, which can be dynamically adjusted based on the number of images captured dur-
ing zoom-in mode. Although the frame rate in normal mode is not extremely high, the
reconfigurable system allows for improved tracking of moving objects through an en-
hanced effective frame rate.

5.3.2. IMAGE QUALITY PRESERVATION THROUGH FIXED ADC SAMPLING

RATE
The reconfigurable system design maintains a consistent ADC sampling rate across

both normal and zoom-in modes, as shown in section 5.3.1. In the reconfigurable sys-
tem, the effective frame rate is enhanced by increasing the number of images captured
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Figure 5.12: Required ADC sampling rate and pixel rate in conventional image sensor and reconfigurable sys-
tem

during zoom-in mode while maintaining a constant ADC sampling rate.
Figure 5.12 illustrates the relationship between the required ADC sampling rate and

pixel rate as a function of frame rate. The blue line represents a conventional image sen-
sor, where the ADC sampling rate and pixel rate increase proportionally with the frame
rate. The red line represents the reconfigurable system, showing how it maintains a con-
stant ADC sampling rate of 250kS/s and a fixed pixel rate, even as the frame rate in-
creases. As derived in section 5.3.1, the required ADC sampling rate, FADC, and pixel
rate, FPIXEL, are calculated as follows.

FADC = PROW ·PCOL ·FFR

NADC
(5.3)

FPIXEL = PROW ·PCOL ·FFR (5.4)

In these equations, FFR represents the frame rate, NADC is the number of ADCs, and
PROW and PCOL are pixel array dimensions. For example, with a pixel array resolution
of 300×90 and no zoom-in mode images captured (N=0), the frame rate is 2,777fps, cor-
responding to an ADC sampling rate of 250kS/s for both the conventional and recon-
figurable systems. However, as the frame rate increases in a conventional sensor, the
required ADC sampling rate scales proportionally, leading to higher pixel rates. In con-
trast, the reconfigurable system increases the frame rate by capturing multiple images in
zoom-in mode while the ADC sampling rate and pixel rate remain fixed.

Maintaining a smaller signal bandwidth is crucial for preserving image quality. In-
creasing the frame rate in conventional systems leads to higher ADC sampling rates and
signal bandwidth, which, as discussed in section 4.2, result in degraded temporal noise
performance. However, the reconfigurable system keeps the signal bandwidth low and
prevents introducing more high-frequency noise even when the frame rate is increased.

The increased bandwidth primarily contributes to temporal noise. As shown in Fig-
ure 5.1, increasing the sampling rate reduces low-frequency noise due to the shorter CDS
interval. However, a larger bandwidth introduces more high-frequency noise, leading to
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Figure 5.13: Temporal noise performance comparison by increasing the ADC sampling rate

an overall increase in temporal noise. Figure 5.13 illustrates the rise in temporal noise
associated with higher ADC sampling rates. In this figure, the x-axis represents the rela-
tive difference in ADC sampling rate, normalized by the sampling rate at FFR = 2,777fps,
while the y-axis shows the ratio of estimated temporal noise to the original noise at FFR

= 2,777fps. The ADC sampling rate is increased up to 500×. Temporal noise is estimated
by applying the same power spectral density (PSD) to the CDS transfer function, and
the resulting noise is normalized to its original value at FFR = 2,777fps. As shown in Fig-
ure 5.13, temporal noise increases as the ADC sampling rate rises. Specifically, when the
ADC sampling rate is increased by 500, the estimated temporal noise increases approxi-
mately 14 times compared to its original value.

Therefore, the reconfigurable system is advantageous because it maintains the tem-
poral noise as the frame rate increases. If the image sensor is required to operate at an
extremely high frame rate, the efficiency of the reconfigurable system increases.

5.3.3. POWER CONSUMPTION REDUCTION

In conventional image sensors, increasing the frame rate generally requires a corre-
sponding increase in the ADC sampling rate and interface output speed. However, the
reconfigurable system eliminates the need for these increases, resulting in significant
power savings.

In conventional systems, as the frame rate increases, the pixel rate must also rise
proportionally to ensure that the sensor can process and transmit all pixel data in time.
This requires a high-speed output interface to handle the increased data rate. For in-
stance, with a pixel rate of 27Mpixel/s for 1,000fps at 300×90 active pixels, the output
data rate must be at least 270Mb/s, assuming the interface data rate is approximately 10
times faster than the pixel rate. Therefore, for higher frame rates, the required data rate
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Figure 5.14: Required data rate at the output interface as frame rate increases in conventional image sensor
and reconfigurable system

escalates.

Figure 5.14 illustrates this relationship. At a frame rate of 2,777fps, the required data
rate in a conventional system is around 900Mb/s due to 12-bit of the ADC output for-
mat defined in section 3.3.3. If the frame rate increases to 10,000fps, the required output
data rate rises to 3.24Gb/s. In this scenario, at least 27 LVDS channels would be needed
to maintain the data rate regarding the single-channel LVDS interface, which supports
around 120Mb/s. Since the design in this work employs 12 LVDS channels, an addi-
tional 15 channels would be required to handle the increased load. Given that each LVDS
channel draws 3mA of current, the power consumption would increase by approximately
150mW.

In contrast, the reconfigurable system avoids these complications. Since the system
can enhance the effective frame rate by capturing multiple images in zoom-in mode
without increasing the ADC sampling rate, the output interface does not require any
speed improvements. For instance, even at an effective frame rate of 10,000fps, the in-
terface speed remains stable at 900Mb/s, with no additional LVDS channels required.
Instead, an effective frame rate of 10,000fps can be easily realized by setting the number
of images taken at zoom-in mode as 3.

Additionally, the power reduction in the ADC is significant. In conventional systems,
the ADC power consumption increases proportionally with the sampling rate. Thus, if
the frame rate increases tenfold, the ADC power consumption must also rise accord-
ingly. However, in the reconfigurable system, because the ADC sampling rate remains
unchanged, the system can achieve the same frame rate increase while saving up to 90%
of the ADC power consumption.

In summary, the reconfigurable system offers multiple advantages regarding power
efficiency. The interface data rate remains unchanged, reducing the need for additional
LVDS channels and minimizing power consumption. Moreover, the consistent ADC
sampling rate allows for substantial power savings, making the system significantly more
energy-efficient than conventional high-frame-rate image sensors.
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5.4. CONCLUSION
This chapter introduced a reconfigurable image sensor system designed to enhance

frame rates efficiently without complex hardware modifications. Traditionally, improv-
ing frame rates required increasing the pixel rate, which leads to higher power con-
sumption and more demanding hardware requirements. To overcome these limitations,
application-specific designs are necessary.

This work implements the reconfigurable system, assuming the image sensor tracks
a strongly illuminated moving object within a fixed scene. This setup allows the sen-
sor to switch dynamically between two operational modes: normal mode and zoom-in
mode. The essential advantage of this system is that it significantly improves the effec-
tive frame rate by capturing multiple images in zoom-in mode, all without increasing the
ADC sampling rate. The number of images captured during zoom-in mode is crucial to
this enhancement.

The reconfigurable system offers several benefits, including speed enhancement with-
out the need for ADC improvements, preservation of image quality due to maintaining a
small signal bandwidth, and substantial power savings. The system effectively mitigates
the typical challenges associated with high-frame-rate image sensors by leveraging these
advantages.

In summary, this reconfigurable system provides a flexible and efficient solution for
boosting frame rates while minimizing power consumption and hardware complexity,
making it ideal for real-time tracking applications.
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6
ADAPTIVE RECONFIGURABLE

SYSTEMS FOR IMAGE SENSORS:
PRACTICAL DESIGN AND

IMPLEMENTATION

A S discussed in Chapter 5, the reconfigurable system holds significant potential to ef-
ficiently enhance frame rates. Mode switching between normal and zoom-in modes

using the ROI region enhances system efficiency. The system improves frame rates, reduces
data processing needs, and lowers power consumption. Additionally, the image sensor
maintains its sampling rate and signal bandwidth, preserving image quality. Implement-
ing this system requires additional circuit blocks, efficient data distribution, and feedback
mechanisms for precise ROI positioning based on image analysis, all synchronized with
precise timing.

This chapter presents the hardware design, digital signal processing algorithms for data
distribution and image analysis, and feedback mechanisms necessary for accurate ROI
placement and tracking.
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Figure 6.1: Layout of the intelligent switch network for column data routing

6.1. DATA DISTRIBUTION NETWORK CONTROL FOR RECONFIG-
URABLE SYSTEMS

The reconfigurable system relies on a robust and adaptive data distribution network to
efficiently operate across normal and zoom-in modes. This network, encompassing the
intelligent switch network, pixel array, and ADCs, ensures seamless data flow along the
readout path. By dynamically managing data based on the current operational mode,
the network enables the system to track moving objects while accurately maintaining
efficiency. Crucially, this approach eliminates the need for an increase in AFE readout
speed, thereby preserving power efficiency and system stability.

6.1.1. DATA DISTRIBUTION WITH INTELLIGENT SWITCH NETWORK

Figure 6.1 illustrates the design of the switch network connection within a column.
Each column includes 10-pixel output lines, which are essential to support the 10×10
ROI readout in zoom-in mode. Since the ROI region spans 10 rows and 10 columns,
each column must provide 10 parallel pixel outputs to enable simultaneous access to all
pixels in the ROI. These output lines are also utilized in normal mode for line-by-line
readout. The switch network dynamically controls which of these lines are active de-
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pending on the operational mode, allowing flexible data routing without modifying the
ADC structure. The switch network has a consistent design across all columns contain-
ing 22 switches. These switches include 10 switches for normal mode (SNM0 to SNM9),
an additional normal mode-specific switch (SNM10), and 10 switches for zoom-in mode
(SZM0 to SZM9). Zoom-in mode is further supported by switches SG1, SG2, and SG3, which
route pixel data from 100 horizontal lines to the ADCs. These horizontal lines connect
the pixel output lines from 10 adjacent columns, ensuring efficient data aggregation and
distribution during zoom-in mode.

In normal mode, the pixel outputs are routed directly to the ADCs in the same col-
umn, allowing for a straightforward line-by-line readout of the entire pixel array. The
pixel array outputs only one pixel at a time per column during each horizontal line pe-
riod through the corresponding output line selected based on the pixel location. To sup-
port this operation, only one of the 10 switches (SNM0 to SNM9), along with the dedicated
switch SNM10, is activated per column. Figures 6.2(a) and (b) show examples of switch
network controls, while Figure 6.2(c) illustrates the associated timing in normal mode.
For instance, as depicted in Figure 6.2(a), if the pixel output is transmitted through out-
put line 0, L0, in period T1, switches SNM0 and SNM10 are activated. In period T2, the pixel
output shifts to output line 1, L1, activating switches SNM4 and SNM10. Turning on ap-
propriate switches depending on the pixel location ensures the pixel output is connected
directly to the corresponding ADC.

In zoom-in mode, the system uses the horizontal address decoder to activate specific
switches within the selected column, dynamically routing pixel data from the defined
ROI region to the corresponding ADCs. The ROI region is set based on the addresses
transmitted to the image sensor. For instance, if the vertical domain address (VDA) is
set to N, the ROI spans rows N to N+9, while the horizontal domain address (HDA) of M
defines the columns M to M+9. This configuration leverages the 10 output lines from the
pixel array, with all 10 SZM switches in the selected column activated simultaneously to
route the data.

The horizontal lines aggregate pixel data from adjacent columns and distribute it to
the ADCs. Depending on the timing, switches SG1, SG2, and SG3 are sequentially acti-
vated to route the data to the ADCs. Figures 6.3(a), (b), and (c) demonstrate the switch
control, while Figure 6.3(d) illustrates the timing. At the start of zoom-in mode, SG1

switches transmit pixel data from the first ROI region to the first 100 ADCs. These 100
SG1 switches remain active during the ADC sampling period. Once the sampling is com-
plete, SG2 switches route data from the next ROI region to the next 100 ADCs, as shown
in Figure 6.3(b). Similarly, SG3 switches to manage the third batch of ROI pixel data, as
depicted in Figure 6.3(c). After the third ADC sampling period ends, the first 100 ADCs
finalize A/D conversion and are ready to sample the next pixel data set. This continuous
operation ensures efficient processing of ROI data, as depicted in Figure 6.3(d), without
interrupting the ADC’s normal specifications.

The intelligent switch network seamlessly switches between normal and zoom-in
modes, enabling efficient data distribution without requiring hardware modifications
to the ADCs. This design allows precise pixel data handling and significantly improves
the effective frame rate, as analyzed in Chapter 5.
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Figure 6.2: Switch network control example for (a) pixel output line L0 and (b) pixel output line L0 in normal
mode and (c) timing diagram for switch activation in normal mode
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Figure 6.3: Switch control to connect the pixel output to the ADC in zoom-in mode using (a) SG1 switches, (b)
SG2 switches and (c) SG3 switches and (c) associated timing diagram
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Figure 6.4: Pixel output connections and output line design within a column

6.1.2. PIXEL ARRAY DESIGN FOR RECONFIGURABLE SYSTEM

To implement the reconfigurable system, the pixel array must be specifically designed
to support dual-mode operation. In particular, the pixel array requires 10 output lines
per column to enable efficient readout of a 10×10 Region of Interest (ROI) window dur-
ing zoom-in mode. These output lines also support line-by-line readout during normal
mode without requiring separate routing networks.

Figure 6.4 illustrates a pixel output connection within a single column, where each
output line is connected to one pixel every 10 rows during normal mode. In normal
mode, the row decoder selects the appropriate row based on the vertical domain address
(VDA), and only one-pixel output line per column is active at a time. To prevent floating
output lines from generating fixed pattern noise (FPN) or temporal noise, the unused
output lines are connected to the reference voltage, VREF, via the 10 SREF switches. The
reference voltage is set to match the pixel output’s reset level, ensuring rapid settling.
Each of the 10 switches (SREF0 to SREF9) is controlled by a dedicated VDA (112 to 121),
transmitted alongside the VDA for pixel readout.

Figures 6.5(a) through 6.5(d) illustrate the pixel array control within a column, while
Figure 6.5(e) provides the timing diagram. For example, when the image sensor receives
a VDA of 10, the row decoder activates the pixels in the 10th row and transmits the pixel
output to the ADC via the output line 0, L0. Simultaneously, the row decoder turns off
switch SREF0 by receiving VDA 112, grounding the remaining output lines. Similarly,
when VDA 11 is transmitted, output line 1, L1, is used, and switch SREF1 is deactivated
via VDA 113. This cycle repeats as rows are selected, ensuring that unused output lines
are grounded for optimal noise performance. When the row decoder processes higher
VDAs, such as 20, output line 0, L0, is reused, and switch SREF0 is deactivated via VDA
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Figure 6.5: Pixel and switch control within a column when VDA is (a)10, (b)11, (c)20 and (d)21 and (d) the
switch SREF control timing
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Figure 6.6: Pixel control in zoom mode with VDA of (a) 10 and (b) 11

112. The timing diagram in Figure 6.5(e) comprehensively illustrates the pixel output
line selection and VDA configuration during normal mode operation.

The row decoder enables 10 pixels to output pixel data in zoom-in mode, and ten
output lines are fully used. Since ten lines are fully used, the switches from SREF0 to
SREF9 are deactivated during zoom-in mode. To activate 10 rows at the same time, the
row decoder receives a VDA and activates the additional 9 rows above the selected rows.
For example, with VDA of N, the row decoder enables the pixels located from the Nth
row to N+9th row. Figures 6.6(a) and (b) show the pixel control example during zoom-
in mode. For instance, if the row decoder receives a VDA of 10, the pixel outputs from
the 10th to 19th row are sequentially transmitted to the ADC through the pixel output
line 0, L0, to pixel output line 9, L9. During the operation, the pixel output at the pixel
output line 0, L0, is from the pixel corresponding to the lowest address. However, if the
image sensor receives a VDA of 11, the pixel output comes from the pixel from the 11th
row to the 20th row. The pixel output at the pixel output line 0, L0, is from the pixel
corresponding to the highest address.

In summary, the pixel array design ensures efficient dual-mode operation by en-
abling parallel readout during zoom-in mode and minimizing noise in normal mode
through SREF switches. These features are essential for the reconfigurable system’s adapt-
ability and performance.

6.1.3. ACCESSING ROW AND COLUMN IN RECONFIGURABLE SYSTEM
To enable the reconfigurable system, the image sensor must dynamically adjust the

number of accessible rows and columns based on its mode. All ADCs operate synchronously
during normal mode, while in zoom-in mode, ADC control is partially synchronized
based on their array location, as detailed in Section 5.2. These functionalities are sup-
ported by the row decoder and horizontal address decoder, which use the VDA and HDA
signals from the FPGA to activate the selected rows and columns. As illustrated in Fig-



6.1. DATA DISTRIBUTION NETWORK CONTROL FOR RECONFIGURABLE SYSTEMS

6

109

Figure 6.7: Pixel and switch network control using the row decoder and horizontal address decoder in recon-
figurable system

Figure 6.8: Multiple row selector design with AND and OR gate

ure 6.7, the row decoder controls the pixel, and the horizontal address decoder controls
the intelligent switch network. The MODE_SELECT signal governs these operations ac-
cording to the sensor’s mode.

ENABLING ROI REGION USING VDA AND HDA
The image sensor accesses all pixels within a single row during normal mode and

the 10×10 ROI region during zoom-in mode. To realize this operation, the row decoder
and horizontal address decoder are equipped with a multiple row selector and multiple
column selector, respectively. The horizontal address decoder, specifically active during
zoom-in mode, selects columns to access the ROI.

As mentioned in section 2.2.2, the general row decoder consists of an address de-
coder and the control logic synthesizer. The multiple-row selector is designed between
the address decoder and the control logic synthesizer. The address decoder generates
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Figure 6.9: Register-based VDA capture mechanism for row synchronization

signals to activate the row specified by the VDA, while the multiple-row selector en-
ables the simultaneous activation of multiple rows. Figure 6.8 describes the design of
a multiple-row selector. Each row includes a 2-input AND gate and a 10-input OR gate.
In normal mode (MODE_SELECT = 0), only the row corresponding to the VDA is acti-
vated, as the AND gates remain disabled. The AND gates are enabled in zoom-in mode
(MODE_SELECT = 1), activating 10 rows simultaneously. In particular, the OR gate lo-
cated in the Nth row receives the output of the AND gate, ADRi_MOD2, from the 9 rows
from N-1 to N-9. For this reason, when VDA is N, rows N to N+9 are activated via the OR
gates.

The horizontal address decoder mirrors the row decoder’s design. With 320 columns,
the HDA is a 9-bit code that enables specific column access, ensuring precise control
during zoom-in mode. These enhancements allow accurate control of ROI regions, a
critical feature for the reconfigurable system.

VDA AND HDA SYNCHRONIZATION

One critical challenge in the reconfigurable system is the synchronization of VDA and
HDA signals, particularly due to transmission delays from the FPGA. Such delays can
lead to incorrect row or column activation, especially in zoom-in mode, where precise
timing is required. Normal mode uses the method described in Section 2.2.2, with the
row decoder relying on multiple signals to activate the selected row. However, applying
the same approach in zoom-in mode, where signal control must occur within a quarter
of a horizontal line time, risks misalignment. To address this, the VDA and HDA sig-
nals are captured in registers before row and column access during zoom-in mode. The
activation signals, such as RD_EN[N] and SH_EN[N], are then directly generated from
the outputs of the multiple row and column selectors. This mechanism ensures pre-
cise timing by capturing signals ahead of row and column activation, mitigating the risk
of misalignment during zoom-in mode. On the other hand, the row decoder operation
maintains the same method explained in section 2.2.2 during normal mode.

Figure 6.9 illustrates the register-based VDA capture mechanism using a 2-to-1 MUX
and a 7-bit register. In zoom-in mode (MODE_SELECT = 1), the VDA is stored in the reg-
ister via a dedicated clock signal (VDA_CLK), which is activated four times within a single
horizontal line period, as shown in Figure 6.11(b). During normal mode (MODE_SELECT
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Figure 6.10: Logic synthesizer design using 2-to-1 MUX

= 0), the VDA is directly transmitted to the address decoder for single-row activation.
The generation of activation signals also adapts to the sensor’s mode. During normal

mode, the activation signals corresponding to the VDA are generated at the flip-flop in
each row. As shown in Figure 6.10, RD_EN and SH_EN signals are derived from the mul-
tiple row selector outputs in zoom-in mode, bypassing the flip-flop-based generation
used in normal mode. The 2-to-1 MUX is used to support this function. This ensures
synchronized row and column activation even at reduced timing margins.

By addressing synchronization challenges, this design ensures reliable operation dur-
ing zoom-in mode.

PIXEL AND ADC CONTROL DEPENDING ON THE MODE

As mentioned above, controlling the number of rows and columns accessible to the
image sensor is essential. However, generating appropriate control signals to control the
pixels and ADCs depending on the image sensor operation is also important.

Figures 6.11(a) and (b) illustrate the timing during the normal mode and zoom-in
mode, respectively, and Figure 6.11(c) includes the pixel structure controlled by the sig-
nals from Figures 6.11(a) and (b). Pixel control signals, including SW_RF, RX_F, RX_R,
and MODE_SELECT, are routed through the row decoder, as depicted in Figure 6.10. In
normal mode, reset and read operations are performed separately, with the duration
TINT_NOR representing the pixel’s charge integration time, as explained in Figure 6.11(a).
In zoom-in mode, pixel control occurs within a condensed period equal to a quarter of
the horizontal line time. Reset and read operations are performed within the same sam-
pling period and are repeated three times per horizontal line time. To achieve this, SW
is set to 1 during zoom-in mode. At the beginning of each sampling period in zoom-in
mode, RX_R sets RG to 1, triggering the pixel reset signal. Once reset sampling at the
ADC is complete, RG is switched to 0 by RX_F. The timing in Figure 6.11(b) shows that
TINT_ZM, the charge integration time during zoom-in mode, is shorter than TINT_NOR due
to the need to complete operations within a quarter of the horizontal line time.

Like pixel control, ADC control varies based on the image sensor mode. In this de-
sign, ADC control logic comprises an ADC timing generator and an ADC signal gener-
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Figure 6.11: Timing diagram for control row decoder in (a) normal mode and zoom-in mode and (c) the pixel
structure control by the signals in the timing



6.1. DATA DISTRIBUTION NETWORK CONTROL FOR RECONFIGURABLE SYSTEMS

6

113

Figure 6.12: (a) Block diagram of ADC timing generation logic and (b) the associated timing

ator. Figure 6.12(a) illustrates the ADC timing generator utilizing flip-flops, while Fig-
ure 6.12(b) outlines the relevant timing. The FPGA transmits LOGIC_START to the ADC
timing generator, controlled by an 8 MHz clock, as detailed in Section 2.4.1. The ADC
timing generator uses 32 flip-flops, each outputting a signal set to 1 sequentially for one
clock period. These outputs are sent to the ADC signal generator to produce the required
ADC control signals. Once the LOGIC_START signal is transmitted to the ADC control
logic, the ADC control signals are automatically generated.

Figure 6.13(a) illustrates the block diagram of the ADC control logic, including the
ADC timing generator and ADC signal generator. Three identical ADC control logic blocks
are employed to accommodate the three distinct ADC control timings required during
zoom-in mode, each controlling 100 ADCs. The timing for both image sensor modes fol-
lows the sequence described in Figure 6.13(b). In normal mode, the ADC control signals
LOGIC_START_1, LOGIC_START_2, and LOGIC_START_3 are activated simultaneously,
allowing all ADCs to sample pixel outputs and perform data conversion synchronously,
as shown in Figure 6.13(b). The three ADC control signals are sequentially transmitted
in zoom-in mode with a quarter-horizontal-line-time interval. This staggered operation
ensures efficient support for ROI mode by enabling ADCs to start their operation at dif-
ferent timings, aligned with the pixel outputs from the ROI.

6.1.4. CONSIDERATION OF COLUMN SCALABILITY AND TIMING CONSTRAINT

The proposed data distribution network is designed to support both column scala-
bility and ROI region resolution scalability. In particular, the pixel structure, number of
columns, and timing are all affected by changes in the total column count.

The switch network structure within a column is determined by the resolution of
the ROI region, not by the total number of columns. As the number of rows in the ROI
increases, the number of pixel output lines and corresponding switches per column in-
creases accordingly. However, the switch network maintains a consistent structure re-
gardless of this change. Figure 6.14(a) shows an example where the ROI region is 5×5. In
this case, each column outputs 5 pixels, and the switch network includes 5 pixel output
lines. The number of horizontal lines is also 25, matching the total number of pixels in
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Figure 6.13: 3 identical ADC control logics to control 3 group of ADCs with the timing

the ROI. Figure 6.14(b) illustrates the case for a 20×20 ROI region. For this reason, each
column outputs 20 pixels, and the switch network includes 20 pixel output lines. The
number of horizontal lines becomes 400, equal to the number of pixels in the ROI.

The total number of columns in the pixel array is set as a multiple of the number of
pixels in the ROI region. For example, if the ROI region is configured as NC×NR (columns
× rows), the effective column count becomes NC×NR×K, where K is an integer. An addi-
tional 8 dummy columns are added on each side of the array to protect image integrity
and edge uniformity.

In zoom-in mode, the ADC sampling time and the pixel charge integration time are
affected by the number of column groups. As shown in Figure 6.15, if the effective col-
umn count is NC×NR×K, the ROI pixel data are divided into K groups, each assigned to
one ADC sampling window. The total horizontal line time, TH, is shared by the K groups,
resulting in an ADC sampling time of TH/K for each group.

For example, in Figure 6.3(d), the ROI is 10×10 and the effective column count is 300,
corresponding to 3 groups. In this case, the condition T1 + T2 + T3 < TH must be satis-
fied. As the number of columns increases, the system forms additional column groups,
each comprising 10 adjacent columns connected to a dedicated set of 100 horizontal
lines. These groups are routed to separate ADC control paths using replicated SG1, SG2,
and SG3 switching structures. For example, if the column count increases from 300 to
600, the number of ADC groups doubles from 3 to 6, requiring six sets of SG switches
and associated control logic for parallel data routing. This modular replication ensures
scalability without altering the fundamental column or ADC architecture.

Since the charge integration occurs during the ADC sampling period, shorter sam-
pling windows result in reduced integration time. Therefore, as the number of columns
increases, both ADC sampling time and pixel integration time decrease. To maintain
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Figure 6.14: Switch network design in each column for different ROI resolutions: (a) 5×5 and (b) 20×20
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Figure 6.15: ADC sampling window allocation based on the number of column groups in zoom-in mode

Figure 6.16: FPGA System block diagram for image data processing

image quality, the pixel sensitivity must improve accordingly. For stable performance
across operating modes, the ADC sampling time in normal mode is kept constant, inde-
pendent of zoom-in mode configurations.

6.2. IMAGE REARRANGEMENT PROCEDURE
As mentioned in Section 5.2.1, the captured image data from the image sensor is trans-

mitted to the FPGA via the LVDS interface. Figure 6.16 illustrates a system block diagram
of the FPGA’s internal modules designed for efficient image analysis. The image data
first passes through the re-order block, which is realigned to match the sensor’s pixel ar-
rangement, ensuring consistency for downstream processing. Once re-ordered, the data
is sent to the image analyzer, which performs object detection.

Accurate transmission of image data from the sensor to the FPGA is crucial for effec-
tive image analysis. In addition, the image data rearrangement should reflect the pixel
array’s structure to ensure proper analysis. Since the order of received data can vary
significantly due to operational modes and hardware configurations, implementing an
efficient and adaptive data rearrangement process is essential.

6.2.1. STORING IMAGE DATA WITH 10 REGISTER ARRAY

The image data transmitted from the image sensor is stored in a register array for
processing inside the FPGA. With 316 ADCs generating 316 image data per pixel line in
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Figure 6.17: Receiver design with 10 register arrays

normal mode, each represented as a 12-bit digital code, the total data transmitted within
a single pixel line is up to 3792 bits. For this reason, the FPGA requires at least 3476
registers, as the final bit format is 11 bits, as described in Section 3.3.3. These registers
must operate at 128 MHz to synchronize with the 64 MHz clock controlling the image
sensor.

However, maintaining a 128 MHz clock across all registers without data loss presents
significant challenges. To overcome this challenge and maintain stable data transfer, the
design employs 10 register arrays operating with phased clocks. This approach divides
the data storage into 10 parallel paths, with each array containing 352 registers capable
of storing up to 32 image data. The clock frequency for each array is reduced to 12.8
MHz, which is 10 times slower than the original 128 MHz clock. This design simpli-
fies clock management while facilitating efficient data rearrangement in zoom-in mode,
where data originates from the 10×10 ROI region.

Figure 6.17 illustrates the architecture of the receiver design, which integrates the 10
register arrays for stable and efficient data storage. Upon receiving the 12-bit image data
in the FPGA, it passes through an adder to compute the final 11-bit output, as defined in
Section 3.3.3. The formula for this computation is as follows:

DOUT =
6∑

i=2
211−i ·Di +

12∑
i=8

212−i ·Di +1.5 · (29 ·D1 +24 ·D7
)

(6.1)

Here, D1 is the MSB and D12 is the LSB of the 12-bit input image data. Figure 6.18
illustrates the phased clock operation that enables sequential data capture across the 10
register arrays. Each array functions as a shift register, moving the captured 11-bit data to
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Figure 6.18: Clock control timing to capture the image data in receiver

the next register with every clock cycle. Following the timing diagram, the output, DOUT,
is captured by the 10 register arrays synchronized with 10-phase clocks (CLK0 to CLK9).
For example, image data from the 316th column, M315, is captured by CLK2 in the third
register array, followed by image data from the 315th column, M314, captured by CLK3 in
the following register array. This process continues until all 316-image data is stored. As
shown in Figure 6.17, the last image data from the 1st column of the pixel array, M0, is
stored in the eighth register array.

This design ensures stable data reception, enabling accurate downstream image anal-
ysis.

6.2.2. REARRANGING IMAGE DATA IN NORMAL MODE
The image data captured in the 10 register arrays should be rearranged to reflect the

pixel arrangement of the image sensor, ensuring consistency for downstream analysis.
This step is essential for formatting data in normal and zoom-in modes, enabling accu-
rate and efficient object detection in the image analyzer.

Figure 6.19 illustrates the generation and transmission of image data from the ADC
in normal mode. In normal mode, the ADC at each column generates image data by
sampling the pixel output from the same column. After capturing the image data in the
FPGA, the data is stored directly as shown in Figure 6.17, without requiring rearrange-
ment.

The captured image data is then transmitted to the line memory, which consists of
3300 registers. Since the effective pixel array is a 300×90 array located in the middle of the
entire pixel array, the data from the leftmost and rightmost 8 columns are excluded from
active processing. The data transmission algorithm reverses the receiver’s sequence for
distributing captured data into the 10 register arrays. Figure 6.20 illustrates how rear-
ranged data is transmitted to the line memory during normal mode operation. For ex-
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Figure 6.19: Data transmission and alignment in normal mode

ample, the effective image data’s rightmost point, M307, is stored in the last register of
the line memory, while the leftmost point, M8, is stored in the first register.

This process ensures that the captured image data in normal mode perfectly aligns
with the pixel array, enabling seamless integration into subsequent image analysis.

6.2.3. REARRANGING IMAGE DATA IN ZOOM-IN MODE
In zoom-in mode, the location of the ROI region influences data rearrangement. The

pixel design and the switch network connecting the pixel array to the ADCs play a critical
role in determining the output data sequence. The VDA and HDA settings primarily
govern this sequence, each capable of generating 10 distinct data arrangements.

DATA ORDER FROM THE IMAGE SENSOR

The image data order from the image sensor is highly dependent on the location of the
ROI region. Understanding data order determined by VDA and HDA settings is essential
for effective rearrangement algorithms. Observing the data order through specific ex-
amples provides valuable insights. Figures 6.21 and 6.22 illustrate the variations in data
order for different VDA and HDA configurations with examples.

The VDA setting defines the order of 10 image data points within a single column.
Figures 6.21(a), (b), and (c) provide examples of how the VDA affects the output sequence
for a single column in the pixel array. For example:

• When VDA = 10N: The ROI region starts at row 10N. Pixel outputs from rows 10N to
10N+9 are transmitted to the ADCs. The output from the lowest row (10N) is sent
to the leftmost ADC within a group of 10 adjacent ADCs, while the output from the
highest row (10N+9) is sent to the rightmost ADC. Data from the rightmost ADC is
transmitted to the FPGA first, and data from the leftmost ADC is transmitted last.

• When VDA = 10N+1: The data order shifts. Compared to Figure 6.21(a), the output
from row 10N is replaced by that from row 10(N+1), as shown in Figure 6.21(b).

• When VDA = 10N+9: The output from row 10N+9 remains in the same position,
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Figure 6.20: Transmitting from the 10 register array to line memory

Figure 6.21: Data order example: (a) VDA = 10N, (b) VDA = 10N+1 and (c) VDA = 10N+9
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Figure 6.22: HDA impact on column output order in zoom-in mode

but outputs from all other rows are replaced by data from rows above 10N+9, as
illustrated in Figure 6.21(c).

In addition, the HDA setting defines the output sequence across columns. Figure 6.22
demonstrates the impact of different HDA configurations on the output sequence. For
instance:

• When HDA = 10N+8: The 10 image data outputs from column 10N+8 are trans-
mitted last, while data outputs from column 10N+7 are transmitted first.

• When HDA = 10N+9: The data outputs from column 10N+8 are replaced by out-
puts from column 10(N +1)+8, which are transmitted last.

These variations highlight the need for adaptive rearrangement algorithms to align
image data with the pixel array for accurate downstream analysis.

DATA REARRANGEMENT IN ZOOM-IN MODE

Each register in zoom-in mode stores image data corresponding to a specific row and
column, determined by the VDA and HDA settings. Figure 6.23 illustrates the arrange-
ment of data before data rearrangement during zoom-in mode. Key principles of data
storage include:

• Data from the same column is distributed across 10 register arrays.
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Figure 6.23: Data arrangement in zoom-in mode before data rearrangement

• Data from the same row is stored within the same register array.

• Data from row 10N is stored in the 10th register array, while data from row 10N+9
is stored in the 1st register array.

• Data from column 10N+8 is stored in the leftmost position, while data from col-
umn 10N+7 is stored in the rightmost position.

To align the data with the pixel array, the rearrangement process in zoom-in mode
consists of two steps:

1. VDA-Based Rearrangement: Adjust the data order according to the VDA setting.

2. HDA-Based Rearrangement: Refine the data order based on the HDA setting.

For example, if the VDA is set to 21 and the HDA is 19, the initial data arrangement
in the 10 register arrays corresponds to Figure 6.24(a). The rearrangement process pro-
ceeds as follows:

• VDA-Based Rearrangement: The data in the 10th register array is shifted to the
1st register array. Data from the 1st to 9th register arrays moves sequentially to the
2nd to 10th.

• HDA-Based Rearrangement: The data from the 1st column is shifted to the 10th
column, while data from the 2nd to 10th columns shifts to the 1st to 9th columns.

This procedure is described in Figure 6.24(b), and (c) results from the data rearrange-
ment. This process is repeated for the other nine VDA and HDA settings cases. However,
when the VDA and HDA are set to 10N and 10N+8, respectively, no rearrangement is
needed. Additionally, since three ROI images are transmitted simultaneously, the algo-
rithm is applied independently to all three 10×10 ROI images.
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Figure 6.24: Data rearrangement procedure in zoom-in mode: (a) initial state, (b) the rearrangement operation
and (c) rearrangement result
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Figure 6.25: Mask design used for image analysis

After rearrangement, the processed image data is transferred to the line memory. The
10 rows of line memory capture the ROI data in the same format and arrangement as in
the register arrays, ensuring compatibility for subsequent image analysis.

The dual-step rearrangement process ensures precise data alignment with the pixel
array, facilitating efficient and accurate downstream image analysis.

6.3. IMAGE ANALYSIS ALGORITHM
Once the image data is reconstructed, it undergoes further processing to detect ob-

jects and extract relevant information. This process adapts based on the image sensor’s
operational mode.

6.3.1. IMAGE PROCESSING IN NORMAL MODE
Two key factors must be considered when performing image analysis: the type of al-

gorithm employed and the amount of line memory required. This work utilizes 10-line
memories and a sliding mask algorithm, a fundamental image analysis technique, to
detect regions with significant intensity variations, particularly targeting brightly illumi-
nated moving objects.

The algorithm uses a 10×10 mask that slides across the pixel array row by row. A com-
parison variable, MOUT, is calculated for each position to evaluate intensity variations
within the segment. A larger MOUT value indicates higher intensity, helping identify ar-
eas with significant differences that may correspond to regions of interest, such as mov-
ing objects. After computing MOUT across the entire image, the location with the largest
MOUT is selected as the ROI region, ensuring precise detection of the area of interest.

Figure 6.25 illustrates the 10×10 mask structure and the positions of variables A0–D1

used to compute MOUT The algorithm computes MOUT using the following formula:

MOUT = (A0 − A1)+ (B0 −B1)+ (C0 −C1)+ (D0 −D1)+COFF (6.2)

Here, A0, A1, B0, B1, C0, C1, D0 and D1 represent the image data values within the
mask window, as shown in Figure 6.25. Since MOUT can result in a negative value, an
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offset COFF is added to ensure all results are non-negative. In this work, COFF is set to
4096, as the most negative achievable MOUT without the offset is -4096.

Figure 6.26: Line memory update to support real-time image analysis using sliding window technique when
VDA is set to 31

As mentioned above, the image sensor dynamically updates 10-line memories to per-
form this algorithm. The memory stores the most recent ten rows of pixel data, updating
with each new row readout. Figures 6.26 and 6.27 depict how the 10-line memories are
dynamically updated during image processing. These figures illustrate the step-by-step
process of updating the 10-line memories. For example, when the sensor reads the 31st
row, rows 22 to 30 are stored. Upon reading the 32nd row, data shifts: rows 23 to 31 move
to lines 2 to 10, the data from row 22 is discarded, and data from row 32 is stored in line
1.

Since the stored image data corresponds to a 300×10 pixel array, this process gener-
ates 290 MOUT values per horizontal line, thus enabling real-time analysis without stor-
ing the entire image data. If image analysis is performed after storing the entire image,
the time required to determine the ROI region would be significantly longer, and mem-
ory requirements would be much higher. Therefore, this dynamic approach ensures ef-
ficient and accurate detection of regions of interest.

6.3.2. DYNAMIC ROI CONTROL MECHANISMS

Accurately determining the location of the ROI region is critical for efficient operation
in a reconfigurable system. This process requires seamless coordination across multiple
functional blocks within the system. Managing operation timing and ensuring proper
sequencing are essential to achieving optimal performance.

Figure 6.28 illustrates the timing diagram of the reconfigurable system during im-
age processing in the FPGA, showing the sequence of data transfer, rearrangement, and
parallel image analysis. The receiver operates with a 128MHz clock, with 512 cycles con-
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Figure 6.27: Line memory update to support real-time image analysis using sliding window technique when
VDA is set to 32

stituting a single horizontal line time. During image data transfer from the sensor, 320
clock cycles are allocated to capture data into the FPGA, where the data is first stored in
the register array described in Section 6.2.1. Following the data transfer, the data rear-
rangement process is performed in two steps: based on VDA and HDA. After rearrange-
ment, the image data is moved to the line memory within the image analyzer, completing
the sequence of the data transfer and data rearrangement operations within a single hor-
izontal line time as part of the system’s pipelined structure. The image analyzer applies
a 10×10 mask to compute the comparison variable (MOUT), which highlights regions of
interest based on intensity variations, as described in Section 6.3.1. Using 290 masks si-
multaneously, the image analyzer generates 290 MOUT values per horizontal line time.
These values are then sorted in descending order to identify the top 12 highest-intensity
regions within 290 clock cycles. The associated VDAs and HDAs of these top MOUT values
are then stored together. Image analysis and sorting operations are performed in parallel
with data transfer and data rearrangement, as shown in Figure 6.27. The sorted informa-
tion is incrementally updated with each processed line, ensuring continuous refinement
until the entire pixel array is analyzed. After the readout of a single frame, the stored top
12 MOUT values’ VDAs and HDAs are used to define the ROI region for zoom-in mode
operation. This efficient pipeline ensures real-time performance while maintaining the
accuracy required for dynamic ROI selection, a critical feature of reconfigurable imaging
systems.

6.4. CONCLUSION
This chapter presented the practical design and implementation of adaptive recon-

figurable systems for image sensors, focusing on enhancing speed, flexibility, and accu-
racy. Key components of the reconfigurable system, including the data distribution net-
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Figure 6.28: System control timing supporting image processing

work, pixel array design, and ADC control mechanisms, are thoroughly discussed. The
intelligent switch network is highlighted as a critical element, enabling seamless mode
switching between normal and zoom-in operations while maintaining power efficiency
and preserving ADC specifications.

The chapter also detailed the data rearrangement procedure necessary to process
ROI data, showcasing its role in aligning image data with the pixel array structure in
normal and zoom-in modes. The design achieves efficient data handling within tight
timing constraints by leveraging phased clocking and adaptive algorithms.

The image analysis algorithm is introduced, emphasizing real-time ROI detection
using dynamic image processing techniques. The system efficiently processes image
data, calculates comparison variables, and determines ROI regions through pipelined
operations, ensuring high-speed performance with minimal data storage requirements.

Overall, this chapter demonstrated the proposed reconfigurable system’s practicality
and robustness, laying a solid foundation for the subsequent evaluation of its perfor-
mance in Chapter 7.





7
MEASUREMENT RESULT AND

DESIGN ANALYSIS

T His chapter presents the experimental validation of the proposed image sensor system,
focusing on two primary aspects: evaluating the analog front-end (AFE) performance

in terms of fixed pattern noise (FPN) and temporal noise, and comparing frame rate and
efficiency improvements enabled by the reconfigurable system. The maximum achievable
frame rate is validated through comprehensive measurements. This is supported by the
Analog Front-End (AFE) circuits designed to effectively manage image quality. An FPN
compensation technique and detailed noise analysis to address temporal noise challenges
have been rigorously verified, ensuring robust performance.

The reconfigurable system’s operation is experimentally demonstrated, with an eval-
uation of the algorithm for identifying moving objects and the timing of mode switch-
ing—both critical to its functionality. Power consumption across various frame rates is
also measured and compared with conventional image sensor operation, highlighting the
system’s energy efficiency.

This chapter details the measurement system’s implementation, key metrics for readout
circuits, and image quality. It assesses the reconfigurable system’s ability to improve frame
rate and operational efficiency dynamically.
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7.1. SILICON PROTOTYPES AND MEASUREMENT SETUP

7.1.1. OVERVIEW OF THE FABRICATED PROTOTYPES AND READOUT ARCHI-
TECTURES

Two prototype image sensor chips were fabricated using the TowerJazz 180 nm CMOS
(1P4M) process. Both prototypes include the pixel array, readout driver (RDV), switch
box (Swbox), ADC array, power management unit (PMU), and LVDS interface, following
the system architecture introduced in Chapter 2.

The first chip employs a conventional column-parallel SAR ADC architecture with a
discrete programmable-gain amplifier (PGA) preceding each ADC channel, as described
in Section 3.2. This prototype primarily served as a functional reference to verify base-
line timing and analog front-end operation. The second chip adopts the proposed 2-step
SAR ADC architecture, in which the PGA functionality is merged into the ADC structure
to realize a compact and low-noise residue amplification stage. Figure 7.1 shows die
photographs of the two prototypes: (a) the first chip with discrete PGA and conventional
SAR ADC, and (b) the second chip with an integrated 2-step SAR ADC. Both designs share
the same pixel array layout and peripheral circuits, but the second chip incorporates im-
proved control logic and expands the LVDS interface from 10 to 12 channels to support
higher data throughput for high-frame-rate operation.

Each die measures 5 mm × 5 mm and contains 144 I/O pads for LVDS data, clock,
and control signals. The chips operate from dual supply domains of 3.3 V for the analog
and I/O circuits, and 1.8 V for the digital core and ADC blocks. Both dies were packaged
in NTK CPGA-144 (ceramic pin grid array; 144 pins).

Figure 7.1: (a) First prototype with conventional SAR ADC and discrete PGA, and (b) second prototype with
2-step SAR ADC integrating the PGA.

7.1.2. OVERVIEW OF THE MEASUREMENT SYSTEM ARCHITECTURE
The measurement system in this work is built around an FPGA-based platform de-

signed to control and evaluate the image sensor. Figure 7.2 illustrates the overall mea-
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Figure 7.2: Overview of the FPGA-based measurement System

surement setup, highlighting the main components and data flow. The architecture con-
sists of an FPGA, an image sensor, and associated PCB boards, with the FPGA mounted
on the motherboard and the image sensor on the daughterboard.

The FPGA is configured using the JTAG (Joint Test Action Group) protocol, a reli-
able method for programming and debugging. VIVADO software compiles and writes
the control code, enabling the FPGA to manage the image sensor’s operations through
VDA, HDA, and various control signals. The image sensor generates digital data, which
is transmitted via an LVDS interface to the FPGA for processing. After processing, the
data is transferred to a computer using the camera-link protocol, where a PCIe board
captures it and the data is subsequently analyzed using LabVIEW and MATLAB software.

In this project, reproducible and accurate measurement characterization is achieved
using a dark chamber, which ensures uniform alignment of the sensor, light source, and
measurement equipment. First, a dark chamber isolates the setup from external light,
providing a consistent testing environment for dark-condition evaluations and tests with
a light source. In this setup, a light bulb provides controlled illumination, with its in-
tensity regulated by a power supply to simulate varying lighting conditions. Figure 7.3
depicts the physical arrangement of the light source and PCB boards, highlighting their
alignment for uniform illumination. The daughterboard is mounted perpendicularly to
the motherboard, mimicking actual imaging system designs and ensuring realistic test-
ing conditions. The light source is positioned 30 cm from the image sensor and aligned
at the same height to provide uniform illumination across the sensor’s surface. A stan-
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Figure 7.3: Physical arrangement of the light source and PCB boards

dard incandescent light bulb was used as the light source, providing sufficient visible
light for all measurements.

As mentioned above, the testing environment facilitates precise evaluation of the im-
age sensor’s performance under controlled conditions, including noise analysis, linear-
ity characterization, and ROI testing.

7.1.3. FPGA AND IMAGE SENSOR CONFIGURATION FOR MEASUREMENTS
The PCB architecture described in Section 7.1.2 consists of a motherboard and a daugh-

terboard. This modular design enhances testability by independently verifying the moth-
erboard and daughterboard components. Additionally, the FPGA resides on the mother-
board, the measurement system’s primary control and processing unit.

Figure 7.4: Layout of the motherboard

In this setup, the FPGA handles key tasks, including generating control signals for the
image sensor and processing large amounts of image data. The design employs a total of
20 LVDS channels (12 for sensor-to-FPGA and 8 for FPGA-to-computer communication).
The Xilinx XCKU035 FPGA is chosen for its high performance in meeting these demands.
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Figure 7.5: Layout of the daughterboard

Figure 7.4 illustrates the motherboard layout, highlighting the FPGA placement and its
interfaces.

The FPGA is programmed via the JTAG protocol using a USB II cable for reliable con-
figuration and debugging. Clock management is a key function of the FPGA; it employs
an 80MHz reference clock multiplied and divided to generate the specific clock frequen-
cies required by different system blocks, as detailed in Section 2.4.1. The 5V input to the
motherboard is regulated to provide 3.3V, 1.8V, 1.2V, and 0.9V for the FPGA and its inter-
faces. For instance, the 3.3V supply supports LVTTL interfaces for most control signals,
while the remaining signals are output via the 1.8V LVCMOS18 interface.

The daughterboard comprises the image sensor and regulators, providing appropri-
ate reference voltages and power. Figure 7.5 shows the daughterboard design, detailing
the image sensor and regulator configurations. The regulators on the daughterboard
provide 3.3V and 1.8V power while generating critical reference voltages for the pixel ar-
ray and ADC to maintain signal integrity and image quality. The regulators support the
use of both internally and externally generated reference voltages. The FPGA controls
these regulators following the startup sequence outlined in Section 2.4.2. The power and
ground layers are designed to handle high current demands, mitigate IR drops, and en-
sure consistent power distribution across the PCB. Furthermore, external capacitors of
up to 10µF can be placed at the reference voltage inputs to stabilize the image sensor’s
performance. This setup ensures robust performance and precise control by addressing
the design and configuration requirements for the FPGA and the image sensor, forming
the foundation for accurate and reliable measurements.

7.2. PERFORMANCE EVALUATION OF THE IMAGE SENSOR
Evaluating the image sensor’s performance is essential to ensure it meets design spec-

ifications and achieves high frame rates. This section analyzes critical performance met-
rics, including frame rate limitations, FPN, temporal noise, and linearity. Measurements
are conducted under dark and illuminated conditions to evaluate the sensor’s behavior
across various operational scenarios.

The frame time is set to 100 horizontal line times to optimize performance, with the
maximum charge integration time matching the frame time. The 1LSB scale is also con-
figured to 635µV since the image sensor achieves the optimal performance at 0.65V ADC
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Figure 7.6: Reference voltage driver with circuit network for the ADC

saturation level. The image requires 3 reference voltages to control the ADCs: VREFP_MSB

for MSB conversion, VREFP_LSB for LSB conversion, and VREFN, shared across both MSB
and LSB conversions. The measurement setup requires VREFP_MSB and VREFP_LSB to be set
as 1.763V and 0.83V, respectively, along with a VREFN of 0.8 V. The 1.763V and 0.8 V refer-
ence voltages are supplied internally by the reference driver explained in Section 2.3.3,
while the 0.83V reference voltage is provided externally through the network illustrated
in Figure 7.6. The external supply effectively addresses the current limitations of the in-
ternal LSB reference generator, enhancing bandwidth and ensuring stable operation of
the 320 ADCs during LSB conversion.

7.2.1. ANALYSIS OF FRAME RATE LIMITATIONS
As discussed in Chapter 3, a SAR ADC is implemented to maximize the frame rate.

The SAR ADC achieves a maximum sampling rate of 250kS/s, primarily constrained by
the speed limitations of circuits designed with the 180nm process. Specifically, achieving
a sampling rate higher than 250kS/s requires controlling the LVDS interface with clock
frequencies exceeding 128MHz. However, operating each LVDS driver beyond 128Mb/s
introduces errors such as missing codes. Consequently, 250kS/s represents the stable
maximum sampling rate for the SAR ADC, ensuring reliable operation under these con-
straints.

Eight frame rate scenarios are tested to evaluate the image sensor’s operation at dif-
ferent frame rates. Table 7.1 summarizes the clock and data rates required for each frame
rate.

As shown in Table 7.1, the image sensor achieves a maximum frame rate of 2500fps
with a horizontal line time (H-time) of 4µs. The ADC operates with an 8MHz clock at
this rate, while the image sensor requires a 64MHz clock to achieve a 128Mb/s data rate
per LVDS channel. The total data rate from 12 LVDS channels is 1.536Gb/s. Conversely,
at the lowest frame rate of 156.3fps with an H-time of 64µs, the ADC requires a 0.5MHz
clock, and the image sensor operates with a 4MHz clock, generating a total data rate of
96Mb/s across all channels.

Figure 7.7 presents the power consumption measured at each frame rate. Figure 7.7(a)
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Frame rate [fps] H-time [sec] Image Sensor ADC Clock [MHz] LVDS (1 Channel) Data rate (LVDS)
2500.0 4.00µs 64MHz 8MHz 128MHz 1.536Gb/s
1250.0 8.00µs 32MHz 4MHz 64MHz 768Mb/s
781.3 12.80µs 20MHz 2.5MHz 40MHz 480Mb/s
625.0 16.00µs 16MHz 2MHz 32MHz 384Mb/s
390.6 25.60µs 10MHz 1.25MHz 20MHz 240Mb/s
312.5 32.00µs 8MHz 1MHz 16MHz 192Mb/s
195.3 51.20µs 5MHz 0.625MHz 10MHz 120Mb/s
156.3 64.00µs 4MHz 0.5MHz 8MHz 96Mb/s

Table 7.1: Setup for different frame rates and corresponding clock and data rates

Figure 7.7: (a)Total power consumption across frame rates and (b)power contributions from 1.8V and 3.3V
Supplies
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Figure 7.8: Required clock frequency comparison between single-slope ADC and SAR ADC

shows the total power consumption, while Figure 7.7(b) highlights the contributions
from the 1.8V and 3.3V supplies. The 3.3V supply powers the reference generator, includ-
ing the bandgap reference (BGR) and the source followers, while the 1.8V supply powers
the 320 ADCs, the reference generator, and the digital circuitry. At 2500fps, the maximum
power consumption is 44.6mW, with 32.5mW from the 3.3V supply and 12mW from the
1.8V supply. At 156.3fps, the total power consumption drops to 16.8mW. Notably, the
1.8V power consumption scales proportionally with the frame rate, while the 3.3V power
increases discretely due to the incremental current setup of the source followers.

The SAR ADC provides significant advantages in clock speed compared to single-
slope ADCs, as illustrated in Figure 7.8. A single-slope ADC achieving equivalent reso-
lution (10.5-bits) would require 2560 clock cycles per horizontal line time, necessitating
offset suppression using DDS techniques. Additionally, the current-steering DAC and
counter in single-slope ADCs demand significantly higher clock speeds. For instance, to
achieve a frame rate of 2500fps, a single-slope ADC would require a 640MHz clock, com-
pared to the 64MHz clock needed for the SAR ADC. Similarly, at 156.3fps, a single-slope
ADC would need an 80MHz clock, while the SAR ADC operates at just 8MHz. Figure 7.8
highlights these clock speed differences between the two ADC architectures.

7.2.2. FIXED PATTERN NOISE EVALUATION AND ANALYSIS

FPN is categorized into horizontal FPN (HFPN) and vertical FPN (VFPN), as discussed
in Chapter 4. In this design, HFPN is relatively less significant due to the nature of the
column-parallel readout architecture, while VFPN is mitigated using a compensation
technique based on optical black pixels (Section 4.3.3.2). However, the two-step ADC is
limited by its inability to achieve 0.25LSB precision using only 56-unit capacitors in the
capacitive DAC, rendering the FPN calibration technique described in Section 4.3.3.1
inapplicable.

VFPN measurements are conducted under dark conditions using the dark chamber
described in Section 7.1.1, effectively eliminating external light interference. To mini-
mize temporal noise, 100 images are captured and averaged. VFPN is calculated as the
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Figure 7.9: Measurement set up: (a) Pixel+PGA+ADC path, (b) PGA+ADC only

standard deviation of the column-wise averages in the resulting averaged image.
Measurement results indicate that the primary source of VFPN originates from the

ADC. To isolate the error source, two measurement setups are employed: one capturing
column-wise averaged outputs including the pixel array (Figure 7.9(a)) and the other
excluding the pixel array’s contributions (Figure 7.9(b)). Figure 7.10(a) illustrates the
column-wise outputs without FPN calibration, clearly showing similar VFPN patterns
for both measurement conditions. In contrast, Figure 7.10(b) presents the results after
calibration, where VFPN is significantly reduced. Before calibration, the standard de-
viations for outputs, including and excluding the pixel array, are 17.8LSB and 16.8LSB,
respectively. Moreover, the VFPN patterns between these 2 results are similar, confirm-
ing that the pixel array’s contribution to VFPN is negligible. After FPN calibration, the
standard deviations improve significantly to 0.34LSB and 0.24LSB, respectively.

The root cause of ADC-induced VFPN is the limited bandwidth of the ADC reference
voltage distribution network, as illustrated in Figure 7.6. Each 6-bit ADC employs 56-
unit capacitors in both the positive and negative branches of the capacitive DAC, with
each unit capacitor sized at 14 fF. Across 320 ADCs, the total capacitive load reaches ap-
proximately 500 pF. Layout analysis further indicates that the resistance of the reference
distribution path is in the range of 100–200 Ω, mainly due to the long and narrow metal
routing from the reference buffer to each column. Consequently, the resulting RC time
constant (τ = R ×C ) is approximately 100–200 Ω×500 pF = 50–100 ns, which is longer
than the 25 ns settling time required for the 250 kS/s ADC operation (4 µs horizontal
period divided by 160 conversion steps). Incomplete settling of the reference voltage
during the LSB conversion causes bit-dependent voltage errors across columns, mani-
festing as vertical fixed-pattern noise (VFPN) in the output image.

Figure 7.11 illustrates the reference voltage switching behavior during LSB conver-
sion. During this phase, a notable voltage dip occurs after MSB DAC settling, and the
reference voltage only fully recovers after the entire conversion process is complete.
These fluctuations interfere with accurate bit decision and thus contribute significantly
to VFPN.

Additional measurements corroborate this analysis. As shown in Figure 7.12 and
summarized in Table 7.1, VFPN is approximately 0.34LSB at an H-time of 4µs, decreas-
ing to 0.25LSB at an H-time of 8µs. As H-time increases, VFPN performance stabilizes
due to adequate DAC settling time, reaching a minimum value of 0.14LSB at an H-time
of 51.2µs.



7

138 7. MEASUREMENT RESULT AND DESIGN ANALYSIS

Figure 7.10: (a) Column-wise outputs without FPN calibration and (b) column-wise outputs with FPN calibra-
tion

7.2.3. TEMPORAL NOISE EVALUATION AND ANALYSIS

Temporal noise, a critical metric in image sensor performance, is measured under
dark conditions using the same setup as FPN evaluations, as illustrated in Figure 7.9(a)
and (b). Figure 7.9(a) includes all components on the data path, such as the pixel, source
follower, PGA, and ADC, while Figure 7.9(b) isolates the PGA and ADC, excluding contri-
butions from the pixel and source follower. 100 images are captured for each condition,
and the standard deviation of intensity at each pixel is calculated. The temporal noise is
defined as the median of these standard deviations across all pixels.

Figure 7.13 presents the measured temporal noise at various frame rates listed in Ta-
ble 7.1. At the maximum frame rate of 2500fps, σTotal = 560 µV. For frame rates below
625fps, the temporal noise stabilizes at an σTotal = 380 µV. This noise reduction is at-
tributed to the decreased bandwidth of the PGA and the extended ADC integration time
per cycle at lower frame rates.

To understand the contribution of individual components, temporal noise is ana-
lyzed using the noise model described in Section 4.2. The PGA’s load current is system-
atically varied, directly influencing its bandwidth and transconductance. A horizontal
line time (H-time) of 16µs is maintained for all tests to ensure consistency. The PGA load
current is incrementally adjusted from 2.5µA to 10µA in steps of 1.25µA, while the source
follower load current is fixed at 16µA. This high current in the source follower provides
sufficient bandwidth to minimize its noise contribution, isolating the effects of the PGA.

The temporal noise, as influenced by the PGA’s bandwidth, originates from both the
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Figure 7.11: Reference switching timing and reference connection at each case

Figure 7.12: Measured VFPN and HFPN across the frame rate
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Figure 7.13: Measured temporal noise across different frame rates

PGA and the source follower and can be expressed as:

σ2
MEA =σ2

STATIC +
∫ fPGA

0
Sv,VAR( f )d f ≈σ2

STATIC +Sv,VAR(0) fPGA (7.1)

Here, σMEA represents the RMS temporal noise measured, fPGA is the PGA’s band-
width, σSTATIC represents noise components unaffected by PGA bandwidth (including
noise from pixels, ADC, and quantization), and Sv,VAR( f ) denotes the power spectral
density of noise from the source follower and PGA. Using this equation, the measured
temporal noise for PGA currents of 2.5µA and 10µA are:

(372.3 µV)2 =σ2
STATIC +σ2

VAR (7.2)

(420.3 µV)2 =σ2
STATIC +kσ2

VAR (7.3)

Here, σ2
VAR = ∫ fPGA

0 Sv,VAR( f )d f ≈ Sv,VAR(0) fPGA, and k = 2 reflects the doubling of the
PGA bandwidth when its load current increases by a factor of four, since the transcon-
ductance of the amplifier is proportional to the square root of its bias current ( fPGA ∝√

Ibias). Solving these equations yields σSF+PGA = 195.2 µV contributed by the source
follower and PGA.

Using the same approach, noise contributions from the ADC and PGA are estimated
for the setup shown in Figure 7.9(b). σPGA = 178.7 µV. Considering σQ = 155 µV, σADC =
252.5µV. These component-specific noise contributions are summarized in Figure 7.14(b).

Figure 7.14(b) highlights the ADC as the dominant noise source, followed by the
source follower and pixel. These results indicate that effective noise reduction strategies
should prioritize improvements in ADC design and bandwidth optimization for both the
source follower and PGA. By addressing these areas, the temporal noise performance of
the image sensor can be significantly enhanced.
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Figure 7.14: Temporal noise across different PGA current: (a) including and excluding pixel, and (b) noise factor
contributions

7.2.4. LINEARITY CHARACTERIZATION USING PTC CURVE
The linearity characterization is performed using the light source described in Section

7.1.1. Measurements are taken by varying the exposure time to control the light reaching
the sensor while maintaining constant light intensity. As with the VFPN measurement,
100 images are captured and averaged to generate a single output image. The averaged
output value from a 50×50 pixel region at the sensor’s center is used for characterization.

The light intensity is defined as the condition where the pixel output, including off-
set, reaches code 512 after ADC conversion with an exposure time of 32.768ms. To achieve
this level, the supply voltage applied to the light bulb is set to 3.9V, corresponding to an
estimated illumination of 0.2lux. The horizontal line time is configured to 8µs.

This configuration is chosen so that each ADC output code increment corresponds
to a time difference of 8 horizontal line periods, providing a DNL measurement resolu-
tion of 0.125LSB. Code 512, positioned near the midpoint of the ADC range, is selected
as the reference level because it provides sufficient signal amplitude, making the mea-
surements more robust against minor inaccuracies in light intensity. In contrast, using
lower code values would make the results more sensitive to variations in light source
conditions, potentially compromising measurement consistency.

Figure 7.15 presents the differential nonlinearity (DNL), integral nonlinearity (INL),
and transfer curves of the readout chain designed for this sensor. As shown in Fig-
ure 7.15(b) and (c), the measured DNL is+0.36/−0.28LSB, while the INL is+0/−12.46LSB.
These results indicate that the DNL performance is satisfactory, whereas the INL perfor-
mance is suboptimal. Figure 7.15(a) presents the measured Photon Transfer Curve (PTC)
compared with the ideal response. The measured PTC curve inherently reflects the ef-
fects of INL, as it is derived from the actual ADC output behavior. While the deviation is
about 1.02% at mid-code, it increases to 1.91% and 3.22% as the output approaches the
maximum code.

The nonlinearity originates from variations in the current consumed within the pixel,
fluctuating by up to 2.5% depending on the output signal level. Figure 7.16(a) and (b)
illustrate the circuit block diagrams inside the pixel and signals at the first source fol-
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Figure 7.15: (a) Measured and ideal PTC curve, (b) DNL performance and (c) INL performance
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Figure 7.16: (a) Current inside the pixel at reset state and (b) Current during read state

lower during the reset and read periods, respectively. During the reset period, the input
signal to the first source follower, Vi, equals the reset level VR, which is transmitted to
the sampling capacitor VS via the source follower . Since the reset level represents the
pixel’s most positive output, the drain-source voltage across the current source is rel-
atively large, producing a correspondingly large current. In the read period, the input
signal is expressed as:

Vi =VR −VS (7.4)

Here, VS corresponds to the signal proportional to the integrated charge. As VS in-
creases, the source follower’s output decreases, reducing the drain-source voltage across
the current source and consequently decreasing the current. This variation arises from
the limited output impedance of the single-transistor current source. Due to pixel area
constraints, improving the current source’s output impedance is challenging, resulting
in these nonlinear effects.

These findings suggest that the source follower’s nonlinearity significantly impacts
the linearity of the readout chain, particularly at higher signal levels. Improving the out-
put impedance of the current source or optimizing the pixel design could substantially
enhance linearity performance and overall sensor reliability.

7.2.5. PERFORMANCE COMPARISON

As discussed in Section 7.2, the image sensor developed in this work achieves robust
noise performance, including VFPN and temporal noise, while maintaining an impres-
sive frame rate of 2500fps.

Table 7.2 presents a performance comparison among image sensors employing SAR
ADC architectures, focusing on both noise characteristics and frame rate performance.
Notably, the pixel rate per column is introduced as an additional metric for a fairer com-
parison among architectures with different column-to-ADC ratios. Although ADC sam-
pling rate is often regarded as a dominant performance indicator, it can be misleading
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Year 2023 2018 2012 2015 2015 2012 2013
Ref This work [1] [2] [3] [4] [5] [6]

Technology 180nm P4M 90nm 1P5M 180nm 1P6M 180nm P4M 180nm P4M 130nm 2P4M 130nm 2P4M
Pixel Array 316×110 1920×1440 920×256 256×128 15488×877 1600×1200 1720×832
Pixel Type 3T 4T 4T 4T 4T 3T 3T

Frame Rate 2500fps 50fps 9fps 90fps 60fps 150fps 17fps
Column-to-ADC Ratio 1:1 16:1 4:1 1:1 32:1 2:1 1720:1

ADC Type SAR SAR SAR N5-SAR Cyclic SAR Pipeline SAR
ADC Resolution 10 10 9 12 12 10 12

ADC Sampling Rate 0.25MS/s 12MS/s 0.033MS/s 0.12MS/s 17.95MS/s 0.58MS/s 26.7MS/s
Pixel Rate per Column 0.25Mpixels/s 0.75Mpixels/s 8.25Mpixels/s 30Mpixels/s 1.5Mpixels/s 0.29Mpixels/s 15.5Mpixels/s

Temporal Noise (RMS Value) 560µV (@1×) 273.6µV (@1×) 5300µV 527µV 614.4µV (@1×) 2.15LSB 187.5µV (@1×)
VFPN 0.034% 0.23% 0.50% 0.004% 0.049% - -

ADC Saturation Level 0.65V 0.7V 0.26V 0.684V 0.8V - 0.358V
Dynamic Range 61.2dB 66.5dB 73dB 68.1dB 62.3dB 52dB 65.6dB

DNL +0.36/-0.28LSB +0.77/-0.54LSB +1.21/-2.15LSB +1.37/-1.69LSB +6/-1LSB - -
INL +0.15/-12.46LSB +0.81/-0.54LSB +4.5/-4.15LSB +3.55/-1.42LSB - - -

Table 7.2: Performance comparison of image sensors using SAR ADCs

without considering system-level parameters such as pixel resolution and column-to-
ADC ratios. The pixel rate per column more accurately reflects the actual throughput of
each column, providing a balanced view of readout efficiency.

This work achieves a frame rate of 2500fps using 180nm process technology while
maintaining superior VFPN and temporal noise characteristics compared to other image
sensors employing SAR ADCs. For example, [1] utilizes a 90nm process and achieves
an ADC sampling rate of 12MS/s—48 times faster than the 250kS/s used in this work.
However, since [1] shares one ADC across 16 columns, the actual pixel rate per column
is only about three times higher. Moreover, its VFPN is 0.23%, significantly worse than
the 0.034% achieved in this work.

Notably, [3] and [5] demonstrate excellent VFPN performance due to the use of dig-
ital double sampling (DDS) techniques. However, [3] exhibits an extremely low pixel
rate per column, approximately 30kPixel/s, which limits its suitability for high-speed
applications. In addition, although [5] achieves a twofold improvement in pixel rate per
column, it benefits from 130nm process technology, which inherently offers more favor-
able conditions for designing high-speed SAR ADCs than the 180nm process used in this
work.

The temporal noise performance achieved here is also competitive. Despite using
3T pixels—which typically yield worse noise characteristics than 4T designs—this sen-
sor outperforms most prior works, except [1] and [3], which utilize noise-shaping tech-
niques to suppress temporal noise. Furthermore, many sensors in Table 7.2 do not use
a fully column-parallel ADC structure, resulting in higher bandwidth requirements for
each readout path. The sensor architecture issue regarding the number of ADC leads
to degraded temporal noise performance, underscoring the advantages of the proposed
column-parallel design.

Table 7.3 compares the performance of this work with image sensors that achieve
incredibly high frame rates by enhancing the pixel rate per column. In particular, [7]
and [8] demonstrate higher column-level throughput than this design. For instance, [7]
employs a single-slope ADC architecture in a 90nm process, where the global DAC oper-
ates at 1.3GS/s to generate the ramp signal, achieving a frame rate of 480fps. Similarly,
[8] uses two ADCs per column to read two rows simultaneously and a 70-channel LVDS
interface to address data bandwidth limitations, enabling a frame rate of 1000fps. Both
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Year 2023 2016 2013 2018 2015
Ref This work [7] [8] [9] [10]

Technology 180nm 1P4M
90nm 1P5M
65nm 1P9M 180nm

90nm 1P4M
65nm 1P7M

90nm 1P5M
65nm 1P5M

Pixel Array 316×110 4624×2296 2240×2240 1632×896 7936×4412
Pixel Type 3T 5T 4T 4T 4T

Frame Rate 2500fps 480fps 1000fps 660fps 120fps
Column-to-ADC Ratio 1:1 1:1 1:2 1:1632 1:1

ADC Type SAR Single-Slope Sigma-Delta Single-Slope Cyclic
ADC Resolution 10 14 14 14 14

ADC Sampling Rate 0.25MS/s 1.1MS/s 1.115MS/s 0.665MS/s 0.26MS/s
Pixel Rate per Column 0.25Mpixels/s 1.1Mpixels/s 2.22Mpixels/s 1.07Mpixels/s 0.26Mpixels/s

Temporal Noise (RMS Value) 12e− 3.3e− 5e− 5.15e− 5.2e−

VFPN 0.034% 0.05LSB - - -
ADC Saturation Level 0.65V 0.922V - - 0.93V

Dynamic Range 61.2dB 76.34dB 72dB 70.2dB 69dB
DNL +0.36/-0.28LSB - - - +0.95LSB/-0.85LSB
INL +0.15/-12.46LSB 0.18% - - +2.57/-28.27LSB

Table 7.3: Performance comparison of high-speed image sensors

sensors also achieve superior temporal noise performance, mainly due to using single-
slope and sigma-delta ADCs, which inherently offer narrower noise bandwidths than
SAR ADCs.

In addition, [9] adopts a pixel-parallel ADC architecture, assigning one ADC to every
pixel. This configuration maximizes the pixel rate per column and significantly enhances
noise performance by minimizing bandwidth requirements at the readout stage. While
this approach offers outstanding bandwidth and noise performance, it requires signifi-
cantly large area, limiting scalability in high-resolution sensors.

Although the designs in Table 7.3 surpass this work in specific metrics such as tem-
poral noise or resolution, the architecture presented here exhibits strong potential for
further improvement due to its simplicity, scalability, and efficiency. First, the current
system operates with a modest 64MHz clock—20 times slower than the 1.3GHz clock
used in [7]—highlighting the headroom available for scaling ADC speed using advanced
process technologies such as 65nm. Second, expanding the number of LVDS channels
could help mitigate output bottlenecks and enable higher frame rates. Lastly, adopting
4T pixels instead of 3T pixels could dramatically reduce temporal noise, which is cur-
rently dominated ( 30%) by pixel and source follower noise. A 4T pixel structure would
isolate the floating diffusion node and allow correlated double sampling to suppress
pixel-level noise more effectively.

Overall, the comparisons in Tables 7.2 and 7.3 underscore the scalability of the pro-
posed SAR ADC-based architecture. While further optimization is possible in areas such
as frame rate, VFPN and temporal noise, this work demonstrates a well-balanced trade-
off between frame rate, noise performance, and power efficiency, providing a compelling
foundation for scalable, high-performance image sensor design in future applications,
such as machine vision and high-speed industrial inspection.
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Figure 7.17: (a) Image captured from ROI region near moving object, (b) 3D view of captured Images in normal
mode and (c) objects captured at different locations

7.3. EVALUATION OF RECONFIGURABLE SYSTEM

7.3.1. ZOOM-IN MODE CONTROL

To evaluate the performance of the reconfigurable system, a laser with a wavelength
of approximately 400nm is used to create a moving object within the dark chamber de-
scribed in Section 7.1.1. The laser with a short wavelength provides sufficient intensity,
even under the short exposure times required for the image sensor’s zoom-in mode op-
eration. Following the experimental setup outlined in Chapter 5, the moving object is
captured within a consistent background to ensure controlled testing conditions. The
laser-generated moving object is tracked using the image sensor, with the reconfigurable
system dynamically optimizing the tracking process. The sensor’s horizontal line time is
set to 64µs for this evaluation.

Figure 7.17 presents the tracking results of the moving object using the reconfig-
urable system. Figure 7.17(c) shows four captured images at distinct object locations
in normal mode, which are merged into a 3D view, as illustrated in Figure 7.17(b). Even
after merging these four images, the background remains entirely dark, with changes in
the image confined solely to the moving object. This consistency confirms that only the
object’s information requires updating, validating the reconfigurable system’s effective-
ness in isolating and tracking moving objects, as discussed in Chapter 5.

Figure 7.17(a) depicts the image captured from the ROI region near the object in im-
age #4. Due to the short exposure time during zoom-in mode, the brightness of the 10×10
image is enhanced by a factor of 20 through post-processing. The ROI region is deter-
mined using the algorithm detailed in Section 6.3.1. Figure 7.18(a) and 7.18(b) illustrate
the real-time image analysis results, which dynamically adjust the VDA and HDA during
image reading. These graphs represent the real-time image analysis results correspond-
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Figure 7.18: VDA and HDA changes during real time image analysis for (a) image #1 and (b) image #4

ing to images #1 and #4 in Figure 7.17(c). The horizontal axis corresponds to the time
domain, while the vertical axis represents the VDA and HDA addresses.

Figures 7.18(a) and (b) show that the image sensor starts reading the pixel array at T1
and finishes at T2, processing pixels from row 10 to row 99. At T1, both cases initialize the
VDA and HDA to (0,0). Once the sensor reads the rows containing the object, the VDA
and HDA adjust to the correct location. After completing the readout process at T2, the
VDA and HDA are used to send feedback information to the image sensor. This feedback
sets the ROI region during zoom-in mode. In Figure 7.18(a), the final VDA and HDA
feedback values are updated to [32, 31]. In contrast, in Figure 7.18(b), they are updated
to [270, 42], ensuring accurate alignment of the ROI region with the object’s location.

These measurement results demonstrate that the real-time image analysis is working
correctly. The feedback information is sent to the image sensor on time, and the ROI
region is properly set near the object.

7.3.2. IMAGE QUALITY ANALYSIS AND CHALLENGES IN THE ROI REGION
The image quality in the ROI region during zoom-in mode is evaluated, focusing on

FPN and temporal noise performance. Measurements are conducted using the same
methods outlined in Sections 7.2.2 and 7.2.3, enabling a direct comparison with the im-
age quality achieved in normal mode.

In normal mode, the image quality metrics in the ROI region align with the results
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Figure 7.19: (a) Pixel and ADC connection in normal mode for proper FPN calibration and (b) pixel and ADC
connection during zoom-in mode

presented in Section 7.2. VFPN and HFPN are measured at 0.34LSB and 0.24LSB, respec-
tively, while the temporal noise achieves an RMS value of 560µV. However, in zoom-in
mode, noticeable image quality degradation occurs. The VFPN and HFPN increase sig-
nificantly to 7.8LSB and 7.6LSB, respectively, while the RMS value of the temporal noise
rises to approximately 19mV. Several factors contribute to this image quality degrada-
tion.

First, signal crosstalk inside the pixel array and intelligent switch box worsens the
noise performance. As discussed in Section 6.1, the 10-pixel output lines within the
pixel array and the 100 horizontal lines connecting the ADC to the pixels in the intelli-
gent switch box introduce mutual interference. This interference worsens both temporal
noise and FPN, leading to degraded performance in the zoom-in mode.

Second, the FPN calibration using optical black (OB) pixels becomes less effective
during zoom-in mode operation. Figure 7.19(a) illustrates the scenario where the FPN
calibration operates effectively in normal mode. As described in Section 4.3.3.2, FPN
originates from errors in both the pixel and the ADC. Effective calibration requires the
ADC to read pixels located strictly within the same column, as shown in Figure 7.19(a).
However, in zoom-in mode, the reconfigurable system allows the ADC to read pixels from
different columns, as illustrated in Figure 7.19(b). Since the ROI region can dynamically
span any row and column, the pixel-ADC combination changes, causing the FPN cali-
bration process to fail in correcting pixel errors. As a result, while errors originating from
the ADC can still be partially calibrated, the residual pixel errors remain uncorrected,
leading to increased VFPN and HFPN.

In summary, image quality degradation in zoom-in mode is primarily caused by
crosstalk between pixel output lines and ineffective FPN calibration due to dynamic
pixel-ADC combinations.
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Figure 7.20: Effective frame rate calculation

7.3.3. FRAME RATE LIMITATIONS IN THE RECONFIGURABLE SYSTEM
As previously discussed, the horizontal line time is set to 64µs, resulting in a frame rate

of 156fps during normal mode operation. The reconfigurable system supports zoom-in
mode and normal mode, and the effective frame rate depends on the number of images
generated from zoom-in mode. The effective frame rate, FFR_EFF, is calculated using the
following equation:

FFR_EFF ≤ 1+3N
PROW
FADC

+ N
FADC

(7.5)

Here, PROW denotes the number of pixel rows in one full-frame read, FADC is the per-
column ADC conversion rate (samples/s), and N is the number of ROI images generated
during zoom-in mode between two normal frames. Figure 7.20 illustrates the effective
frame rate computed from this equation: the horizontal axis is N and the vertical axis is
FFR_EFF. When N = 0 (normal mode only), the effective frame rate is about 156 fps. As N
increases, FFR_EFF increases monotonically (e.g., ≈2 500 fps at N = 33). In the theoretical
limit N →∞, the denominator is dominated by N /FADC, and thus FFR_EFF → 3FADC; with
our setup (FADC = 15.625 kS/s), this converges to 3× 15,625 = 46,875 fps (≈ 46.9 kfps).
There are no circuit-level constraints that prevent handling additional ROI images under
this operating condition.

The reconfigurable system enables dynamic adjustments to the number of images
generated in zoom-in mode, offering precise control over the effective frame rate while
maintaining operational stability.

In addition to the effective frame rate analysis, Figure 7.21 illustrates the measured
power consumption at various frame rates, as detailed in Table 7.1. At an effective frame
rate of 156fps, the power consumption is approximately 33mW and remains constant as
the effective frame rate increases, reaching 2500fps while consuming the same 33mW.
This consistency occurs because the ADC sampling rate does not change, even as the
number of images (N) generated in zoom-in mode increases.

The 1.8V power rail, primarily consumed by the ADC, draws approximately 3.6mW at
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Figure 7.21: Power consumption comparison at different frame rates

Figure 7.22: Power consumption savings compared to normal mode operation

156fps and remains unchanged at 2500fps. Compared to normal mode operation, where
the 1.8V power consumption is approximately 13.95mW, the reconfigurable system oper-
ation achieves substantial power savings. Similarly, the 3.3V power rail consumes about
4mW less power than in conventional operation at 2500fps. Unlike normal mode oper-
ation, the horizontal line time does not decrease as the effective frame rate increases,
resulting in consistent ADC operation across frame rates.

Figure 7.22 quantifies the power savings achieved at various frame rates. At 156fps,
the power consumption of the reconfigurable system operation matches normal mode
operation due to the minimal number of images generated from zoom-in mode. As
the number of images generated from zoom-in mode increases, the effective frame rate
rises, leading to considerable power savings. At 2500fps, the total power consumption
decreases by approximately 30% compared to normal mode operation. Notably, the ADC
operation achieves a significant reduction, with the 1.8V power rail showing savings of
roughly 74%.

In summary, the reconfigurable system dynamically controls the effective frame rate
through zoom-in mode by adjusting the number of generated images. This functional-
ity not only enables a substantial increase in effective frame rate but also demonstrates
remarkable power efficiency, particularly in ADC-related operations. These findings em-
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phasize the versatility and energy-efficient performance of the reconfigurable system in
high-speed imaging applications.

7.4. SUMMARY
This chapter presents the measurement results and design analysis of the proposed

image sensor system. It focuses on enhancing the frame rate by increasing readout speed
and implementing a reconfigurable system. A detailed measurement setup is described
to ensure a uniform and accurate evaluation, implemented using an FPGA-based plat-
form under controlled conditions.

The image sensor confirms that the horizontal line time can be set to 4µs, support-
ing a maximum ADC operation rate of 250kS/s. While the readout speed increases, im-
age quality is maintained, with VFPN measured at approximately 0.34LSB and σTotal =
560 µV (@×1). Design analysis based on these measurements is discussed in detail.

In the reconfigurable system, it is verified that the effective frame rate can increase
by generating additional images from the zoom-in mode. The image analysis algorithm
efficiently identifies and tracks the object in real time. However, challenges such as signal
crosstalk and limitations in FPN calibration during zoom-in mode are noted as areas for
improvement.

Significant power savings are achieved during zoom-in mode operation. At an effec-
tive frame rate of 2500fps, the 1.8V power rail, primarily consumed by the ADC, reduces
power consumption by approximately 74%. In contrast, the 3.3V power rail achieves
savings of around 4mW compared to normal mode operation. The consistent horizontal
line time during zoom-in mode ensures stable ADC operation across frame rates.

Finally, comparing image sensors utilizing SAR ADCs highlights that this design achieves
better overall performance. While frame rate enhancement is constrained by process
technology, the reconfigurable system demonstrates that the image sensor can still achieve
significant improvements through system-level enhancements. The reconfigurable sys-
tem showcases its potential for enabling high-speed, energy-efficient image processing
while identifying opportunities for further optimization, such as minimizing crosstalk
and refining calibration algorithms.
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8
CONCLUSION AND FUTURE WORK

T His thesis enhances the image sensor frame rate through two complementary strate-
gies. The first improves the analog front-end (AFE) performance—particularly the

SAR ADC—to increase pixel rate, thereby boosting the frame rate while achieving a better
noise performance and a high linearity. In addition, a detailed analysis of the readout
circuits’ noise characteristics, including fixed-pattern and temporal noise, has been con-
ducted. The second strategy introduces a reconfigurable system that dynamically switches
the sensor operation from normal to zoom-in mode based on regions of interest (ROI). This
system-level approach significantly improves the effective frame rate by reducing the data
load and energy consumption without increasing the ADC speed. Together, these meth-
ods address the limitations of conventional image sensors and demonstrate a scalable,
application-oriented framework for high-speed, energy-efficient imaging.

This chapter summarizes the main contributions in Section 8.1 and outlines potential
directions for future improvement in Section 8.2.
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8.1. CONCLUSION
This work advances the performance of image sensors by focusing on two comple-

mentary approaches: enhancing the readout speed and optimizing the system opera-
tion for application-specific use cases. A critical priority is maintaining robust image
quality, even as the frame rate increases. By developing a column-parallel SAR ADC and
implementing a reconfigurable system, this work effectively addresses these challenges,
providing a foundation for high-speed, energy-efficient imaging systems.

8.1.1. FRAME RATE LIMITATION
This thesis presents significant advancements in improving the frame rate of im-

age sensors through circuit- and system-level innovations. A column-parallel SAR ADC
structure was employed at the circuit level to enhance the readout speed while optimiz-
ing the signal bandwidth and the power consumption. The two-step SAR ADC, compris-
ing a 6-bit core and a residue-generating PGA, enables a compact layout within the nar-
row pixel column pitch. This design improves the capacitor DAC linearity by reducing
the control line complexity. As a result, the image sensor achieves the excellent DNL per-
formance of +0.36/−0.28LSB and supports a sampling rate of 250kS/s, even in a 180nm
CMOS technology.

Nevertheless, as discussed in Section 7.2.1, the readout architecture faces limitations
due to the speed constraints of the data interface, primarily dictated by the 180nm pro-
cess technology. For example, with a horizontal line time of 4µs, the required data rate at
the 12-channel LVDS interface is 1.536Gb/s. If the horizontal line time decreases further,
the data rate will exceed 1.536Gb/s, which the 180nm technology cannot support. Con-
sequently, the horizontal line time cannot be reduced below 4µs, limiting the readout
speed compared to other high-speed image sensors, as shown in Table 7.3. Furthermore,
as the pixel resolution increases, the demands on pixel readout speed and interface data
rate will rise, necessitating further advancements.

To address these limitations, this thesis proposes a reconfigurable system optimized
for application-specific efficiency. The system operates in two modes:

1. Normal Mode: Reads the entire pixel array for standard imaging tasks.

2. Zoom-In Mode: Focuses exclusively on a 10×10 window surrounding the moving
object, reducing the data burden and improving efficiency.

Transitioning between modes is achieved through real-time image analysis in the
FPGA, which determines the ROI coordinates (VDA and HDA). During the zoom-in op-
eration, the image sensor can read three or more ROI images per horizontal line time,
leveraging a switch network and 10-pixel output lines per column for efficient data trans-
fer.

This reconfigurable approach delivers an effective frame rate of 46,875fps, offering
three distinct advantages:

• Data volume reduction: ROI readout minimizes unnecessary pixel data.

• No need for ADC sampling rate improvement: Effective frame rate improves with-
out raising the sampling frequency.
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• Energy efficiency: ADC power consumption drops by 74% when the effective frame
rate increases 16-fold.

This research suggests the optimal frame rate strategy should align with application-
specific requirements. For video applications with dynamic changes in every frame, en-
hancing readout circuit speed is appropriate, and the SAR ADC design offers significant
potential for further improvement. Conversely, application-dedicated image sensors
like the proposed reconfigurable system provide an efficient solution for specific tasks
such as tracking moving objects. This work highlights how an image sensor can achieve
high-speed, energy-efficient performance tailored to specific applications.

8.1.2. IMAGE QUALITY MANAGEMENT
This work’s central objective is maintaining image quality while increasing the frame

rate. Two primary noise sources—fixed-pattern noise (FPN) and temporal noise—have
been addressed through a targeted circuit design and calibration strategies.

To mitigate FPN, two calibration methods were implemented:

1. Background ADC offset calibration using memory: Reduces only ADC-induced
offsets through a background operation (Section 4.3.1.1). It effectively suppresses
vertical FPN (VFPN) caused by the ADC mismatch.

2. FPN calibration using optical black (OB) pixels: Removes both pixel- and ADC-
related offsets by averaging OB pixel data and subtracting it at the FPGA level be-
fore the active pixel readout (Section 4.3.1.2). It enables frame-by-frame correction
without additional latency.

Both methods demonstrate strong performance, keeping the VFPN below 0.4LSB. In
this work, OB pixel calibration is primarily used, since the two-step SAR ADC architec-
ture cannot support the 0.25LSB precision required for memory-based calibration. How-
ever, in zoom-in mode, the dynamic pairing between pixels and ADCs—determined by
the ROI—can limit the effectiveness of the OB pixel calibration. Enhancing the algorithm
to address this mismatch is proposed as a direction for future research.

Regarding temporal noise, the proposed system performs well even with a 3T pixel
architecture. The column-parallel SAR ADC helps reduce the signal bandwidth, achiev-
ing approximately 560µV RMS noise at a 4µs horizontal line time and below 450µV when
the line time is doubled. As summarized in Table 7.2, this outperforms prior designs, in-
cluding those with 4T pixels lacking noise-shaping.

Furthermore, the reconfigurable system maintains stable temporal noise levels even
as the frame rate increases. Since the ADC sampling rate remains fixed, the signal band-
width does not scale with speed, preventing noise degradation under high-speed con-
ditions. This robustness demonstrates the effectiveness and scalability of the proposed
design in both image quality and system performance.

8.2. FUTURE WORK
This section outlines future work in two key areas: improving readout circuits, and

advancing system control, to overcome current limitations and extend the capabilities
of image sensor systems.
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8.2.1. READOUT CIRCUIT IMPROVEMENT
The readout circuit developed in this study presents significant potential for further

performance enhancement, mainly through process technology scaling and area opti-
mization.

First, adopting advanced process technologies is expected to improve speed and
power efficiency. This work was implemented in a 180nm CMOS process with supply
voltages of 3.3V and 1.8V. Migrating to finer technologies, such as 65nm or 40nm, and
lowering supply voltages (e.g., to 2.8V or 1.2V), would enable a faster SAR ADC operation
due to improved digital circuit performance while reducing overall power consumption.
However, such scaling introduces challenges in the analog design—especially in compo-
nents like the programmable gain amplifier (PGA). At lower supply voltages, it becomes
difficult to maintain sufficient output swing due to headroom limitations. For example,
a 1.2V supply can restrict the performance of single-ended amplifiers. To mitigate this,
inverter-based amplifier topologies, as demonstrated in [1], can be employed to main-
tain ADC saturation levels and ensure robust pixel readout.

Second, area optimization is essential for enabling higher-resolution image sensors.
In this work, the capacitor DAC is a major contributor to the total area, occupying nearly
60% of the 21,000µm2 per-channel footprint. Approximately 3.2 pF of capacitance is
used per channel, split between the PGA and ADC. Reducing capacitor size can substan-
tially reduce area; however, this must be balanced against increased thermal noise as
discussed in Chapter 4.

Noise-shaping techniques are recommended to address this trade-off [2], [3], [4].
These allow smaller sampling capacitors (CS) to be used while maintaining noise per-
formance by spreading the quantization noise over frequency and applying oversam-
pling. In particular, the sampled noise power (NSAMP)2 is inversely proportional to the
oversampling ratio (OSR), following the relation:

N 2
SAMP = kT

CS ×OSR
(8.1)

Here, k is Boltzmann’s constant and T is the absolute temperature. Figure 8.1. The
estimated RMS noise vs. sampling capacitance for various oversampling ratios. As il-
lustrated, a sampling capacitor as small as 100fF, combined with more than 20 multiple
sampling steps, can achieve RMS noise performance equivalent to that of a 1pF capaci-
tor.

This approach offers a scalable design strategy for next-generation image sensors by
achieving a compact layout and robust readout quality.

8.2.2. SYSTEM CONTROL ENHANCEMENT
The reconfigurable system developed in this work has demonstrated an effective region-

based operation by switching between normal and zoom-in modes. To further enhance
the system’s adaptability and tracking performance, two areas of improvement are pro-
posed: enabling ROI-compatible FPN calibration and implementing intelligent ROI con-
trol.

First, to enable FPN calibration within the ROI region, adopting a digital double-
sampling (DDS) technique is recommended to enhance the mitigation of vertical fixed-
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Figure 8.1: Noise reduction through oversampling with small sampling capacitors: comparison of RMS noise
performance for CS = 1pF and CS = 100fF under multiple sampling steps

pattern noise (VFPN) [5]. Current FPN calibration methods are constrained by the re-
quirement that the pixel and ADC reside in the same column, a condition often unmet
during the zoom-in mode operation of the reconfigurable system. Consequently, cali-
bration is restricted to VFPN originating solely from the ADC. By employing DDS, reset
and signal levels can be sampled independently within a single horizontal line period,
eliminating the dependency on pixel-ADC alignment. This enhancement is anticipated
to significantly improve calibration precision, addressing the inherent architectural lim-
itations of the reconfigurable system.

Second, leveraging advanced control algorithms offers an opportunity to further en-
hance system adaptability and performance. Machine learning techniques, such as pre-
dictive models, can anticipate object trajectories based on prior frames, reducing the
computational overhead of real-time analysis while improving the accuracy of ROI ad-
justments. For example, predictive tracking algorithms could pre-emptively modify the
ROI based on object motion patterns, ensuring seamless tracking even under erratic
or high-speed movement. Additionally, implementing hierarchical control strategies,
where multiple layers of analysis operate simultaneously—such as global scene evalu-
ation paired with local detail tracking—can significantly enhance responsiveness and
data handling efficiency. This layered approach would allow the system to dynamically
allocate resources based on workload demands and operational conditions, making it
highly adaptable across diverse use cases.

These improvements support the development of reconfigurable imaging architec-
tures with enhanced adaptability, speed, and power efficiency for real-time, data-efficient
machine vision applications.

8.3. SUMMARY
This chapter summarized the dual strategies—SAR ADC-based high-speed readout

and ROI-enabled reconfigurable operation—and outlined future enhancements in cir-
cuit and system-level designs.
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The proposed architecture demonstrated strong noise performance and robust ROI
tracking, validated through measurements. These results confirm the effectiveness of
combining circuit-level and system-level strategies for advanced image sensor design.

Future work focuses on two directions:

1. Enhancing readout circuit performance through process scaling and area-efficient
design using noise-shaping techniques.

2. Improving system control by introducing ROI-compatible FPN calibration with
DDS and adaptive ROI tracking using machine learning.

These directions will extend the flexibility, precision, and efficiency of future recon-
figurable image sensor systems.
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