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I 
 

Abstract 
 
 
The emphasis of this thesis work is placed on improving cell-edge multi-user 
performance in 3GPP LTE-Advanced networks by utilizing relaying and base station 
coordination technologies. Relaying is a technology for enhancing the transmissions 
between two locations on a radio path and base station coordination is a multi-cell 
processing technology towards mitigating the inter-cell interference. In this report, we 
first study the capacity behavior of relaying. Two forward strategies: 
Amplify-and-forward (AF) and Decode-and-forward (DF), are modeled and compared. A 
new full duplex (FDX) operation mode of relaying is discussed, as well as a relay 
network with a multi-antenna receiver. Results show that FDX relaying outperforms half 
duplex (HDX) relaying, DF relaying has better performance than AF relaying under the 
condition of an ideal relay link (RL) and a multi-antenna receiver gains more from 
relaying than a single-antenna receiver. Then, we apply the pre-coding on the 
coordinated evolved Node B (eNB) to realize simultaneous multi-user transmissions on 
the same frequency band. The pre-coding matrix design is investigated and results show 
that zero-forcing (ZF) pre-coding of base station coordination reaches significant 
capacity enhancement in the case of a relatively high signal-to-noise-ratio (SNR). Finally, 
we propose a novel combination transmission scheme which integrates a shared relay 
node (RN) and coordinated eNBs in order to achieve higher multi-user sum-rate capacity. 
We show that the advantages of this combination scheme compared with applying each 
technology separately can be expected in most cases and it turns out to be a good 
improvement of the cell-edge multi-user performance. 
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Notation 
 
a    Scalar a (lowercase letter) 
A    Set A (uppercase letter) 
A    Matrix A (bold uppercase letter)  
a    Vector a (bold lowercase letter)  
AT    Transpose of matrix A 
A*    Conjugate transpose of matrix A 
A-1   Inverse of matrix A 
A+    Pseudo inverse of matrix A 
tr(A)   Trace of matrix A 
det(A)   Determinant of matrix A 
dim(A)   Dimension of matrix A 
ker(A)   Null space of matrix A 
rank(A)  Rank of matrix A 
I    Identity matrix 
ε{}   Expectation operator 
min{x, y}  Minimum of x and y 
max{x, y}  Maximum of x and y 
sup{A}  Supremum of set A 
|z|    Modulus of complex number z 
||a||   Euclidean norm of vector a 
(x)+   maximum of 0 and x 
CN (μ,σ2)  Complex Gaussian distribution with mean μ and variance σ2 
N (μ,σ2)  Gaussian distribution with mean μ and variance σ2 
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             1 
INTRODUCTION 

 

This chapter gives an introduction to the subjects we presented during the whole thesis 
work. Description of the background for this thesis work is in section 1.1 and the issues 
need to be addressed are presented in section 1.2. Finally there is a reading guide of the 
report in section 1.3. 

 

1.1.Background 

Cellular networks have been experiencing fast developments in recent years. After a great 
success of GSM and the communalization of 3G networks, International 
Telecommunication Union (ITU) proposed a new global standard framework 
‘International Mobile Telecommunications (IMT) -Advance’ to build future generation 
cellular networks, which can fulfill the ever growing demands on capacities, motilities 
and so on. 3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE) 
–Advanced [1] is one of candidates, even surpasses some requirements of IMT-Advanced, 
as shown in table 1.1.  

Table 1.1.ITU and 3GPP requirements [116] 

 

 

 

 

 

 

 

Quantity  IMT-Advanced LTE-Advanced  

Peak data rate  
Uplink (UL)   1 Gbit/s  
Downlink (DL)  500 Mbit/s  

Spectrum allocation  Up to 40 MHz Up to 100 MHz  

Latency  
User plane  10 ms 10 ms  
Control plane  100 ms 50 ms  

  
Peak  

15 bit/s/Hz DL 30 bit/s/Hz DL  
Spectrum 6.75 bit/s/Hz UL 15 bit/s/Hz UL  
efficiency  

Average  
2.2 bit/s/Hz DL 2.6 bit/s/Hz DL  

(4 ant BS,  1.4 bit/s/Hz UL 2.0 bit/s/Hz UL  

2 ant terminal)  
Cell-edge  

0.06 bit/s/Hz DL 0.09 bit/s/Hz DL  

  0.03 bit/s/Hz UL 0.07 bit/s/Hz UL  



CHAPTER 1 INTRODUCTION 

2 
 

As shown in this table, not only the peak data rate and spectral efficiency, but also the 
cell-edge spectral efficiency is concerned in the requirements. The cell-edge spectral 
efficiency is actually a more important performance index in practice because ubiquitous 
high speed transmissions are expected in all the covered area of a modern cellular 
network. 

In addition to the technique innovations in the early release of LTE, its evolution 
LTE-Advanced introduces more technology components for the purpose of improving 
system performance to fulfill IMT-Advanced requirements. And LTE-Advanced should 
be backwards compatible, which means it doesn't affect the existing LTE systems.   

We can see in the table 1.1 that larger amounts of spectrum (up to 100 MHz) can be 
allocated for communications in LTE-Advanced networks. According to Shannon theory, 
the achievable channel capacity is linearly proportional to the bandwidth in the case of 
same SNR. Since the larger bandwidth results in higher capacity, LTE-Advanced 
introduces carrier aggregation[1] to allocate such a large bandwidth in a non-contiguous 
way to enhance the system performance. 
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Figure 1.1.Capacity versus SNR for different antenna configurations: M = 1, 2, 4 and 8 
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Multiple-input multiple-output (MIMO) technology is an efficient transmission scheme 
which significantly improves the system performance by exploiting the multi-path 
scattering. LTE-Advanced adapts enhanced multi-antenna transmission for the higher 
capacity. It is suggested that 8 × 8 antenna configuration[1] (i.e., 8 transmit antennas and 
8 receive antennas) can be used in the LTE-Advanced networks. Figure 1.1 shows the 
benefit in capacity we can get from the MIMO technology in four different 
configurations with M transmit antennas × M receive antennas, M = 1, 2, 4, 8, 
respectively. We can see in this figure that with the increase in the number of antennas, 
the achievable capacity of the MIMO system increases considerably. 

 

1.2.Problem statement 

The long lasting problem on wireless system design is how to achieve a higher system 
capacity with lower resource consumptions. The term “resource” here is used to refer to 
time, frequency and power which can be allocated by the network operators. 

Specifically, in the cellular networks, we always face a challenging problem that the 
performance of cell-edge users is much worse than the users in the cell center. 

Inter-cell interference

 

Figure 1.2.Illustrations of inter-cell interference: downlink phase (left) and uplink phase (right), where the 

solid arrow denotes the transmission of useful signal and the dashed arrow denotes the inter-cell 

interference 

 

The first reason of the performance degradation of the cell-edge users is the long distance 
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between the eNB and the UE and the limited power of the transmit antennas. It is known 
that the signal strength decreases proportionally to the exponentiation of the distance in 
the wireless communications. With the limited power of transmit antennas, the receiver 
would get very weak useful signal in a noisy environment, and the low receive SNR 
results in a low data rate.  

The second reason is the inter-cell interference. In both uplink and downlink phases, 
transmissions in one cell would interfere the transmissions in the other neighbor cells if 
they are operated on the same resource. As shown in figure 1.2, in the downlink, the UE 
on the cell board is interfered by the signals from other cells (denoted by a dashed arrow) 
so that it could not successfully recover the signal for its associated eNB (denoted by a 
solid arrow); in the uplink, the eNB is interfered by the signals from other cells (denoted 
by a dashed arrow) so that it could not successfully recover the signal transmitted by the 
UE (denoted by a solid arrow). 

According to the discussions above, if we want to improve the cell edge performance, we 
should find an efficient solution to the two problems:  

1. How to enhance the wireless links;  

2. How to cancel the inter-cell interference.  

The past experience tells us that relaying is a cost-efficient solution for the coverage 
holes in the cellular network and we can use this technology to enhance the wireless links 
between the transmitter and receiver. The relay node can physically reduce the distance 
between the transmitter and receiver and therefore lead to a higher receive SNR at the 
receiver. LTE-Advanced also includes advanced relaying[1] in its technique 
specifications. With the relay deployment in the network, we can realize cooperative 
transmissions between the relay and the transmitter, which will be discussed in Chapter 3 
in details. 

The straightforward method of addressing the inter-cell interference is avoiding it by 
assigning orthogonal resources to different cells, such as reusing the frequency bands or 
transmitting in different time slots. LTE-Advanced proposes coordinated multi-point 
transmission and reception (CoMP)[1] for this kind of dynamic scheduling. Considering 
the preciousness of these resources, it is a better idea to work towards developing a new 
transmission scheme which could allow multi-user transmissions on the same resource to 
increase the utilization efficiency. We use the term “base station coordination” to denote 
this kind of joint multi-cell multi-user transmission scheme. 

Thank to the feasibility of tight coordinations between the eNBs in LTE-Advanced 
networks, multi-user multiple-input multiple-output (MU-MIMO) technology can be 
applied. We can coordinate the transmit antennas of different eNBs in different cells to 
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form a virtual transmit antenna array and then the simultaneous transmissions to different 
users on the same frequency band form a MIMO broadcast channel, for which the more 
detailed analysis is in Chapter 4. 

Enhancing the wireless links by relaying and mitigating the inter-cell interference by base 
station coordination can be done concurrently. The thesis work shows the practicability 
and advantages of this combined scheme and it turns out to be a good solution to the two 
problems we proposed before. 

 

1.3.Organization of Thesis 

The thesis work adds new content to two enhanced technology components in 
LTE-Advanced networks: relaying and base station coordination, and combines them in a 
more efficient transmission scheme for cell-edge users. The methodologies and system 
models are described, the performance is evaluated as well.  

In the following parts of this thesis report, Chapter 2 provides an overview of related 
work and current research status. Chapter 3 analyzes the relaying behaviors with different 
configurations and realizes full duplex relaying. Chapter 4 addresses multi-cell multi-user 
transmissions through base station coordination and estimates the numerical results. 
Chapter 5 proposes a hybrid scheme of the two components mentioned above and the 
sum-rate capacity is compared with those in conventional networks and the networks 
applying each technology separately. The report ends with an conclusion and suggestions 
for future research.  
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             2 
RELATED WORK 
 
Both the 3GPP and IEEE workgroups submitted their proposals to ITU for candidate 
radio interface technologies for the IMT-Advanced: LTE-Advanced [1] and 802.16e 
[2][3] respectively. [73][99][114][116] provided overviews of features and components 
in LTE and its later evolution LTE-Advanced. [2][124] modeled the typical channels 
which can be used for estimating and simulating cellular networks in different radio 
environments. 

There is a common agreement that OFDMA will replace CDMA to be the fundamental 
radio technology in the 4G cellular networks, and MIMO technology is integrated in the 
transmission scheme with OFDMA. [9][26][27][30][78][79][91] discussed the design and 
limits of a MIMO system in various aspects, especially in the achievable capacity of the 
multiple antenna system. 

LTE and its evolution can support channel-dependent scheduling in both the time and 
frequency domain. [11][37][53][70][84][102] developed scheduling algorithms to exploit 
the channel variations to realize efficient utilization of the available radio resources. 

Relaying has been studied since early 70’s last century and a lot of achievements are 
available today. [3][6][40][109][111][128] suggested different relay architectures. 
[15][31][45][60] investigated the information-theoretical capacity bound for a relay 
channel, under different channel model assumptions. [4][95] indicated the feasibility of 
cancelling the loop interference on the relay station. [17][110] developed resource 
allocation algorithms for a relay system. 

The multi-user information theory has received growing attentions in recent years. With 
multi-cell processing, it is a promising method to deal with the inter-cell interference in a 
cellular network like LTE-Advanced. [47][65] proposed the different multi-user 
transmission schemes, [112][115] studied the achievable capacity region of the multiple 
users, [5][94][113][122][123] looked into the uplink-downlink duality theory, 
[13][14][49][51][119][126] aimed to solve the problems in the pre-coding design.  

[32][33][34][117][121] also proposed a system integrating relaying and coordinated base 
stations. 



CHAPTER 2 RELATED WORK 

7 
 

In the following part of this chapter, some essential theories, formulas and models for the 
whole thesis work are explained in details. Section 2.1 reviews the architecture of 
LTE-Advanced networks. Section 2.2 introduces the concepts and estimation methods of 
channel capacity. Section 2.3 gives holistic descriptions of MIMO systems.  

 

2.1.LTE-Advanced architecture 

The network architecture of LTE-Advanced Multihop Cellular Networks (MCN) is 
shown in Figure 2.1[128]. The MCN is composed of one or more relays between an eNB 
and a UE. A single eNB serves one or more multi-hop chains in its cell, which forms a 
tree structure. The number of relays in a multi-hop chain is n – 1 for n number of hops. 
The complexity is related to the number of hops. Thus, 3GPP has limited n to two for 
LTE-Advanced MCN.     

E
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t C

or
e

 

Figure 2.1.LTE-Advanced Multi-hop Cellular Network Architecture [128] 

 

[73] As to the resource management in LTE-like networks, the smallest unit in the 
resource grid is the resource element (RE), which is associated with one subcarrier 
frequency band during one symbol duration. The spacing of OFDM subcarriers in the 
frequency domain is 15 kHz. 7 such symbol durations form one time slot (0.5 ms) and 12 
subcarriers (180 KHz) during one time slot form one resource block (RB). The smallest 
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amount of resource that can be assigned by the scheduler is two RBs.  

LTE-like networks support both Time Division Duplex (TDD) and Frequency Division 
Duplex (FDD) operations so that the uplink and downlink transmissions can be 
considered as independent processes. 

 

2.2.Channel capacity 

Capacity is the most important performance indicator of a communication system. This 
section reviews the estimation of channel capacity. 

2.2.1.Mutual information 

Shannon showed that the channel capacity is equal to the mutual information, maximized 
over all input distributions, [57] i.e.  

                                                               
( )

max ( ; )
p x

C I X Y ,        (2.1) 

where p(x) is the marginal probability density function of the random input variable.  

The mutual information between random input X and random output Y over a 
communication channel is [57] 

                                        2

( , )
( ; ) ( , ) log

( ) ( )Y X

p x y
I X Y p x y dxdy

p x p y

 
  

 
  ,     (2.2) 

where p(y) is the marginal probability density function of the random output variable and 
p(x, y) is the joint probability density function. 

2.2.2.Gaussian channel capacity 

For a Gaussian channel, the channel capacity is [125] 

                                                  2

1
log (1 )

2
C    bits per transmission,     (2.3) 

where γ denotes the signal-to-noise-ratio (SNR) of the wireless link. 

Shannon-Hartley theorem pointed out that the capacity of a limited bandwidth Gaussian 
channel is [125] 

                                                        2log (1 )C B    bits per second,     (2.4) 

where B denotes the bandwidth. 
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The interference in a network can also be modeled as Gaussian due to the central limit 
theorem, then the capacity of an interfered channel can be determined by  

                                                        2log (1 )C B SINR   bits per second,    (2.5) 

where SINR denotes the signal-to-interference-and-noise-ratio. 

Typically, considering radio propagations in reality, one of the applicable wireless 
channel models is Rayleigh fading. The Rayleigh fading channel can be represented by a 
complex number, the real and imaginary parts of which are independent and identically 
distributed (i.i.d.) zero-mean Gaussian processes. For example, an ideal Rayleigh fading 
channel is Z = X + jY ~ i.i.d. complex Gaussian distributed CN (0,1) if X and Y are ~ i.i.d. 
Gaussian distributed N (0,1/2). This complex Gaussian assumption of a Rayleigh fading 
channel is utilized in all the numerical evaluations and simulations in this report. 

 

2.3.Multi-input and multi-output 

MIMO technology could significantly enhance the wireless system performance by 
reusing the space dimensions and exploiting multi-path scattering. 

2.3.1.Single-user MIMO system model 

[9][26] For a system with MT transmit antennas and MR receive antennas, the MIMO 
channel can be expressed by a MR × MT matrix  

                                                   

1,1 2,1 ,1

1,2 2,2 ,2

1, 2, ,

T

T

R R T R

M

M

M M M M

h h h

h h h

h h h

 
 
   
 
 
 

H





   



,      (2.6) 

where hm,n denotes the channel gain between mth transmit antenna and nth receive 
antenna. The receiver observes  

                                                                      y = Hx + n ,         (2.7) 

where the MR × 1 vector 

1

2

RM

y

y

y

 
 
 
 
  
 

y =


, MT × 1 vector 

1

2

TM

x

x

x

 
 
 
 
  
 

x =


 and MR × 1 vector 
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1

2

RM

n

n

n

 
 
 
 
  
 

n =


 denote the receive signals, transmit signals and noises, respectively. In a 

single-user system, the total power of the transmit antennas is limited as P, i.e. 

 * P x x . The noises are assumed to be additive white circularly symmetric complex 

Gaussian, which can be normalized to unity, i.e.  *

RM nn I , so that P is also the 

expression of the SNR of the MIMO channel. 

2.3.2.MIMO Capacity 

[79] In a MIMO system, if the channel matrix is constant and perfectly known on both of 
the transmit and receive sides, the channel capacity can be calculated by  

                                                 
*

2
: ( )
max log det( )

RM
tr P

C



Q Q

I + HQH ,      (2.8) 

where the MT × MT covariance matrix Q of the input variables is positive semi-definite. 

[23] In a tangible wireless communication system, the channel is time variant. 
Considering the slow flat fading channel, which is the case in LTE-like cellular networks 
when OFDM technology is applied, the ergodic MIMO capacity is the average of 
capacities in each channel realization  

                                               *
2

: ( )
max log det( )

RM
tr P

C 


 H
Q Q

I + HQH ,     (2.9) 

in which the channel matrix H and input covariance Q are time-dependent.  

[118] Rewrite H with singular value decomposition (SVD) as  

                               *H = UΣV ,         (2.10) 

where U is a MR × MR unitary matrix, V* is a MT × MT unitary matrix and Σ is a MT × MR 
diagonal matrix with nonnegative real numbers Σi for the diagonal elements, which are in 
fact the singular values of H. Note that the rank of H RH = rank(H) ≤ min(MT, MR). So 
the number of the non-zero diagonal elements in Σ is RH. 

[79] The wireless channel could be treated as RH parallel channels when appropriate pre- 
and post- proceedings for the input and output are applied. Construct x with a pre-coding 
matrix V,  
                               x = Vd ,         (2.11) 

where d is the data symbol vector. Decode y at the receiver by U* to get  
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                       * * * y = U y U UΣV Vd + n Σd + n ,             (2.12) 

where *n = U n  is the noise vector which has the same distribution as n because of the 

unitary of U*.  

[79] For each of the parallel channel, the signal power is set as Pi, and assume the 
water-filling level is ν, then the individual power of each transmit signal should satisfy 
the condition  

                             
2

1
i

i

P 


 
   

        (2.13) 

to achieve the maximum total allowed power 
1

R

i
i

P P


 
H

, where  x


 denotes 

max(0, )x . This water-filling power allocation algorithm results in a capacity  

                                    2
2

1

log
R

i
i

C 




 
H

.       (2.14) 

To achieve the capacity in (2.14), the covariance matrix Q in (2.8) is Q = VPV*, where 

the matrix P is a diagonal matrix that P = diag(P1,…,  RP
H

,0,…,0). 

[24] In a slow flat fading channel, there is a possibility p that the errors occur when the 
transmitter transmits at the rate Cout,p (P), i.e.  

                                                          ,( , ( )) %e out pP P C P p ,        (2.15) 

where p is called outage probability and Cout,p (P) is the outage capacity, with a certain 
SNR (or P if consider unit noise power). 

2.3.3.Multiplexing and diversity 

In a communication system, multiplexing [44][50][79] is commonly used for improving 
the capacity and diversity [42][50][79] is the important technology for combating fading, 
noise and interference. The maximum multiplexing gain of a MIMO system at a given 
outage probability p is  

                                                               
,

2

( )
lim

log
out p

P

C P

P
,         (2.16) 

and the maximum diversity gain of a MIMO system at a given transmission rate R is  
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                                                            2

2

log ( , )
lim

log
e

P

P P R

P
 .        (2.17) 

With optimal design of the transmitter and receiver, the achievable maximum 
multiplexing gain and diversity gain [79] are min{MR, MT} and MRMT, respectively. For 
a MIMO system, with the increased SNR, multiplexing means increasing the transmission 
rate at a fixed error rate and diversity means reducing the error rate at a fixed 
transmission rate. The decision of whether utilizing the increased SNR in multiplexing or 
diversity forms an important trade-off problem in MIMO transmissions. 

When each the transmit antenna transmits independent signals, the space dimensions are 
reused, which is called spatial multiplexing. [93] The maximum order of spatial 
multiplexing in a MIMO system is min{MR, MT}, but limited by the spatial correlation in 
a practical environment. 

For simplicity, the channel matrix H should be equal to Hw, in which the matrix elements 
are independent and identically distributed circular symmetric complex Gaussian with 
zero-mean and unit variance (~ CN (0,1)). However, correlations of the transmit antennas 
and correlations of the receive antennas have to be taken into considerations. [79][93] 
Spatial correlation matrixes RT and RR are used in Kronecker model for factorizing the 
channel matrix  

                                1/2 1/2 T

R w TH = R H R .       (2.18) 

It is suggested [9] that when the distance between separated antennas is larger than half 
of the signal wavelength the spatial correlation can be ignored and RT and RR are then 
identity matrices. 

2.3.4. MIMO MAC, MIMO BC and the duality 

A multiple access channel (MAC) is a channel with one receiver and multiple 
transmitters and on the contrary a broadcast channel (BC) is a channel with one 
transmitter and multiple receivers. It is known that the channel capacity for multi-user 
transmissions is a region instead of a real-number value and the duality of the MAC and 
BC exists in the single-antenna network. [57] It would also be a big advantage of a 
MIMO system if it can support the communications of the various users simultaneously 
on the same frequency band.  

As shown in figure 2.2, on the left side, one transmitter with MT transmit antennas 
broadcasts to K receivers each with MR receive antennas, which forms a MIMO BC; on 
the right side, K transmitters each with MR transmit antennas access one receiver with MT 
receive antennas, which forms a MIMO MAC. In a LTE-Advanced network, we can use 
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MIMO MAC to represent the uplink transmissions from K UEs to the eNB and MIMO 
BC to represent downlink transmissions from the eNB to K UEs. With the duality 
assumption, the channel gains in the uplink phase are considered as conjugate transposes 
of the corresponding channel gains in the downlink phase. [79] 
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Figure 2.2.MIMO BC (left) and MIMO MAC (right) 

 

The MIMO MAC can be modeled as  

                                                  *

1

K

MAC k k
k

 y h x n ,        (2.19) 

where MT × 1 vector yMAC is the receive signal vector at the eNB, MR × 1 vector xk is the 
transmit signal vector from the kth UE, MT × MR matrix hk

* is the corresponding channel 
from kth UE to the eNB and MT × 1 vector n is noise vector observed at the eNB.  

And the MIMO BC can be modeled as  

                                                      k k k y h x n ,         (2.20) 

where MR × 1 vector yk is the receive signal vector at kth UE, MT × 1 vector x is the 
transmit signal vector from the eNB, MR × MT matrix hk is the corresponding channel 
from the eNB to the kth UE and MR × 1 vector nk is noise vector observed at the kth UE. 

[79][94] indicated that the uplink-downlink duality also holds for the capacities of MIMO 
MAC and MIMO BC. The capacity region has an expression as  
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where H is the BC matrix and its conjugate transpose H* is the MAC matrix, P is the 
total power allowed at the transmit antennas, Qi is the covariance matrix of ith input, Ri is 
the achievable rate for ith user and S is the subset of {1,…,K}. 
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             3 
RELAYING TECHNOLOGY 
 
The very high data rates target, particularly for users on the cell board, is a challenging 
problem for the LTE-Advanced networks, which motivates the deployment of the denser 
infrastructure. Multi-hop relay [3][6][86] is considered as one cost-efficient solution to 
improve the coverage and capacity of cellular networks. [28] Generally, in a 3GPP LTE 
cellular network, the number of hops is limited as two, and the relay stations are assumed 
to be fixed, which means the nomadic relays [88][108] are not in the consideration of this 
report. 
Section 3.1 recalls the cut-set upper bound for the relay channel. Section 3.2 introduces 
loop interference cancelling technology. Section 3.3 analyzes the cooperative 
transmissions between the eNB and the RN. Section 3.4 extends the analysis to a relay 
network with multi-antenna UEs. 

 

3.1.The relay channel 

A basic relay system consists of three nodes, the source (S), the relay (RN) and the 
destination (D), as shown in figure 3.1.  

 

Figure 3.1.The relay channel 
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From the prospect of the information theory, the focus lies on the input-output 
relationship between the source and destination, expressed by random variables sets X 
and Y, respectively, and the relay enhances the wireless link by forward signal xr to the 
destination, which is based on the its current or past receive signal yr from the source. 

[57] pointed out that the capacity of a relay channel is the supremum of the set of 
achievable rates as  

                                           
( , )
sup min ( , ; ), ( ; , | )

r

r r r
p x x

C I X X Y I X Y Y X ,     (3.1) 

where p(x, xr) is the joint probability density function. The right side of the inequality 

(3.1) is called the cut-set upper bound for the relay channel. The term ( , ; )rI X X Y  

means the information rate from X and Xr to Y, which can be treated as the capacity of a 

multiple access channel from source and relay to destination. The term ( ; , | )r rI X Y Y X  

means the information rate from X to Y and Yr, which can be treated as the capacity of a 
broadcast channel from source to relay and destination. 

 

3.2.Loop interference cancelling 

In a Single Frequency Network (SFN) like LTE-Advanced, the communications among 
the eNBs, RNs and UEs are all supposed to be on the same frequency band, so that loop 
interference may occur at the RN when it is simultaneously receiving from the eNB and 
transmitting to the UE, or simultaneously receiving from the UE and transmitting to the 
eNB. Conventionally it is necessary to assign orthogonal resources, in time or in 
frequency, to separate the transmit and receive processes. In the early release of LTE, this 
work could be done with the MBSFN (Multi-Media Broadcast over a Single Frequency 
Network) subframe [116], which makes the RN work in half-duplex (HDX) mode by 
creating gaps for the eNB-RN transmissions. However, there are circuit technologies 
[10][75][95][101] to reduce the loop interference to a considerable low level by 
decoupling the RN’s receive and transmit antennas, so that the RN is able to work on the 
full-duplex (FDX) mode, which contributes a lot in the capacity enhancement. 

Figure 3.2 shows the basic concepts of cancelling the loop interference on the RN, which 
are illustrated in the frequency domain. The transmit signal interferes the receiving 
process on the RN’s receive antenna as 

                                                      ( ) ( ) ( ) ( ) ( )r rR Y X G C      ,      (3.2) 
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where ( )rY   and ( )rX   denote the receive and transmit signals’ spectrums, ( )G   

denotes the amplification function, ( )R   denotes the interfered signal and ( )C   

denotes the transfer function of the coupling path from transmit antenna to receive 
antenna.  

 

RN

R(ω)

Amplifier 
G(ω)

Canceller 
W(ω)

Coupling path 
C(ω)

Yr(ω) xr(ω)

 

Figure 3.2.Loop Interference cancelling 

 

[10] A canceller with the transfer function ( )W   is used for reducing this loop 

interference, then the equation should hold for the forward signal  

                                                      ( ) ( ) ( ) ( )r rX R X W     .       (3.3) 

The system function is  

                                             
( ) 1

( )
( ) 1 ( ( ) ( ) ( ))

r

r

X
H

Y G C W


   

 
 

,     (3.4) 

when ( ) ( ) ( )W G C   , the loop interference is fully cancelled. 
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3.3.Cooperative relaying 

3.3.1.AF and DF 

Coordinating the source and the relay in a wireless system, we can expect to achieve the 
multiplexing capacity of cooperative communications and obtain higher diversity gain by 
applying space-time coding [42][44][45][98][110]. 

The forward signal of the RN is the fixed-gain amplification of the current or past  
received signal (with or without noises), depending on the types of relaying and the 
length of processing time. Two basic types of relaying are investigated in this report, 
amplify-and-forward (AF) relaying and decode-and-forward (DF) relaying. AF and DF 
are two different forwarding strategies of the relay stations. AF relaying simply amplify 
the received analog signals and forward while some advanced AF relaying can also have 
control and measurement functions. AF relaying have already been used for handling the 
coverage holes in nowadays cellular networks. Compared to DF scheme, directly 
amplifying and forwarding introduces less delay in processing time but greater noises and 
interference in the system. On the other hand, for the DF relaying, decoding and 
re-encoding before forwarding the received data blocks can eliminate noises and 
interference but a significant delay should be noted.  

Since the uplink and downlink transmissions of a relay network are quite symmetric, 
except the lower power of the UE’s transmit antenna, here only the downlink phase is 
analyzed. In the downlink phase of a LTE-like network, the eNB acts as the source and 
the UE acts as the destination.  

In the following, we refer to the connection between an eNB and an RN as relay link 
(RL), the connection between an RN and a UE as access link (AL), and the connection 
between an eNB and a UE as direct link (DL). hRL, hAL and hDL are the channel gains for 
the RL link, the AL link and the DL link respectively. x and xr are the signals transmitted 
by the eNB and the RN, respectively. Power levels on the eNB and RN are defined as 

 2

eNBx P  ,   2

r RNx P  , respectively, which forms a total power constraint that P = 

PeNB + PRN. n and nr are the noises observed at the UE and the RN respectively, with 
variances σ2 and σr

2.  

3.3.2.Half duplex relaying 

Figure 3.3 illustrates the half duplex (HDX) mode, on which the RN could not receive 
any signal while it is transmitting and vice versa. As shown, it takes two steps (two time 
slots) to complete the transmission of one symbol [60]. 
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Figure 3.3.Half duplex relaying: transmissions in time slot [i] (above) and time slot [i + 1] (below) 

 

In time slot [i], the eNB broadcasts signal x[i] to both the RN and the UE. The receive 
signal at RN is  

                                                            [ ] [ ] [ ] [ ]HDX
r RL ry i h i x i n i  ,      (3.5) 

and the receive signal at UE is  

                                                            [ ] [ ] [ ] [ ]HDX
DLy i h i x i n i  .       (3.6) 

In next time slot [i + 1], the eNB sends signal x[i + 1] and the RN stops receiving but 
transmitting xr

HDX[i + 1]. The receive signal at UE is  

                              [ 1] [ 1] [ 1] [ 1] [ 1] [ 1]HDX HDX
DL AL ry i h i x i h i x i n i         ,   (3.7) 

where the transmit signal of the RN is a function of its past receive signals.  

Assume the relay network described above are all located in a slow flat fading radio 
environment, then the channel gains and noises should be unchanged over both time slots 
[i] and [i + 1].  

For a simple AF relay, the forward signal can be assumed as a fixed-gain amplification of 
the its receiving in the last time slot in the time domain, i.e.  
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                                                              [ 1] [ ]HDX HDX
r AF rx i g y i  ,       (3.8) 

where gAF is the fixed gain scalar. Consider the power level of the RN,  

                                                             
2 2

RN
AF

eNB RL r

P
g

P h 



,       (3.9) 

where the denominator signifies the receive signal power at the RN.  

Describe both time slots jointly and substitute (3.5) and (3.8) into (3.7), for HDX AF,  

                     
[ ] [ ]0

[ 1] [ 1]
AF

AF

HDX
DL

HDX
AL AF rAL AF RL DL

y i nx ih

y i h g n nx ih g h h

      
              

x nHy

 

.    (3.10) 

Note that the elements in noise vector n in (3.10) is not in the same scale. The noise 
power at the UE in time slot [i +1] is  

                                     
2

2 22 2
AF 2

[ 1] 1 r
UE ALN i h g

 


 
     

 
,      (3.11) 

where NUE denotes the noise power at UE and Λ-1/2 denotes the scale factor. 

Rewrite (3.10) by multiplying Λ-1/2 on both sides  

 1/2 1/21/2 1/2

[ ] [ ]0

[ 1] [ 1]
AF

AF

HDX
DL

HDX
AL AF rAL AF RL DL

ny i x ih

y i h g n nx ih g h h  

     
                    

xy H n 

 

, (3.12) 

where y , H  and n  denote scaled version of receive signal vector, channel matrix and 

noise vector, respectively. The action of normalizing the noise power does not affect the 
evaluation of the mutual information but simplifies the ensuing presentation.  

The mutual information of HDX AF relaying follows [60] 

                                       
*

2 2

1
log det

2
e

AF
BHDX NI

P


   
 

I HH  ,       (3.13) 

where H  is defined in (3.12) and the factor ½ means averaging the capacity for one 
time slot. 

For a simple DF relay, since the noise is cancelled during the decoding process, the 
forward signal can be then assumed as a fixed-gain amplification of the eNB’s original 
transmit signal in the last time slot in the time domain, i.e.  

                                                                  [ 1] [ ]HDX
r DFx i g x i  ,       (3.14) 
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where gDF is the fixed gain scalar. Consider the power level of the RN,  

                                                                    RN
DF

eNB

P
g

P
 ,       (3.15) 

where the denominator signifies the useful signal power without noises at the RN. 

Describe both time slots jointly and substitute (3.5) and (3.14) into (3.7), for HDX DF,  

                                               



[ ] [ ]0

[ 1] [ 1]
DF

DF

HDX
DL

HDX
AL DF DL

y i x i nh

y i x i nh g h

      
              

nxHy



.   (3.16) 

Different with HDX AF relaying, the upper bound of the information rate as shown in 
(3.13) may not be achievable for DF relaying due to the requirement of reliable decoding 
on the RN[60][127], which means the rate in time slot [i] should not exceed the 
maximum information rate RRN of the relay link (RL) for the RN to decode, i.e.  

                                                       
2

2
2log 1 | |eN

R
B

i R LN

P
R R h


    
 

,      (3.17) 

where Ri denotes the rate for UE in the ith time slot. 

Interestingly, the transmissions in two time slots as expressed in (3.16) form a MIMO 
MAC, which has been discussed in section 2.3.4. The capacity region of DF relaying is 
then 
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,      (3.18) 

where h1 and h2 are first and second column of matrix H in equation (3.16). Any rate 

pairs (Ri, Ri+1) satisfy the condition 

max

max
1 1

1

i i

i i

i i total

R R

R R

R R R

 







 







 are achievable in the network. 

Note that the requirement of error-free decoding on the RN, the rate Ri should satisfy  

                                                         
maxmin( , )i i RNR R R .        (3.19) 

The mutual information of HDX DF relaying is then 
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max

1

1
min{ , }

2
HDX
DF total RN iI R R R   ,     (3.20) 

where the factor ½ shows the average capacity for one time slot. 

3.3.3.Full duplex relaying 

The full duplex (FDX) relaying mode, on which the RN can receive while it is 
transmitting and vice versa, is illustrated in figure 3.4. As shown, it takes at least one time 
slot (in the case of the AF RN on which the processing time can be ignored) to complete 
the transmission of one signal. 

 

RLh

DLh

ALh

 
Figure 3.4.Full-duplex relaying 

 
In time slot [i], the eNB broadcasts to both the RN and the UE, meanwhile, the RN also 
transmits to the UE. The receive signal at RN is  

                                                            [ ] [ ] [ ] [ ]FDX
r RL ry i h i x i n i  ,       (3.21) 

and the receive signal at UE is  

                                                    [ ] [ ] [ ] [ ] [ ] [ ]FDX FDX
DL AL ry i h i x i h i x i n i     ,    (3.22) 

where the transmit signal of the RN is a function of its current/past receive signals.  

For FDX AF relaying, the transmission of one signal x[i] can be done in one time slot. 

Modifying (3.8) as [ ] [ ]HDX HDX
r AF rx i g y i  and substitute it with (3.21) into (3.22), the 

receive signal at UE (assuming the channel is constant over two time slots) is  

                               [ ] [ ]AF

FDX
DL AL AF RL AL AF r

nh

y i h h g h x i h g n n   
 

 
.      (3.23) 
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The mutual information of FDX AF relaying can be evaluated according to the Shannon 
theory for bandwidth-limited Gaussian channel, i.e.  

                                                    2
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|
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1lo eNFDX

AF
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I
h




 
  

  


,       (3.24) 

where h  is defined in (3.23) and 2   is the noise power at the UE which is defined in 

(3.11).  

For DF FDX, substitute (3.14) and (3.21) into (3.22), the receive signal in time slot [i] at 
UE is 

                                      [ ] [ 1] ][DF

FDX
DL AL DFh x i ghy xi i n    .       (3.25) 

In time slot [i + 1], similarly, the receive signal at UE is  

                                          [ 1] [ 1] [ ]DF

FDX
DL AL DFh x i h x iy g ni      .  

Describe both time slots jointly, for FDX DF relaying,  

                         



[ 1]
[ ] 0

[ ]
[ 1] 0

[ 1]

DF

DF

FDX
AL DF DL

FDX
AL DF DL

x i
y i nh g h

x i
y i nh g h

x i

 
                      nHy

x




.    (3.26) 

Similar with the analysis for the HDX DF relaying in section 3.3.2, the requirement of 
reliable decoding on the RN should be satisfied in both time slots for FDX DF relaying, 
i.e.  

                                           
1

min{ , }
2

FDX
DF total RNI R R ,         (3.27) 

where 2 2
*log det e

total
NBR

P


   
 

I HH  and 2
2 2

log 1 | |R
eNB

R LN

P
R h


   
 

, with H defined 

in (3.26). 

3.3.4.Numerical results  

In this section, we run numerical simulations to compare the achievable capacities (for 
unit bandwidth) of relaying in four different configurations: HDX AF, HDX DF, FDX 
AF and FDX DF.  

Firstly, we estimate the effects of relay link quality on the achievable rates in DF relaying 
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as mentioned in equation (3.17). We choose the receive SNR on the RL RL  as an 

independent variable, with 10dB receive SNR on DL 2
2

| | 10eNB
DL DL

P
h dB


   and 10dB 

receive SNR on AL 2
2

| | 10RN
AL AL

P
h dB


  , where γ denotes the receive SNR. Assume 

that transmit powers PeNB = PRN, noise powers σ2 = σr
2 and 

2 2 2
=30eNB RN eNB

r

P P P
dB

  
  . 

The channel gains hDL and hAL are the complex Gaussian distributed ~ 0.1 × CN (0,1), 
indicating the Rayleigh fading environment and the factor 0.1 can be treated as 
attenuations caused by the path loss and shadowing. The receive SNR on RL is 

then 2
R 2

| |eNB
L RL

r

P
h


 , and the channel gain hRL is the complex Gaussian distributed ~ 

R( 3)
1010

L


 × CN (0,1), where the factor 
R( 3)

1010
L


 denotes the attenuation due to path 

loss and shadowing on the relay link.  

According to equation (3.13)(3.20)(3.24)(3.27), for each channel realization hDL, hRL and 
hAL we can the evaluations mutual information for HDX AF, HDX DF, FDX AF and 
FDX DF relaying. Repeat 1000 times and take the expectations, we can get the ergodic 
capacities for each of the relaying strategies. 

Figure 3.5 shows the relationship of the capacity and the receive SNR of the relay link. 

When RL is not good enough ( RL  < 20 dB approximately) the capacity of HDX AF 

relaying is higher than the capacity of HDX DF relaying and the capacity of FDX AF 
relaying is higher than the FDX DF relaying, which proves the fact that DF relaying is 
susceptible to the relay link quality. When RL is strong, DF relaying outperforms AF in 
capacities. 
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Figure 3.5.Capacity versus receive SNR of Relay Link: HDX AF, FDX AF, HDX DF and FDX DF 
 

Next, we evaluate the effects access link quality on the achievable capacities. With 
average DL (10dB) and ideal RL (30dB), which means that channel gain hDL is complex 
Gaussian distributed ~ 0.1 × CN (0,1) and channel gains hRL is complex Gaussian 
distributed ~ CN (0,1), figure 3.6 shows how the channel capacity changes with the 

receive SNR on the AL AL , for which the channel gain hRL is the complex Gaussian 

distributed ~ 
( 3)

1010
AL


 × CN (0,1). We can see from this figure that the capacity of 

FDX relaying is higher than the capacity of HDX relaying and DF relaying outperforms 
AF relaying because the noises are not amplified by the DF RN in the network.  
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Figure 3.6.Capacity versus receive SNR of Access Link: HDX AF, FDX AF, HDX DF and FDX DF 
 

3.4.Multi-antenna receiver 

Other than equipping single antenna on all the devices in a relay network, it’s interesting 
to investigate the multi-antenna devices. If the UE has two receive antennas, meanwhile, 
the eNB and the RN are cooperated perfectly (which means the RN should be a AF relay 
in full-duplex mode and the relay link can be considered as ideal), then the rank of the 
downlink channel matrix can be increased to two and the relay network can be modeled 
as a 2 × 2 MIMO with the geographically distributed inputs: one is from eNB, the other is 
from RN.  
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Figure 3.7.Downlink transmissions in a relay network with a 2-antenna UE 
 

As illustrated in figure 3.7, considering eNB and RN forming a transmit array with two 

distributed antennas, we can describe the channel with a matrix ,1 ,1

,2 ,2

DL AL

DL AL

h h

h h

 
 
 

. Since the 

RN is FDX AF, according to (3.8)(3.9)(3.23) and analysis in section 3.3.3, the 
input-output relationship of this relay network is  

                  


,1 ,1 ,1

,2 ,2 ,2

DL AL AF RL AL AF r

DL AL AF RL AL AF r

h h g h h g n nx

h h g h h g n nx

    
         

x nH

y = +

 
 

    (3.28) 

with receive signal vector at the UE 1

2

y

y

 
 
 

y = . Similar with (3.11), the elements in the 

noise vector n in (3.28) should be scaled. Consider the noise power at the ith receive 
antenna of the UE,  

                            
2

2 22
, AF 2

1 r
i AL iN h g




 
  

 
,      (3.29) 

where i = 1,2 for both of the UE’s receive antennas. 

Multiplying with the scale factor Ni
-1/2 on the corresponding receive signals and channel 

gains, (3.28) can be rewritten as  

   


 
 

1/21/2 1/21/2
,1 1,1 1 ,1 11 1

1/2 1/21/2 1/2
,2 2 ,2 22 2 ,2 2

AL AF rDL AL AF RL

DL AL AF RL AL AF r

h g n n Nh N h g h N xy N

h N h g h N xy N h g n n N

 

  

     
              

xy H n

= +


  

,  (3.30) 

for which the capacity can be evaluated through the equation (2.8) introduced in section 
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2.3.2 for a MIMO system, i.e.  

                              *
2  log 2det( )FDXAF

antenna UEI P  I HH ,     (3.31) 

where the superscript FDXAF denotes FDX AF relaying, H is defined in (3.30) and P = 
PeNB = PRN means that the RN is transmitting at the same power of the eNB’s. Since the 
noise power is normalized, P here also denotes the SNR of each wireless link. With 
assumptions that σ2 = σr

2 =1 and all the channel gains are assumed to have the same 
quality and complex Gaussian distributed ~ CN (0,1), indicating a Rayleigh fading 

environment, we compare the capacities and outage performance of FDX AF relay 
networks with 2-antenna UE (3.31) and 1-antenna UE (3.24). 
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Figure 3.8.Capacities of 1- and 2-antenna UEs versus P 
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Figure 3.9.Outage probabilities (at R=2bps/Hz) of 1- and 2-antenna UEs versus P 

 
Figure 3.8 compares the ergodic capacities of FDX AF relaying networks for single 
antenna UE and 2-antenna UE. From this figure, a significant improvement in capacity is 
shown when more antennas are used for transmitting and receiving. For a two-antenna 
UE, with every 3dB increase in SNR, it can gain 2 bps/Hz in capacity, which is almost 
the maximum multiplexing gain in a 2 × 2 MIMO system. And it is two times of the 
capacity gain in the system with single antenna UE. 

Figure 3.9 compares the outage probabilities of FDX AF relaying networks for single 
antenna UE and 2-antenna UE. Lower outage probability can be obtained by adding one 
receive antenna on the UE. Moreover, with every 3dB increase in SNR, the outage 
probability decreases by a factor of 2-2 in the system with 2-antenna UE and a factor of 
2-1 in the system with 1-antenna UE.  
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             4 
BASE STATION COORDINATION 
 
For the cell-edge users, the inter-cell interference is the dominant factor of the 
performance degradations. To reduce or even utilize this interference, the tight co 
operations among the base stations are required. Traditionally, the scheduler would 
assign orthogonal resource to the adjacent cells to avoid the inter-cell interference. 
However, based on the multi-user information theory, particularly the multi-user MIMO 
technology, base station coordination can realize multi-user transmissions on each 
allocated resource block, which would significantly enlarge the system capacity.  

Section 4.1 models the base station coordination in details. Section 4.2 emphases on the 
design of the pre-coding matrix. Section 4.3 evaluates the achievable sum-rate capacity in 
a two-cell system with base station coordination and compares the result with the 
capacity in the conventional system.  

4.1.System model 

Base station coordination enables adjacent cells to work on the same resource block. 
With multi-cell processing, the scheme can be consider as an extension of MIMO BC 
discussed in the section 2.3.4 with a distributed transmit antenna array in different cells 
and the inter-cell interference can be cancelled preliminarily on the transmitter side.  

In the following, we refer to the connection between mth eNB and kth UE as direct link 
with channel gain hDL,mk. The channels in the uplink are assumed to be the conjugate 
transposes of those in the downlink. xeNB,m and xUE,k are the signals transmitted by the mth 
eNB and the kth UE, respectively. yeNB,m and yUE,k are the receive signals at the mth eNB 
and the kth UE, respectively. neNB,m and nUE,k are the noises observed at the mth eNB and 
the kth UE, respectively, with the same variance σ2. 

Assuming that there are M eNBs and K UEs in the network and all the devices are 
equipped with single antenna, the channel is expressed in a K × M (or MR × MT if we 
count the numbers of receive and transmit antennas) matrix H that  
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,11 ,21 , 1

,12 ,22 , 2

,1 ,2 ,

DL DL DL M

DL DL DL M

DL K DL K DL MK

h h h

h h h

h h h

 
 
   
  
 

H





   



. 

Similar with (2.20), the downlink transmissions can be modeled as  

                                                      , ,UE k k eNB UE ky n h x ,        (4.1) 

where hk is the channel from all the eNBs to the kth UE and equal to the kth row of H, i.e. 

 ,1 ,2 ,k DL k DL k DL Mkh h hh   and 

,1

,2

,

eNB

eNB
eNB

eNB M

x

x

x

 
 
   
  
 

x


  is the transmit signal vector from 

the eNBs and the total power of the transmit antennas is limited as PeNB, i.e. 

 *
eNB eNB eNBP x x . 

And the uplink transmissions can be modeled as in (2.19) 

                                                        *
eNB UE eNB y H x n ,       (4.2) 

where *H  is the MAC channel from all the UEs to the eNBs, 

,1

,2

,

UE

UE
UE

UE K

x

x

x

 
 
   
  
 

x


  is the 

transmit signal vector from the UEs and the total power of the transmit antennas is 

limited as PUE, i.e.  *
UE UE UEP x x . 

,1

,2

,

eNB

eNB
eNB

eNB M

n

n

n

 
 
   
  
 

n


 is the noise vector which consists 

of noises at each eNB’s receive antenna. 

 

4.2.Pre-coding in the downlink phase 

Considering the downlink transmissions, since the eNBs are coordinated in the network, 
which indicates that the signal transmitted by each eNB may contain information 
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intended to multiple UEs, the transmit signal vector xeNB could be constructed as 
[49][51][126] 

                                                                        eNB x Wd ,        (4.3) 

where 

1

2

K

d

d

d

 
 
 
 
 
 

d


 is the data symbol vector, in which dk is specific data symbol intended 

for the kth UE, with unit power, i.e.,  * = dd I , and  

                        

11 21 1

12 22 2

1 2

K

K

M M KM

  
  

  

 
 
 
 
 
 

W





   



       (4.4) 

is the M × K pre-coding weights matrix. These weights assign the data symbols with 
different amplitudes and phases (or transmit powers). For the kth UE, all the other data 
symbols di (i ≠ k) are considered as interference. When all the interference is eliminated, 
the kth UE only receives data symbol dk, then multi-user transmissions are achieved. This 
is one of most important features of the base station coordination technology. 

The pre-coding process is shown in figure 4.1. Although the base station coordination 
deconstructs the channel into parallel and independent channels by the pre-coding 
procedure, the individual UE could not cooperatively receive and decode. That means, 
the post processing as indicated in section 2.3.2 for single-user MIMO does not exist 
anymore and the actual entity which plays the role of the decoder is the wireless channel. 

 

Figure 4.1.The pre-coding process in base station coordination 
 

An important issue of base station coordination is the design of the pre-coding weight 
matrix W. Other than the dirty paper coding technology introduced in [48][119], which 
can approach the theoretical bound of broadcast channel with high complexity, in this 
report, zero-forcing pre-coding [126] is discussed. Starting from an overview of the 
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downlink transmissions, rewrite (4.1) as  

                                   UE UE y HWd n ,        (4.5) 

where 

,1

,2

,

UE

UE
UE

UE K

y

y

y

 
 
   
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 

y


 is the receive signal vector at UEs and 

,1

,2

,

UE

UE

UE K

UE

n

n

n

 
 
 
 
  
 

n


is the noise 

vector observed by all the UEs. 

If we want to establish a system that each UE only receives the data intended to it without 
any other multi-user interference, the products of matrixes H × W should be diagonal, i.e.  
                                    A = HW ,         (4.6) 

where A = diag(a1,…aK) is a K × K diagonal matrix.  

With perfect channel knowledge at the transmitters, a straightforward approach is taking 
the channel inversion of matrix H-1 to be a candidate of the pre-coding matrix W, when 
M = K (or MR = MT), i.e., the number of transmitters equals the number of receivers in the 
system,  

                                     1a W H ,         (4.7) 

where a scalar a is for adjusting the antenna power to satisfy the total power constraint on 

the transmit antennas  *
eNB eNB eNBP x x . 

When K < M (or MR < MT), we can take the similar action but replacing the inverse by 
pseudo-inverse, i.e.  

                                       a W H .        (4.8) 

Assume that H is full rank, one simple method of obtaining the pseudo-inverse is taking 

                                      1* *  H H HH ,       (4.9) 

since HH* generates a square matrix which always has an inverse. 

However, if K > M (or MR > MT), we could not get the accurate pseudo-inverse matrix 
through the method in (4.9). One simple and feasible solution is that we divide all the 
users into small groups in which the number of receivers is less than the number of 
transmitters. In LTE-like cellular network, different user groups can operate on different 
resource blocks and it’s the task of scheduler to determine the subgroups and resource 
assignments.   
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In a more general sense, from the individual user point of view, we can rewrite (4.1) as  

                              UE, ,
1

K

k k k k UE k
k

y d n


 h w ,       (4.10) 

where M × 1 vector wk stands for kth column of the pre-coding matrix W.  

Note that for the kth UE, any signals contain the symbols di (i ≠ k) will be treated as 
interference, then the SINR for the kth UE is  

                     

,

2

2 22

2

UE k

k

k

k k

in k ii k

d
SINR

d



 wh

wh
,      (4.11) 

where 
,

2

UE kn  denotes the noise power observed at the kth UE and the sum-rate capacity 

is the sum of achievable rates of all UEs, which can be estimated by equation (2.5). 

For the purpose of eliminating all the multi-user interference, the zero-forcing conditions 
should be satisfied as  

                          0k i h w , for any i k .       (4.12) 

[126] Define (K - 1) × M (or (MR – 1) × MT) matrix  

                          1 1 1

T

k k k K H h h h h  ,     (4.13) 

then we can transform the zero-forcing constraints to the condition that wk lies in the null 

space of kH . By this definition the kth UE receives its own data if the dimension of the 

kH  null space is larger than 0, i.e.  

                                   dim ker( ) 0k H .        (4.14) 

There are several ways of finding wk by deciding null space of kH  such as singular 

value decomposition (SVD) or QR decomposition with column pivoting. [13][14] 

In the uplink phase, all the UEs are assumed to be independent, so that pre-coding is not 
possible for the transmitters. However, the eNBs are coordinated and multi-user detection 
(MUD) [57] can be done on the receiver side. 
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4.3.Capacity improvement in the two-cell case 

In this section we first establish a conventional network as a reference system for the 
further comparisons. We limit the analysis in a simple two-cell network to highlight the 
performance improvement of base station coordination and the results is ready to 
extended to the cases with more cells. 

4.3.1.Conventional network 

In a conventional cellular network, each eNB serves UEs in its own cell, with neither 
relays nor any kinds of coordinations. In a interference-free network, the resources 
allocated for different cells should be orthogonal. Assuming that transmissions in 
adjacent cells are time divided, without loss of generality, transmissions are following 
numerical orders. For example, in figure 4.2, black line denotes the transmission in the 
first time slot (for cell 1) and red line denotes the transmission in the second time slot (for 
cell 2). 
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Figure 4.2.Uplink (above) and downlink (below) transmissions in a conventional network 
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For the uplink transmissions, in the first time slot [i], the received signal at eNB1 is  

                                                       
*

,1 1, 1 ,,1 1[ ] [ ] [ ] [ ]UeNB DL eNE Biy i h i x n i  .     (4.15) 

In the next time slot [i + 1], the received signal at eNB2 is  

                                            ,
*

,2 ,22 ,22[ 1] [ 1] [ 1] [ 1]UeNB EDL eNBy i h i x i n i      .    (4.16) 

Assuming the channel gains stay unchanged over two time slots [i] and [i + 1], for a unit 
bandwidth, the sum-rate capacity of this conventional network is the average of rates in 
two time slots, which can estimated according to equation (2.4),  

                       
2 2* *

2 ,11 2 ,222 2

1
log 1 log 1

2
UL UE UE
CON DL DL

P P
C h h

 
           

    
,    (4.17) 

where a factor ½ is for averaging over the two time slots, subscript CON denotes the 
conventional network, PUE is total transmit power that UE could be assigned. σ2 denotes 
the noise power.  

The expression of sum-rate capacity is dual in the downlink transmissions, expect 
replacing the PUE with PeNB, which is the total power could be allocated by the eNB, i.e.  

                         
2 2

2 ,11 2 ,222 2
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log 1 log 1

2
DL eNB eNB
CON DL DL

P P
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           

    
.   (4.18) 

 

4.3.2.Base station coordination in the two-cell case 

According to the system model described in section 4.1, a two-cell network applying base 
station coordination technology is illustrated in figure 4.3. Note that in both uplink and 
downlink phases, two cells can operate simultaneously on the same frequency because 
the inter-cell interference is cancelled by the ZF pre-coding procedure on the eNBs.  
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Figure 4.3.Uplink (above) and downlink (below) transmissions with base station coordination 

 
Assuming that there are 2 eNBs and 2 UEs in the network and all the devices are 
equipped with single antenna, the channel is expressed in a 2 × 2 matrix H that  
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,12 ,22

DL DL
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h h

h h
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H .         (4.19) 

According to the (4.1)(4.3)(4.4), the downlink transmissions in this network can be 
expressed as  

       
   
   

,11 ,21 ,11 ,21

,12 ,22 ,

,1 11 12 1 21 22 2 ,1

,2 11 12 1 21 222 2 ,1 , 2 22

UE UE
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DL DL DL DL

DL DL DL DL UE

h h hy d d n

y

h

h h h hd d n

   

   

     


    
,    (4.20) 

where the useful signals for UE1 are expressed by  11 121 , 1,1 21DL DLh h d   and 

interference is  21 221 , 2,1 21DL DLh h d  . For UE2, the useful signals are 

 21 222 , 2,1 22DL DLh h d   and inferences are  11 122 , 1,1 22DL DLh h d  . 
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As mentioned in section 4.1, the maximum allowed power of the eNBs is PeNB, and here 
we restrict power allocations for each eNB as  
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,      (4.21) 

where PeNB = PeNB,1 + PeNB,2. 

According to the zero-forcing pre-coding algorithm, only under the circumstance that all 
the interference is removed the multi-user transmissions can be reliable, which means the 
following equalities must be satisfied  

                          
,11 ,21

,12 ,22

21 22

11 12

0

0
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h h

h h
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.       (4.22) 

(4.21) and (4.22) is sufficient to define the weights in the pre-coding matrix W and it is 
possible to find an optimization value of this matrix to maximize the sum rates.  

According to the relationship between the information rate and SNR as indicated in (2.4), 
for individual UE, the rate should satisfy  
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,       (4.23) 

where R1 and R2 denote the rates for UE1 and UE2 respectively. And the sum-rate 
capacity is then  
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,  (4.24) 

where the subscript BSC denotes the base station coordination.  

In the uplink phase, as shown in figure 4.3, the uplink transmission can be modeled as in 
(4.2)  
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,     (4.25) 
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where  * * *
1 2H h h   is the conjugate transpose of the downlink MIMO BC channel H 

in (4.19). Here we restrict the individual power   2

, ,UE i UE ix P   for ith UE, and PUE = 

PUE,1 + PUE,2, where PUE is the maximum allowed power of UEs. As indicated in (2.21), 
the capacity region of the MIMO MAC uplink transmission is the union of  
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where the R1, R2 are the rates for two UEs separately and *
1h  and *

2h  are the first and 

second column of *H  defined in (4.25). 

According to equation (4.26), the sum-rate capacity in the uplink phase can be expressed 
as  

                                   
,1 ,2* *

2 2 1 1 22 2 2log det UE UEUL
BSC

P P
C

 


 
   

 
I h h h h .      (4.27) 

4.3.3.Numerical results  

In this section, we run numerical simulations to compare the achievable capacities (for 
unit bandwidth) of base station coordination in section 4.3.2 with the conventional system 
in section 4.3.1. The channel gains are all assumed i.i.d. complex Gaussian ~ CN (0,1), 
which indicates the ideal Rayleigh fading environment. The noises in the network are 
assumed to be additive and with variances σ2 = 0 dBW. For statistic channel coefficients, 
the expected capacity is the average of sum-rate capacities in each channel realization 
(1000 times), which can be calculated by equation (4.17), (4.18), (4.24) and (4.27) 
accordingly. For simplicity, the power levels are assumed to be equal for all the eNBs or 
UEs, i.e. PeNB,1 = PeNB,2 = ½ PeNB and PUE,1 = PUE,2 = ½ PUE. The independent variable 
chosen here is PeNB (or PUE in the uplink phase), since the noises are assumed to be unit, 
PeNB (PUE) is also an index of SNR on each parallel channel. 
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Figure 4.4.Downlink sum-rate capacity versus PeNB: conventional and base station coordination 
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Figure 4.5.Uplink sum-rate capacity versus PUE: conventional and base station coordination 
 

From figure 4.4 and 4.5 the advantage of base station coordination over the conventional 
time divided transmission scheme is shown visibly. In the downlink phase, in the case of 
high SNR, for every 3dB increase in SNR, the base station coordination with zero-forcing 
pre-coding can reach two times of the sum-rate capacity gain (2 bps/Hz) comparing with 
the conventional system (1 bps/Hz); in the case of low SNR, the capacity of base station 
coordination is nearly the same or even lower than the capacity of the conventional 
system, which indicates that zero-forcing pre-coding is sub-optimal. The reason is that in 
base station coordination, the allocated power is not fully used to transmit the useful 
signal. For example, with PeNB = 0 dBW = 1 W, so that the individual power is PeNB,1 = 
PeNB,2 = ½ PeNB = 0.5 W. For a random realization, the channel matrix is 

0.1044 + 0.0093i -0.5572 - 0.4195i

0.2087 + 0.9722i 0.1993 + 0.3443i

 
  
 

Η , and the corresponding pre-coding matrix 

is
0.1717 - 0.2229i 0.1247 - 0.4772i

-0.5799 + 0.3977i -0.0220 - 0.0708i

 
  
 

W . We can calculate that the actual transmit 

power of 1th eNB is 0.3224 W, and the actual transmit power of 2th eNB is 0.5 W. There 
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is a power penalty of 0.1776 W of base station coordination for this channel realization, 
which results in a degradation of the sum-rate capacity. In the uplink phase, the base 
station coordination reaches higher capacity for both low and high SNR in the network, 
the reason of which is the receivers (eNBs) can cooperatively decode so that all the 
receive signals are considered as useful ones. The system gains from the multiplexing, 
and the complexity lies on the pre- or post- processes which require channel status 
information on the eNBs. 
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Figure 4.6.Downlink outage probability (at R=2bps/Hz) versus PeNB: conventional and base station 

coordination 
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Figure 4.7.Uplink outage probability (at R=1bps/Hz) versus PUE: conventional and base station 

coordination 

 
Figure 4.6 and figure 4.7 show the outage probabilities in the downlink and uplink phase 
respectively. In the uplink phase, it is clear that the coordinated eNBs can reach the lower 
outage probability than the conventional system. However, in the downlink phase, the 
zero-forcing method does not have gains for base station coordination technology. 

Because of the uplink-downlink duality introduced in section 2.3.4 and the equation 
(2.21), we can interpret the theoretical sum-rate capacity for the downlink transmission, 
which is in the same form as equation (4.27) by replacing power of UEs PUE and power 
of eNBs PeNB. 
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Figure 4.8.Downlink sum-rate capacity versus PeNB: theoretical and zero-forcing base station coordination 

 

Figure 4.8 shows that ZF pre-coding base station coordination cannot reach the dual 
theoretical sum-rate capacity bound. To achievable the same sum-rate capacity indicated 
in the theoretical bound, the base station coordination need approximately 4 dB increase 
in the transmit power, which means ZF is a sub-optimal pre-coding method. 
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Figure 4.9.Downlink outage probability (at R=2bps/Hz) versus PeNB: theoretical and zero-forcing base 

station coordination 

 

Figure 4.9 shows that ZF pre-coding base station coordination does not have good outage 
performance as good as expected in theory because it only cancel the inter-cell 
interference preliminary but not make use of it for capacity enhancement.  
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             5 
THE COMBINATION 
 
It is useful to consider a transmission scheme which combines relaying and base station 
coordination together, since the relay could enhance the wireless link quality and base 
station coordination could reduce the inter-cell interference. If it’s practical to integrated 
the two technologies in one, higher spectral efficiencies can be expected. In this chapter, 
we constraint our analysis in a simple two-cell case in which one eNB and one UE are 
located in each cell and one RN is located on the board of the two cells. 

Section 5.1 introduces the share relaying system. Section 5.2 models the uplink and 
downlink transmissions in the assumption of combining the shared relaying and base 
station coordination. Section 5.3 evaluates the capacities achievable in the combination 
scheme and compares with other three different scenarios. 

5.1.Shared relaying 

There are different relay architectures for the cellular networks [109][128]. Due to the 
fact that relaying does not take the inter-cell interference into consideration, we can only 
assume that transmissions in neighbor cells are time (or frequency) divided. Other than 
the relay architecture defined in IEEE 802.16j, in which each relay has a single “parent” 
base station, in this report, we introduce a shared relaying strategy, in which the adjacent 
eNBs share the same RN, as shown in figure 5.1. 

The advantages of shared relaying are more from the deployment point of view. It is 
obvious that less RNs are needed for completing the task of enhancing the wireless links 
in several cells. 

Similar with symbols and notations in chapter 3 and 4, in this chapter, hAL,k is the channel 
gain for the AL link from the RN to the kth UE, hDL,mk is the DL channel gain from the 
mth eNB and the kth UE, and hRL,m is the RL channel gain from the mth eNB to the RN. 
xeNB,m, xr and xUE,k are the signals transmitted by the mth eNB, the RN and the kth UE, 

respectively, and the individual power levels are  2

, ,eNB m eNB mx P  ,  2

r RNx P   
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and  2

, ,UE k UE kx P  . The total power allowed in the uplink for the UEs is PeNB = PeNB,1 

+ PeNB,2 and maximum power allowed in the downlink for eNBs is PeNB = PeNB,1 + PeNB,2. 
yeNB,m, yr and yUE,k are the receive signals at the mth eNB, the RN and the kth UE, 
respectively. neNB,m, nr and nUE,k are the noises observed at the mth eNB, the RN and the 
kth UE, with variances σ2, σr

2 and σ2, respectively. The channel gains in the uplink are 
assumed to be the conjugate transposes of those in the downlink. 

The RN is assumed to be in FDX AF mode in this scheme so that the processing time on 
the RN can be ignored compared with the pilot time period. 
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Figure 5.1.Uplink (above) and downlink (below) transmissions with shared relaying 
 

Figure 5.1 shows the transmissions in the uplink and downlink phases for a system with 
shared relaying, where the black lines denote transmissions in the first time slot and red 
lines denote transmissions in the second time slot. It is similar with the configuration in 
section 4.3.1 for the conventional network. The difference is in each of the time slots the 
transmissions are assisted by a RN which is as modeled in section 3.3.3. 
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The scheduler allocates one time slot for one cell sequentially, for FDX AF, as indicated 
in equation (3.24), the sum-rate capacity for the shared relay system in the downlink 
phase is  
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,     (5.1) 

where the subscript SR denotes the shared relaying and the factor ½ is for averaging the 
rates in two time slots. The other elements are defined as in the section 3.3.3: 
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.  

Similarly, in the uplink phase, the sum-rate capacity is  
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5.2.System model 

The system applying the combination of shared relaying and base station coordination is 
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as shown in figure 5.2. 

 

Figure 5.2.Uplink (above) and downlink (below) transmissions in the combination scheme 

 

In the downlink phase, assuming ,11 ,21
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DL DL

DL DL

h h
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H  is the channel matrix from eNBs 

to UEs (DLs) and  ,1 ,2r RL RLh hh  is the channel vector from eNBs to RN (RLs), the 

RN receives  

                                                              r r eNB ry n h x ,        (5.3) 

where ,1

,2

eNB
eNB

eNB

x

x

 
  
 

x   is the transmit signal vector from the eNBs. 

The RN is assumed to be FDX AF, so the forward signal is  

                                                                            r AF rx g y ,        (5.4) 
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according to (3.9), the amplification gain can be expressed by  
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where the denominator denotes the power of receive signal at the RN. 

At the kth UE, the receive signal is the addition of the signals from the eNBs and the RN. 
It can be modeled as  
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,    (5.6) 

where  ,1 ,2k DL k DL kh hh  is the channel from eNBs to the kth UE and equal to the kth 

row of H. Comparing with the expressions for the base station coordination in (4.16), 
there are two differences:  

1. the channel vector is replaced by ,k k AL k AF rh g h h h   ; 

2. the noise term , , ,UE k AL k AF r UE kn h g n n  is the amplified noise with power 

2 2 2 2
, , AFUE k AL k rN h g    . 

As explained in the chapter 4, the system can be treated as a multi-user MIMO system 
with two distributed transmit antennas and two independent receive antenna. In order to 
cancel the inter-cell interference, zero-forcing pre-coding is applied at the eNBs, i.e. the 

condition 0k i h w , for any i k , should be satisfied. wi is the ith column of the 

pre-coding matrix 11 21

12 22

 
 
 

  
 

W , which can be found through the procedure 

discussed in section 4.3.2 for the base station coordination technology. 

Then the sum-rate capacity is  

                                           

2 2

2 2
,1 ,

1 1 2 2

2

log 1 log 1DL
C

UE UE

C
N N

   
      
   
   

w wh h 

 
,    (5.7) 

where the subscript C denotes the combination transmission scheme, kh  and ,UE kN  are 

as shown in (5.6). 
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In the uplink phase, assuming 
* *

,11 ,12*
* *

,21 ,22

DL DL

DL DL

h h

h h

 
   
 

H  is the channel matrix from UEs to 

eNBs (DLs) and  * *
,1 ,2

UL
r AL ALh hh  is the channel vector from UEs to the RN (ALs), 

the RN receives  

                                                              UL UL
r r UE ry n h x ,       (5.8) 

where ,1

,2

UE
UE

UE

x

x

 
  
 

x   is the transmit signal vector from the UEs. 

The RN is assumed to be FDX AF, so the forward signal in the uplink is  

                                                                           
UL UL UL
r AF rx g y ,       (5.9) 

according to (3.9), the amplification gain can be expressed by  

                                                 
UL

2 2 2
UE,1 ,1 UE,2 ,2

RN
AF

AL AL r

P
g

P h P h 


 
,     (5.10) 

where the denominator denotes the power of receive signal at the RN. 

At the eNBs, the received signal vector consists of the signals from the UEs and the RN. 
It can be modeled as  
                               

*
,1*

*
,2

* * * * * * *
,11 ,1 ,1 ,12 ,1 ,2 ,1

* * * * * *
,21 ,2 ,1 ,22 ,2 ,2

        

UL

RL
eNB eNB r eNB

RL

UL UL UL
DL RL AF AL DL RL AF AL RL AF r eNB

UEUL UL
DL RL AF AL DL RL AF AL

h
x

h

h h g h h h g h h g n n

h h g h h h g h

 
    

 
   

     
H

y H x n

x



,1
*

,2 ,2

eNB

UL
RL AF r eNBh g n n

 
   

n


,  (5.11) 

where HUL is the equivalent channel matrix and the noise power at each eNB is then 
2 2 2 2

e , , AFNB m RL m rN h g    . Similar with (3.11) and (3.12), scale the noises power to 

unit, rewrite (5.11) as  
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   
   

1/2 * * * 1/2 * * *1/2
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x
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


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, (5.12) 

where where eNBy , ULH  and eNBn


 denote scaled version of receive signal vector, 

channel matrix and noise vector, respectively. 

Since we consider the uplink transmissions are also MIMO multiple accessing, according 
to equation (4.26), the uplink capacity can be expressed as  

                                       ,1
* *

2 1 1 2 , 22log det UL UL ULUL
C UE

UL
UEC P P  I h h h h    ,     (5.13) 

where 1
ULh  and 2

ULh   are the first and second column of the uplink channel matrix ULH  

defined in (5.12). 

 

5.3.Performance evaluation 

5.3.1.Four scenarios and simulation assumptions 

In this section we evaluate the sum-rate capacities for four different scenarios as 
following: 

Scenario 1: Conventional system 

The uplink and downlink transmissions are according to section 4.3. 1. 

Scenario 2: The system with a shared relay  

The uplink and downlink transmissions are according to section 5.1. 

Scenario 3: The system with base station coordination 

The uplink and downlink transmissions are according to section 4.3.2. 

Scenario 4: The system with the combination of shared relaying and base station 
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coordination  

The uplink and downlink transmissions are according to the section 5.2. 

According to the WINNER II channel models of path loss described in Appendix A and 
parameters in table 5.1, simulations are done to show the sum-rate capacities for the four 
different cases mentioned above. 

Table 5.1.Simulation parameters 

Number of eNBs 2 
Number of RNs 1 
Number of UEs 2 
Number of antennas on each equipment 1 
Height of the eNB 25 (m) 
Height of the RN 25 (m) 
Height of the UE 1.5 (m) 
Maximum total transmit power of eNBs 17 (dBW) 
Maximum transmit power of the RN 14 (dBW) 
Maximum total transmit power of UEs  5 (dBW) 
eNB-RN channel model WINNER II B5a 
eNB-UE channel model WINNER II C2 NLOS 
RN-UE channel model WINNER II C2 NLOS 
Number of realizations 1000 
Cell radius 876 (m) 
Noise power -144 (dBW) 
Carrier frequency 2 (GHz) 
Distance between the eNB and the UE in the same cell 700 (m) 
Distance between the eNB and the UE in the different cell 1052 (m) 
Distance between the RN and the UE 176 (m) 

 

Denote a as the factor of attenuation caused by the path loss and shadowing, which can 
be calculated through the models described in Appendix A. Note that a is varying for 
different links DLs, RLs and ALs. The channel gains of RLs and ALs are all assumed to 
be complex Gaussian ~a × CN (0,1), which indicates the Rayleigh fading environment. 
The small-scale fading on the DLs is ignored due to the strong LOS transmission. The 
noises in the network are assumed to be additive and with variances σ2 = σr

2 = -144 
(dBW). For statistic channel coefficients, the expected capacity is the average of sum-rate 
capacities in each channel realization (1000 times), which can be calculated by equation 
(4.17), (4.18), (4.24), (4.27), (5.1), (5.2), (5.7) and (5.13) accordingly. For simplicity, the 
power levels are assumed to be same for all the eNBs or UEs, i.e. PeNB,1 = PeNB,2 = ½ 
PeNB and PUE,1 = PUE,2 = ½ PUE.  
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5.3.2.Numerical results 

First we evaluate the sum-rate capacities with the changes in eNBs (or UEs in the uplink 
phase)transmit power PeNB (PUE in the uplink phase). The RN transmit power PRN is set 
as 50% of PeNB accordingly. 
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Figure 5.3.Downlink sum-rate capacity versus PeNB: four Scenarios 
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Figure 5.4.Uplink sum-rate capacity versus PUE: four Scenarios 

 

Figure 5.3 and 5.4 show the relationships between sum-rate capacities and eNB transmit 
antenna power in the downlink phase and UE transmit antenna power in the uplink phase, 
respectively. Generally the sum rates are increasing with the antennas power, since higher 
transmitted power leads to higher SNR. In the downlink, because of the sub-optimal 
nature of zero-forcing pre-coding, the combination of shared relaying and base station 
coordination outperforms the others at high transmit power (> 9 dBW) and the shared 
relaying is the best choice when transmit power of eNB is lower than 9 dBW. This results 
also implies the main contribution in the performance improvement is done by the RN. 
The close distance between the RN and UE causes this consequence. For a simple 
calculation, following the parameters set in table 5.1, in the downlink phase, when PeNB = 
0 dBW, PRN = ½ PeNB = -3 dBW a typical receive SNR of the DL at the UE is 

2

,112
15.5eNB

DL

P
h dB


 , and a typical receive SNR of the AL at the UE is 

2

,12
36.5RN

AL

P
h dB


 . So that the transmissions of the RN dominate the system 

performance. In the uplink, the achievable sum-rates capacities follow the order 

UL UL UL UL
C SR BSC CONC C C C   . 
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Next we fix the eNBs (UEs) power as maximum and change PRN to check the benefits 
obtained from the RN.  
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Figure 5.5.Downlink sum-rate capacity versus PRN: four Scenarios 
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Figure 5.6.Uplink sum-rate capacity versus PRN: four Scenarios 

 

Figure 5.5 and 5.6 show how sum-rate capacities change with the increasing of RN 
transmit power. The performances of convention system and coordinated eNBs stay 
unchanged since there’s no RN deployed in these two cases. We can see that in the 
downlink phase, when the power of RN increases from 0 dBW to 14 dBW, the capacity 
of the combination case grows with 0.5 bps/Hz while the capacity of share relaying 
system increases with 3.5 bps/Hz. In the uplink phase, for 14dB increase in power of the 
RN, the capacity of the combination case grows with 2 bps/Hz while the capacity of share 
relaying system increases with 1 bps/Hz. 

Assume that the eNBs, the RN and UEs are aligned in a straight line, which means if the 
distance between the RN and UE1 is d1 (originally in table 5.1, d1 = 176 (m)), then the 
distance between UE and eNB1 is 876 – d1 (m) and the distance between UE and eNB2 is 
876 + d1 (m). Then we show the influences of UEs’ locations to the system sum-rate 
capacities. Set PeNB and PRN at the maximum and varying the distances between the RN 
and UEs d1 to draw a 3-D surface. 
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Figure 5.7.Downlink sum-rate capacity versus distance apart from RN: four scenarios 

 

Figure 5.7 shows the influences of UEs’ locations in the downlink transmissions. With 
the highest transmitted power levels on both RN and eNBs, we change the positions of 
UEs along a path from RN to eNB. The combination of shared relaying with base station 
coordination outperforms the others in all the covered area. 
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Figure 5.8.Uplink sum-rate capacity versus distance apart from RN: four scenarios 

 
Figure 5.8 shows the influences of UEs’ locations in the uplink phase. With the highest 
transmitted power levels on both RN and eNBs, we change the positions of UEs along a 
path from RN to eNB. The combination of shared relay with base station coordination 
outperforms the others in the region where the UEs are close to the RN and the pure base 
station coordination seems to be the best choice for the case that all the UE are located 
near the their ‘parent’ eNBs. When the UEs are far away from the RN, the useful signal 
receive at the RN from UEs is very weak. Since the RN is FDX AF, the signal it forwards 
will contain a large proportion of noises. That is the reason why the shared RN plays a 
negative role for the system capacity in the uplink when the UEs are not at the cell board.  

From figures 5.3-5.8, we can conclude that the combination of techniques is feasible and 
efficient methods to enhance the cell edge performance. For the cell-edge UEs, they 
mainly benefit from the assistant of the RN. However, if all the UEs are close to the 
eNBs, the combination scheme may not have the best performance. The control point 
should do the scheduling task based on the channel state information and decide the most 
suitable transmission scheme for the specific users at the specific positions. 
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             6 
CONCLUSION AND FUTURE WORK 
 
In this report, we investigate relaying and base station coordination technologies and their 
combination in LTE-Advanced networks with the purpose of improving the cell-edge 
multi-user performance. We divide the task into three main parts, which are discussed in 
chapter 3, 4 and 5 respectively. 

Firstly, we analyze the relaying technology. With the knowledge that relaying could 
enhance the wireless links, we examine the differences between the HDX/FDX work 
mode and AF/DF forward strategies. FDX relaying reaches nearly twice of the 
performance of the HDX relaying and DF relaying is limited by the quality of relay link 
because the rate of the first time slot should satisfy the requirement of the reliable 
decoding procedure on the RN. If the RL is ideal, DF relaying outperforms AF relaying 
in a capacity point-of-view because it does not forward noises in the network. 

Secondly, we evaluate the base station coordination technology. With multi-cell 
processing, the adjacent eNBs can form a virtual antenna array and then the system can 
then be model as MIMO MAC and MIMO BC in uplink and downlink phases 
respectively. With the tools provided by the multi-user information theory, we can 
calculate the theoretical bound of multi-user MIMO sum-rate capacity. Zero-forcing 
pre-coding is chosen to realize multi-user transmissions in the downlink phase in the base 
station coordination scheme discussed in this report. In an application of these theories in 
a two-cell system, inter-cell interference is perfectly eliminated and the capacity 
enhancement compared with the conventional system is proven in the case of relatively 
high SNR. 

Finally, a combination scheme is proposed based on the idea that enhancing the wireless 
link and reducing the inter-cell interference could be done concurrently. A shared relay 
node is chosen as the relay architecture for the reason that less RN deployments are 
required in the network. Numerical results show that this transmission scheme can enable 
the simultaneous transmissions to multiple users in different cells and gain higher 
sum-rate capacity than those systems applying relaying or base station coordination alone. 
So that it is a good solution for improving the cell-edge multi-user performance. 
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Future works still need to be done in the following areas:  

1. The feedback and estimation of the channel state information. Throughout the report, 
the channel status information (or the distribution) is assumed perfectly known at least at 
the eNBs. However, in a practical system, the methods of acquiring the real-time channel 
status information are difficult to realize since the wireless links vary with time and the 
accurate estimations of the channel status are quite important. 

2. The synchronization in each frame. Since there are plenty of co operations among the 
eNBs, RNs and even UEs, the synchronizations of signals are of importance to the 
success of transmissions. 

3. The scheduling algorithm for better resources allocation over a large number of RBs. 
The scheduler will not only decide the pre- and post- processing but also be involved 
with selection of RBs, the fairness of the achievable rates of multiple users, etc. 

4. The better pre-coding design which can be adapted in a large scale network with large 
number of cells. We can see the zero-forcing pre-coding is sub-optimal even for a simple 
2 × 2 channel matrix. In reality, the design will face challenges like the rank deficient 
matrix, correlated antennas, etc.
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Appendices 
 

Appendix A: WINNER II channel path loss models [124] 

Channel state information is very important, particularly for coordinated eNBs to decide 
their pre-coding weights matrix, and its time-variant nature makes the measurements 
even more complicated. In proposed drafts for LTE-Advanced, the channel state 
information is obtained from some specific reference signaling. In this report the perfect 
channel state information is assumed at the eNBs, but good models are still needed to 
make the simulation more practical. Here two types in WINNER II - Wireless World 
Initiative New Radio model II, scenario B5a and scenario C2 Non-Line-Of-Sight (NLOS), 
are selected to model the transmissions from eNB to RN and from eNB/RN to UE, 
respectively. 

The typical path loss model in WINNER II is  

                       10 10log ( ) log ( )
5

cfPL A d B C X    ,  

where d is the distance between the transmitter and the receiver, fc is the carrier frequency, 
the fitting parameter A includes the path-loss exponent, parameter B is the intercept, 
parameter C describes the path loss frequency dependence, and X is an optional, 
environment-specific term. The shadow fading is assumed to follow zero-mean Normal 
Distribution with standard derivation σ. 

The eNB to RN channel is chosen following scenario B5a where the connection is almost 
like in free space and signals can be assumed to consist of a strong LOS signal and single 
bounce reflection,  

                                                      10 1023.5log ( ) 42.5 20log ( )
5

cfPL d   ,  

with shadow fading standard derivation σ = 4. 

The channel from eNB/RN to the UE is assumed to be in scenario C2 Non-Line-Of-Sight, 
which is a typical urban macro-cell that UE is located outdoors at street level and fixed 
eNB clearly above surrounding building heights. NLOS is a common case, since street 
level is often reached by a single diffraction over the rooftop,  

      10 10 10 BS 1044.9 6.55log ( ) log ( ) 34.46 5.83log 23log ( )
5

c
BS

f
PL H d H     ,  

with shadow fading standard derivation σ = 8, where HBS is the height of the base station 
(eNB) antenna. 
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