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Abstract

Emotional datasets for automatic affect prediction usually employ raters to annotate emotions
or verify the annotations. To ensure the reliability of these raters some use interrater agreement
measures, to verify the degree to which annotators agree with each other on what they rate.
This systematic review explores what kind of interrater agreement measures are used in emotional
speech corpora. The affective states, the affect representation schemes, and the collection method
of the datasets as well as the popularity of these measures were investigated. Scopus, IEEE Xplore,
Web of Science, and ACM digital library were used to extract papers that describe the creation
of datasets. 45 papers were included in the review. The review concludes that the interrater
agreement measures used, are highly dependent on the collection method for speech and the affect
representation schemes. It was found that there is no standardized way to measure interrater
agreement. Datasets that use actors to record emulated emotions mostly use recognition rate as
their interrater agreement measures. Datasets that use a dimensional representation scheme often
compute the mean agreement of the raters and the standard deviation of that measure to check
the interrater agreement. Datasets that do not use actors nor are dimensional use a plethora of
different measures such as probabilistic computing of agreement, or majority agreement measures,
but a large amount use no measures at all.

1 Introduction
People use speech to express emotions, and correctly recognizing emotion helps navigate complex social
environments [1]. However, different people might hear and recognize emotions differently, which makes
its identification slightly subjective [2].

Speech affect prediction or the field of Speech Emotion Recognition (SER) tries to predict emotion
or affect from speech. Affect, which is often used interchangeably with emotion, can be seen as the
subjective and immediate effect of emotion or a subjective state of feeling [3]. SER has applications
in aiding AI speech recognition machines, such as Alexa or Google Home [4], in diagnosing psychiatric
problems [5, 6], and detecting depression [7].

To develop SER machines, the model is generally trained through supervised learning. This means
that the datasets need to be labeled. However, two people might observe emotions differently. Some
might confuse fear, with sadness for example. Therefore, labeling data on emotion is challenging. One
solution to manage these differences of opinion is to devise agreement measures between the people
who rate emotions. These measures are called interrater agreement measures and examples are kappa
statistics or percentage agreement [8]. These measures enhance, and verify the reliability of the final
labels chosen.

Existing reviews and research on emotional datasets for SER often focus on the emotions targeted,
the collection method for the audio records, or the feature and classifier selection [9, 10, 11, 12, 13].
There is rarely any focus on the interrater agreement measures. Therefore, it is unclear what measures
are being used in the creation of emotional speech corpora.

To research these measures this paper seeks to answer the following question: "How do existing
datasets for Speech Emotion Recognition differ concerning interrater agreement measures?" To help
answer this question several sub-questions have been identified as shown in table 1.

A systematic review will be conducted to assess the use of interrater agreement in datasets created
for SER. A systematic review was chosen to give a reproducible and unbiased overview of the currently
existing published works. In section 2 the methodology of the systematic review will be described in
detail, with the results of the literature search. Section 3 will present the results found by the systematic
review. In section 4, the ethical considerations surrounding this research will be examined. In section
5, the interpretation of the results will be discussed. Lastly, in section 6, a conclusion will be drawn
from the findings of the research, and the possibilities of future work will be explored.
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2 Methodology
This paper is structured according to PRISMA guidelines for report writing [14]. The survey will be
performed according to the steps explained in the student guide to systemic reviews [15]. Firstly, the
eligibility criteria for a paper to be included in the review are formulated. The search databases used
to retrieve the literature are discussed after. Thirdly, the search strategy and the queries used to build
including the constraints for feasibility are presented. Next, the selection process of retrieved papers
is described, followed by a description of the data extraction process. Lastly, the results are described
and presented.

Table 1: Sub-questions

Sub-question Explanation
SQ1: What types of affective states have been
targeted by datasets (e.g., only emotions or
mood?)

To fully understand how the affect is modeled, it
is important to know what affective states have
been targeted. Is it only emotions, or is mood
also targeted?

SQ2: What different affect representation
schemes have been used in these datasets (and
what is the specific motivation for using specific
schemes)?

To understand how different raters have rated the
affect in Speech, it is necessary to know how the
affect is modeled. There might be a large differ-
ence in interrater agreement when using the six
emotions in comparison to the Valence-Arousal
model for example.

SQ3a: Do datasets collect multiple ratings for a
record (and how many)?

To measure interrater agreement within a
dataset, this is needed to see the differences.

SQ3b: If so, do datasets measure interrater agree-
ment?

It is relevant to see if they also measure the agree-
ment, instead of just using multiple raters.

SQ3c: What measures do they use for this (and
what is the level of agreement)?

To further understand how interrater agreement
is used, the measurement strategies need to be
retrieved.

SQ3d: Do dataset creators use any strategies
to facilitate/facilitate interrater agreement (and
what are these)?

Lastly, if the interrater agreement is measured,
do the creators use any strategies to enhance the
agreement or ratings?

SQ4: Is there a change in how datasets measure
interrater agreement over time?

We want to understand how the interrater agree-
ment measures and usage have changed over time.
Do newer researchers use it more, less, or the
same? Did the strategies change over time?

SQ5: Is there a relationship between the affect
representation scheme used by datasets and their
interrater agreement?

As mentioned for SQ2, we want to see the differ-
ence a representation scheme can have on the in-
terrater agreement, to see if some schemes might
be more intuitive for raters to rate in.

2.1 Eligibility criteria
To ensure a systematic approach to the review, and consistency in selecting papers, inclusion and ex-
clusion criteria need to be identified. Inclusion criteria describe the specific attributes a study or source
must have to be included in the review. Exclusion criteria describe the attributes that disqualify a
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study from being in the review. To identify these criteria sub-questions that will help answer the main
research question are considered and defined in table 1. These sub-questions form the foundation of
the eligibility criteria, and the necessity to answer the main question is further specified. The identified
Inclusion Criteria are explained in table 2 and the exclusion criteria in table 3. Lastly, we identified
known speech corpora following this review on SER [9].

Table 2: Inclusion Criteria

Inclusion Criteria Motivation
The paper describes the creation of a dataset. The scope of the research is finding the datasets

to analyze. Therefore, only papers that describe
these datasets are to be included.

The paper uses a scheme or a consistent way to
represent emotion.

The emotion has to be represented consistently
for all raters within the dataset. Raters should
not be able to choose different representations.

The dataset is or can be used for SER. SER is the subject of the research. A dataset can
be used for SER if they save speech records with
emotion labeled to these records.

Table 3: Exclusion criteria

Exclusion Criteria Motivation
The paper is not written in English. The paper should be readable.

The dataset does not use human labeling to label
emotion.

The goal of this research is to survey the inter-
rater agreement in these datasets. Therefore, hu-
man labeling is necessary. Note that datasets that
use actors to emulate emotions will not be ex-
cluded, as the dataset receives the annotations
from humans.

The dataset represents emotion in a binary man-
ner.

Datasets can represent emotion in a binary man-
ner, e.g. this speech is emotional or this speech
is not emotional. These datasets are excluded,
as these datasets do not target specific affective
states.

The paper describes a multi-modal database and
this dataset does not store speech with emotion
labels separately.

Datasets with data of multiple different emotional
inputs exist. If these datasets store speech as
a distinct input with separate labels, they can
be included. If these datasets store e.g. videos
with speech, and that combination is labeled they
should be excluded.

The dataset uses gibberish as emotional speech. Datasets may focus on speech without any mean-
ing with emotional intonations behind it. For this
review these are excluded.
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2.2 Search databases
The databases used for the collection of papers are Scopus, Web of Science, IEEE Explore, and ACM
Digital Library. These databases were chosen, as the TU Delft library allows access to all these
databases, and the results will not only offer a large recall for the area of Computer Science but also
fields such as psychology, which is prevalent in this research.

2.3 Search Strategy
For the project, the necessary papers are papers that describe emotional speech datasets. Furthermore,
these datasets are to be used for Speech Emotion Recognition. For these reasons, the following keywords
were identified: Speech, Affect, Recognition, and Dataset, see table 4. Narrowing keywords were also
identified to further specify the search, as shown in table 5. To verify the accuracy of our query,
8 datasets with their corresponding papers were identified and used for validation of the query. The
scoped datasets should be returned in the query. These datasets can be found in Appendix A.2. Lastly,
to attain the final query, shown in table 6, a feasibility constraint was applied, such that the main
keywords were restrained to only the title. This resulted in the loss of two scoped papers in the query
search, but this was found acceptable. If no feasibility constraints were in play, the final search query
shown in Appendix A.3 is preferred.

Table 4: Keywords

Affect Speech Recognition Dataset
Affect* Speech recogni* dataset

Emotion* Speaker predict* database
mood* Spoken input detect* corpus
feeling audio analysis

classification
represent*
annotat*
label*

Table 5: Narrowing Keywords

Classification Creation
classification creat*
represent* develop*
analysis construct
label* produc*

annotat* design*
collect*
build

2.4 Selection Strategy
After generating the lists of papers, and the removal of duplicate papers, they need to be further
screened on the inclusion and exclusion criteria to ensure their validity. That will be done in the
following manner.
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Table 6: Final Search Query (Scopus)

Query (TITLE-ABS-KEY ((represent* OR “classification” OR “analy-
sis” OR label OR annotat* ) AND (predict* OR recogni* OR
detect* OR identif* OR interpret* OR measur) AND (develop*
OR create* OR construct* OR produc* OR design OR collect*
OR buil* )) AND TITLE (emotion* OR affect*) AND TITLE
(“Speech” OR “Spoken input” OR “audio” OR “speaker” ) AND
TITLE (“dataset” OR “database” OR “corpus”))

Result 165
Intersection 6/8

1. Filtering by title: The first step of the filtering process. If it is concluded from the title that the
paper is on another subject and/or does not adhere to the eligibility criteria, they are excluded.

2. Filtering by abstract: The first step is repeated, but now the abstract will be analyzed. This will
likely be done simultaneously with the title filtering step.

3. Full-text filtering: The papers that remain, will all be obtained for full-text screening. In this
stage of screening, the papers are read fully, to again check if they meet the eligibility criteria.

The entire identification of papers is summarized in the PRISMA flow diagram as shown in figure
1.

Figure 1: PRISMA flow diagram
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2.5 Feasibility Filtering
Due to a large recall of papers, it was deemed infeasible to analyze all papers on their eligibility
criteria for a 10-week project. Therefore, feasibility criteria were constructed to address this issue.
This filtering is done in addition to the filtering operations mentioned in section 2.4. In this filtering
process, it is eligible papers will be excluded, but due to time constraints, this is unavoidable. This
filtering process will be done as follows:

1. Title constraints in the Base Query: As mentioned in section 2.3, the main keywords were
constrained to be only in the title. Generally, widening the keywords to abstract is safer, as
there is more room for error within the chosen keywords, and in title naming by the authors.
However, as only 2 papers were lost from this constraint, it was deemed acceptable.

2. Filtering by Research Topic: Scopus and Web of Science have built-in filtering options, that allow
for filtering on research topics. To narrow results in these two databases only papers within this
field will be retrieved.

2.6 Search Results
The protocol, as described above, resulted in a set of 45 papers that are included in the review. These
papers and their properties are shown in chapter 3 in table 7.

2.7 Data Extraction
The papers that are selected after the screening stages are used for data extraction. The information
necessary to answer the research question, derived from the sub-questions, shown in table 1 is listed
below. This is ultimately also the information that is retrieved from the datasets.

• Affective states targeted (SQ1)

• Affect representation scheme/model (SQ2 + SQ5)

• Source of emotional speech (SQ5)

• Annotating strategy (SQ3 + SQ5)

• Ratings per record (SQ3)

• Interrater agreement, if applicable (SQ3 + SQ5)

– Measuring method
– Level of agreement
– Facilitation strategy

• Interrater strategies (SQ3)

• Publication year (SQ4)

3 Results
In this section, the data extracted from the 45 papers is presented. Table 7 shows the included datasets
with the properties relevant to this review. Datasets that did not have a defined name are indicated
with (P) in the table. Subsection 3.1 describes the affective states targeted by the datasets, and the
schemes used to represent the emotions, as shown by the second and third column of table 7. Secondly,
subsection 3.2 will describe how the audio records for the datasets are collected
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and annotated. The numbers in the speech column of table 7, refer to the three methods described
in this section. Furthermore, in subsection 3.3 the interrater agreement measures and strategies are
presented. Lastly, in subsection 3.4 the changes in interrater measurement over time are shown.

3.1 Affective States
All of the papers collected only targeted emotions for affective states. Mood was mentioned as a
possibility in future work and recommendations in a few papers, but ultimately never used for the
creation of the datasets.

As shown in table 7 most papers used a categorical representation scheme. The number of emotions
targeted, and the specific emotions do differ. The emotions happy, angry, and sad are used in all
datasets, and most datasets use some variation of Ekman’s big six emotions, happy, angry, sad, fear,
disgust, and surprise, as shown by table 8. Datasets that used simpler schemes to model emotions
were mainly focused on emotions easy to emulate or understand for raters, or their higher frequency of
appearance in natural emotion. Some databases also targeted topic-specific emotions. For example [37],
a dataset created for depression detection, based their model on Ekman’s big six emotions, but instead
of using disgust, they opted for depressed. TED-LIUM [28] used happy, angry, sad and neutral as their
primary emotions, but used ted-talk or presentation-specific secondary emotions such as leadership,
friendly, or arrogant. The last three rows of table 8 depict the dimensional emotional models, which
only count 9 datasets.

Table 8: Affective states targeted in different datasets

Affective States Papers Number of Papers
Primary Emotions (happy, angry, sad) [28], [30], [29], [31], [41], [44],

[45], [46], [47], [51], [53], [54]
12

Primary emotions with fear [22], [24], [27], [32], [33], [36], [52] 7
Variation of Ekman’s six emotions (happy, an-
gry, sad, fear, digust, surprise)

[18], [19], [20] [21], [25], [26], [34],
[35] [37], [38], [39] ,[42], [43], [48],
[50], [55], [56], [57] [58], [59], [60]

21

Neutral [16], [17], [20], [23], [24], [25],
[26], [27], [28], [29], [30], [31],
[32], [33], [34], [36], [37], [38],
[41], [43], [44], [45], [46], [47],
[48], [50], [51], [52], [53], [54],
[55], [56], [57], [59], [60]

34

Extended emotions (including boredom, sar-
casm, etc.)

[19], [21], [23], [28], [37], [34],
[39], [43]

8

Plutchik’s wheel of emotion [17], [40] 2
Valence, Arousal [21], [22], [49] 3
Valence, Arousal, Dominance [18], [34], [41], [50] 4

3.2 Speech Collection and Annotation Strategies
When creating a speech corpus there are 3 common ways to collect the audio records.

1. Hiring and recording actors emulating specified emotions.

2. Creating a controlled environment where emotion is induced in participants

3. Collecting audio records from real-life scenarios or films and using annotators to identify emotions.
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These different methods will determine the way these datasets will be annotated and use raters
to create the dataset. The datasets using the first method do not use raters to annotate the records,
as the actors already emulate, and thus annotate the necessary emotions. However, they often use
raters to increase the reliability of the actors’ emulations; this will be further discussed in section 3.3.
The second approach generally requires manual annotators. Even though emotion is induced in its
participants, the validity of these induced emotions cannot be ensured. Therefore, annotators are used
to establish some level of correctness, in the induced emotions. In the last approach, annotators are
an absolute necessity, as the first-person emotions are unknown.

Table 9: Collection method for audio records of datasets

Collection method Papers Number of papers
Actors [16], [17], [20], [19], [21], [23], [25], [27], [29], [30],

[31], [32], [35], [36], [37], [38], [42], [45], [46], [47],
[48], [50], [52], [54], [56], [58], [60]

28

Inducing emotions [39], [41], [43] 3
External audio records [18], [22], [24], [26], [28], [33], [34], [40], [44], [49],

[51], [54], [55], [56], [57], [59]
16

As table 9 shows, actors are the most common approach for creating audio for an emotional speech
corpus. Even though hiring actors can be an expensive approach, it is a reliable way to create a large
amount of emotional utterances. Inducing emotion, while it is the best at eliciting natural emotion,
is less popular as it requires more time and work in comparison with the alternatives. Lastly, using
external audio is used frequently, as it is the cheapest choice. [54] and [56] both appear twice because
they are created by combining recordings collected from both methods.

3.3 Interrater Agreement Measures and Strategies
The interrater agreement measures are different for all three annotation strategies and are different for
categorical and dimensional emotion schemes. This also means that some measures cannot be applied
to some databases. However, datasets with similar structures often use similar measures for interrater
agreement. The frequency of the measures is shown in figure 2. The methods shown in the graphs will
be explained in the subsections 3.3.1 to 3.3.5.

3.3.1 Recognition Rate

When speakers are recorded emulating desired emotions, these emotions are known, and therefore it
can be argued that raters are unnecessary. However, raters can be employed to verify if the speakers
conveyed these emotions properly, and if they are recognizable to people. This is the most common
measure of interrater agreement in datasets that use actors, used in the following datasets: [16], [19],
[20], [21], [23], [25], [27], [32], [35], [36], [45] [47], [48], [53]. The recognition rate is the percentage at
which records of certain emotions get recognized correctly by the raters. For example, if five raters
rate an utterance emulating anger, and four correctly label the utterance as anger, the recognition rate
is 80%. This is a form of interrater agreement, as the recognition rate also reflects the rate at which
raters agree on the emulated emotion.

To further the quality of the databases, some databases decided to exclude speech excerpts with
low recognition rates [27] [45] [47]. Other datasets may only use this measurement as a subjectivity
analysis for completeness.

Lastly, figure 3 shows the relation between the number of emotions targeted and the number of
raters with the recognition rate.
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Figure 2: Frequency of Interrater agreement measures
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3.3.2 Mean agreement measures

For dimensional or numerical representations of emotion, mean agreement measures are a common
measure to label the emotion. Often the standard deviation is calculated to find the interrater agree-
ment.

One example that facilitates this, is the emotional speech evaluation method using Self Assessment
Manikins (SAMs). This was proposed by the creators of the VAM database in earlier work to evaluate
emotion in dimensional space [61]. SAMs offers an image array of 5 images for the three emotions in
the Valence, Arousal, and Dominance model. Raters are to rate valence arousal and dominance of a
speech record based on these images, which reflect a scale from 1 (low intensity) to 5 (high intensity).
To evaluate true emotion and to minimize outside influences and biases an additive Gaussian noise
signal is assumed. The method uses a Maximum Likelihood Estimator (MLE) to evaluate the mean
true emotion of all raters. The interrater agreement for a single audio record can then be calculated
by the standard deviation d(i) where:

d(i) =

√√√√ 1

(K − 1)

K∑
k=1

(x
(i)
k − xMLE,(i))

2

where i = {V,A,D}, K = number of raters, and x = value of emotion. To produce the final
annotations an Evaluator Weighted Estimator is used which takes the average of annotations weighted
by the annotator’s confidence score. The confidence score is estimated by differences in an annotator’s
ratings of multiple records and the MLE for those records.

Evaluation with SAMs is used by three datasets [18] [34] [50]. [41] uses the same measurement and
process, but does not mention the use of images such as SAMs. Similar measures of mean deviations
are also used in [46] and [49].

10



Figure 3: Recognition rate with affective states targeted and amount of raters
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(b) Recognition rate with amount of raters

0 10 20 30 40 50

50

60

70

80

90

100

Amount of raters

R
ec

og
ni

ti
on

ra
te

(%
)

3.3.3 Majority Agreement and Voting

As shown by table 7 majority agreement and voting measures are mostly used in datasets that represent
emotions categorically and need raters to label these emotions. For a majority agreement measure,
more than half of the annotators should label a record the same emotion. This measure is used by
[22], [28], [39]. When a record does not reach this majority agreement, it is excluded from the dataset.
For majority voting the emotion, which most raters choose, gets used as the label. Even if less than
half of the raters agree. This measurement is used by three other datasets [26] [57] [60], where [60] is
the main outlier, as it uses actors to collect speech. Lastly, [51] uses a full agreement measurement
with three raters, where a record is only labeled and included if all raters agree.

These measures are not true interrater agreement measures. They do not calculate certain agree-
ment levels between multiple raters. They, however, enforce percentage agreement on the speech clips
used. Percentage agreement is to what percentage raters agree with each other [8]. Majority agree-
ment, for example, enforces a minimum of 50% percentage agreement, as it screens the records where
this is not reached. Therefore the average agreement in the dataset, which is often not mentioned in
these papers, is also above 50%.

3.3.4 Interrater Agreement Coefficients

Kappa coefficients, κ, are statistical measurements that quantify interrater agreement. Kappa can be
calculated as follows:

κ =
Po − Pe

1− Pe

where Po refers to the observed agreement probability and Pe refers to the prior probability. Due to
the use of the prior probability the chance of raters accidentally agreeing with each other is taken into
account. Different kappa measurements might calculate Pe and Po differently, but most use this base
to calculate κ.

Cohen’s kappa, which is used in [46], calculates the reliability between two raters. It ranges from
0 to 1, and any value of κ above 0.6 can be considered substantial.

Fleiss’ kappa, used in [48], is an interrater agreement measurement between more than two raters.
It calculates the degree to which raters agree in their assessment of the records regarding the emotions
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they could choose. Fleiss’ κ, which ranges between -1 and 1, has positive values for slight to perfect
agreements and negative values for anything worse. Anything above 0.6 can again be considered
substantial.

Randolph’s free-marginal kappa is an alternative to Fleiss’ kappa for agreement measurements
for multiple raters. For Fleiss’ kappa Pe is assumed to be known to a certain extent. Randolph’s
free-marginal kappa is the alternative when Pe is either unknown or untrustworthy [62]. [53] uses
Randolph’s free-marginal kappa.

Another alternative, used by [34] is Krippendorff’s alpha coefficient:

α = 1− Do

De

where Do is the observed disagreement and De the expected disagreement by chance. Krippendorff’s
alpha is a more generalized method that can be used for every number of raters, different models and
scales, etc. [63].

3.3.5 No Interrater agreement Measures

Noticeable in figure 2 is the high number of datasets that have no interrater agreement measures. For
some datasets, they may use some sort of interrater agreement or strategy, but this is not mentioned
in the papers [43], [44]. [43] mentions it uses teamwork annotations, but it is not mentioned what that
means. [44] mentions very little from the annotation process, so it is unlikely they used agreement
measures, but inconclusive. [30] argues against the use of raters, as they use emotionally biased text
that would influence human raters. [59] is a dataset focused on the feature extraction of emotional
speech and therefore does not focus on raters. The ones not mentioned all use actors to emulate
emotions and do therefore not use extra human raters.

3.4 Interrater Agreement Measures Over Time
In this section the popularity of the interrater agreement measures over time will be discussed. The
measures of all 45 papers are divided into roughly equal groups by years published of all papers as
shown in figure 4. The groups contain 11, 11, 14, and 9 datasets respectively. Datasets that use
multiple measures appear in the graph multiple times.

Figure 4 shows that the recognition rate seems to have declined slightly. while using no measures
has increased over time. Mean agreement measures spike in 2020-2022, which is in line with a relatively
high amount of dimensional datasets during that time frame. The use of coefficients showed growth
in 2022 but lessened in 2023 until now. Majority vote and agreement have not been popular overall,
and therefore do not show clear trends.

4 Responsible Research
This paper describes a systematic review. This was chosen to ensure reproducibility and impede
possible biases. As described in section 2, to ensure a systematic approach, eligibility criteria were
identified to ensure clear rules for including and excluding papers. The search databases used to find
papers for the review were named. The search queries used to retrieve papers are also shared to ensure
different researchers can retrieve the same papers. Additionally, the student’s guide to systematic
reviews [15], and PRISMA guideline for writing systematic reviews [14], were used. By following
known procedures reproducibility is guaranteed to a certain extent. However, the review is carried out
by a bachelor student with no prior experience with systematic reviews of this magnitude. Therefore,
possible errors may arise from inexperience. Although procedures were followed, this should remain a
consideration.
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Figure 4: Popularity of Measuring Types Over the Years
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Another ethical consideration regarding SER can be overreliance in the medical field. SER has
applications in the detection of depression [7] and psychiatric problems [5, 6]. This can be very helpful,
but the medical specialist should always carry the main responsibility of diagnosing these disorders.
Care should be taken in using these measures. Furthermore, the subjectivity in rating could lead to
biased datasets and SER systems. Creating these datasets with diversity in raters lessens possible
biases. To address inescapable biases these datasets should also be made transparent, such that users
of these systems are aware of the possible subjectivity.

5 Discussion
Certain limitations should be discussed when analyzing the interrater agreement measures between
the datasets. Firstly, what has barely been discussed is the different goals the datasets were created
for. Not every paper that created a dataset, had the creation of the dataset as its main goal. Many
used it to test various other applications such as feature extraction or SER algorithms. When the goal
is not the dataset it is logical to spend less time in its creation.

Furthermore, the method of collection matters a lot in how raters are used. Datasets that use
actors do not need raters for labeling. In general, they see it as a good measure to have them, but
slightly as an afterthought. If they do use raters, calculating the recognition rate is most common.
This method cannot be used for other collection methods.

Thirdly, the measures used are also dependent on the affect representation scheme type. Categorical
schemes heavily outnumber the dimensional ones. However, most dimensional sets use some interrater
agreement measure. Most use standard deviation, which is also often used to calculate the final
label. In this case, having an interrater agreement measure is part of the annotation process, and
thus necessary. Categorical representation does not have this requirement for interrater agreement
measures. There is more freedom to choose, but also to ignore.

Lastly, the datasets are made for different languages. There might be differences in how emotional
a language is in general and that might affect interrater agreement. This is not taken into account
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when measuring.
There are also some limitations in the process of the review that need to be discussed. Firstly,

the feasibility criteria that were set up excluded some eligible papers that otherwise should have been
included in the review. An example of one that was excluded due to feasibility was the German EmoDB
[64]. This database was not only part of the verification process described in 2.3 but is also cited by
most papers included in the review.

Secondly, the final search query used is relatively precise. Eligible datasets will have been filtered
out due to this precise query.

For interpreting the results it is hard to describe a common theme for interrater agreement measures
in Speech corpora, mostly due to the limitations presented above. Most of the methods are highly
dependent on earlier choices made in the creation process. Most datasets that use actors, often use
a recognition rate that is exclusive to this method. The other speech collection methods, which need
raters to label emotions, are often content with checking which emotion is chosen most. Dimensional
datasets do often use interrater agreement measures, as they often calculate the standard deviation.
However, those measures are only valid for a dimensional or numeric representation of emotion.

The coefficients explained in 3.3.4 however, could be used by every dataset that uses multiple
raters, as they compare the probability of raters choosing particular emotions. These are however
hardly using these measures. This can either be explained by the use of different easier measures that
were mentioned for reliability or the papers’ low priority for high interrater agreement.

6 Conclusions and Future Work
Datasets were reviewed on their interrater agreement measures. Measuring recognition rate was used
most commonly in total, and was used in almost all datasets that used actors. For the other collec-
tion methods, the used measures were more diverse. Most datasets with dimensional representation
schemes, used mean agreement measures while categorically represented datasets enjoyed more flex-
ibility. 14/45 of the datasets used no interrater agreement measures. Overall there is no standard
interrater agreement measure that all datasets use. Datasets generally use the interrater agreement
measure that best fits the context of how they created the dataset, if they implement any. Interrater
agreement measures that can be used universally are not used often.

For future work, it would be beneficial to look at how the use of interrater agreement measures
affects the empirical performance of the SER model trained on the datasets. Additionally, research
could be done on the effect other factors like age, gender, and language have on the creation of speech
datasets for affect prediction. Research on the imbalance between dimensional emotion and categorical
emotion can further our understanding of the creation of speech datasets. Lastly, to elevate the
comparability between different datasets regarding the interrater agreement, it would be recommended
to investigate the possibility of standardizing the interrater agreement measures in emotional speech
datasets. This can elevate the comparability between different datasets regarding the raters.
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A Appendix

A.1 Base search queries

Table 10: First Search Query (Scopus)

Query TITLE-ABS-KEY (("Speech" OR "Spoken input" OR "speaker"
OR "audio") AND (affect* OR emotion* OR "mood" OR "feel-
ing") AND (represent* OR "classification" OR "analysis" OR
label* OR annotat* OR predict* OR recogni* OR detect*) AND
("dataset" OR "database" OR "corpus"))

Result 13,277
Intersection 8/8

Table 11: Search Query Scopus (executed on 17-5-2024)

Query (TITLE-ABS-KEY ((represent* OR “classification” OR “analy-
sis” OR label OR annotat* ) AND (predict* OR recogni* OR
detect* OR identif* OR interpret* OR measur) AND (develop*
OR create* OR construct* OR produc* OR design OR collect*
OR buil* )) AND TITLE (emotion* OR affect*) AND TITLE
(“Speech” OR “Spoken input” OR “audio” OR “speaker” ) AND
TITLE (“dataset” OR “database” OR “corpus”))

Result 165

Table 12: Search Query Web Of Science (executed on 17-5-2024)

Query (((((TI=((“Speech" OR “Spoken input" OR “audio" OR
“speaker"))) AND TI=((emotion* OR affect*))) AND
AB=((represent* OR “classification" OR “analysis" OR la-
bel* OR annotat*))) AND AB=(( predict* OR recogni* OR
detect* OR identif* OR interpret* OR measur* ))) AND
AB=((develop* OR create* OR construct* OR produc* OR
design* OR collect* OR buil*))) AND TI=((“dataset" OR
“database" OR “corpus"))

Result 75
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Table 13: Search Query IEEE (executed on 17-5-2024)

Query (((“Document Title":“Speech" OR “Document Title": “speaker"
OR “Document Title": “spoken input" OR “Document Title": “au-
dio") AND (“Document Title": emotion* OR “Document Title":
affect*) AND (“Abstract": represent* OR “Abstract": “classifica-
tion" OR “Abstract": “analysis" OR “Abstract": label* OR “Ab-
stract": annotat*) AND (“Abstract": predict* OR “Abstract":
recogni* OR “Abstract": detect* OR “Abstract": identif* OR
“Abstract": interpret OR “Abstract": measure ) AND (“Ab-
stract": develop OR “Abstract": create OR “Abstract": construct
OR “Abstract": produc OR “Abstract": design OR “Abstract":
collect OR “Abstract": build OR “Abstract": “built") AND (“Doc-
ument Title": “dataset" OR “Document Title": “database" OR
“Document Title": “corpus")))

Result 43

Table 14: Search Query ACM (executed on 17-5-2024)

Query [[Title: “speech"] OR [Title: “spoken input"] OR [Title: “audio"]
OR [Title: “speaker"]] AND [[Title: emotion*] OR [Title: affect*]]
AND [[Abstract: represent*] OR [Abstract: “classification"] OR
[Abstract: “analysis"] OR [Abstract: label*] OR [Abstract: an-
notat*]] AND [[Abstract: predict*] OR [Abstract: recogni*] OR
[Abstract: detect*] OR [Abstract: identif*] OR [Abstract: inter-
pret*] OR [Abstract: measur*]] AND [[Abstract: develop*] OR
[Abstract: create*] OR [Abstract: construct*] OR [Abstract: pro-
duc*] OR [Abstract: design*] OR [Abstract: collect*] OR [Ab-
stract: buil*]] AND [[Title: “dataset"] OR [Title: “database"] OR
[Title: “corpus"]]

Result 6

A.2 Validation Query

Table 15: Scoped emotional speech databases for validation

Database
Berlin Emotional Database (EmoDB) [64]

The Interactive EmotionalDyadic Motion CaptureDatabase (IEMOCAP) [65]
Chinese Natural Emotional Audio–Visual Database(CHEAVD) [66]

Danish Emotional Speech Database (DES) [16]
Italian Emotional Speech Database(EMOVO) [67]

RECOLA Speech Database [68]
Tamil Malayalam Ravula - Emotion DataBase (TaMaR-EmoDB) [36]

The Vera am Mittag German audio-visual emotional speech database [18]
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A.3 Recommended Query

Table 16: Recommend Search Query Scopus without feasibility constraints

Query (TITLE-ABS-KEY(("Speech" OR "Spoken input" OR "audio"
OR "speaker") AND (emotion* OR affect*) AND (represent*
OR "classification" OR "analysis" OR label* OR annotat*) AND
(predict* OR recogni* OR detect* OR identif* OR interpret* OR
measur*) AND (develop* OR create* OR construct* OR produc*
OR design* OR collect* OR buil*)) AND TITLE ("dataset" OR
"database" OR "corpus" ))

Result 537
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