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Summary.

This report describes the theoretical design of a three camera Michelson interferometer set-
up for quantitative refractive index measurements. Although a two camera system is easier
to align and less expensive, a three camera interferometer is preferred because the
expected measuring accuracy is much better. Here analytical expressions are found for the
calculation of the required alignment accuracy of the interferometer’s components: three
CCD-cameras (six degrees of freedom each), a quarter wave plate (one degree of freedom)
and a polariser (one degree of freedom). Also the required accuracy in the normalization
of the intensity levels on the CCD-cameras is calculated. If the maximum phase gradient
after imaging on the CCD-cameras is 10° rad/m and the average modulus of the phase
error is required to be less than 9% of 2, the required alignment and normalization
accuracies are:

CCD-cameras:
translation perpendicular to beam propagation direction: 0.54m
translation parallel to beam propagation direction: 2.4m
rotation about axis perpendicular to beam propagation direction: 1.1°
rotation about optical axis of the beam: 0.01°
normalization factor two cameras: 13%
normalization factor one camera: 9%

rotation quarter wave plate: 1.7°

rotation polariser: 3.5°

The error of 9% of 2z in the average modulus of the phase error excludes errors due to
light refraction in the examined medium.
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1. Introduction.

Until now there exists almost no convenient way for real-time quantitative refractive index

measurements, especially when the refractive index profile is varying both temporally and

spatially. However, there are many applications for an instrument which is capable of

measuring refractive index profiles in real time. In most applications, the refractive index

profile in the examined transparent medium is caused by an existing density profile.

Scientific areas in which such an instrument can be applied, are:

- Compressible gas flow measurements.

- Heat transfer research. The density profile is caused by locally heating of a transparent
medium.

- Research on mixing of two or more fluids of different density.

- Combustion research. The density profiles are now caused by all three former effects:
compressibility, local heating and mixing.

- Optical research. The exact (time dependent) refractive index of optical components
can be measured before they are used in optical set-ups.

Interferometry has shown to be a convenient tool for refractive index profile
measurements. It is often applied, especially holographic interferometry. The disadvantage
of holographic interferometry, however, is that it is inconvenient for real-time
measurements and repetitive measurements. That is why a new interferometer has been
designed. The work described in this report is concerned with the development of an
electro-optical interferometer for real-time refractive index profile measurements.

The first application in mind is quantitative measurement of refractive index profiles in
compressible wind tunnel flows. The main objective is to provide a tool featuring density
turbulence diagnostics in two dimensional flow. In relation to other methods for flow
measurement, interferometry has several advantages. Unlike hot wire methods and pressure
measurement methods, the flow is not disturbed by a probe during the experiments. Unlike
laser-Doppler velocimetry and particle image velocimetry, there is no necessity of adding
particles to the flow. Unlike Schlieren methods, the absolute refractive index is measured
and not its gradient.

The new real-time interferometer is based on a Michelson interferometer set-up. An
alternative set-up would be a Mach-Zehnder interferometer set-up. The most essential
difference between these two set-ups is the number of passages of the test beam through
the test section. In a Mach-Zehnder interferometer the test beam passes the test section
only once. In a Michelson interferometer, however, the test beam passes the test section
twice: once in forward direction and after reflection by a flat mirror once in backward
direction. The main advantage of the Michelson interferometer when compared to the
Mach-Zehnder interferometer is the fact that it is relatively easy to install around large
objects like a wind tunnel. Contrary to the Mach-Zehnder interferometer, all optical
elements can be positioned on one side of the tunnel. Only one mirror has to be installed
on the other side. This implies that a Michelson interferometer set-up can lead to a
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8 1. Introduction.

relatively compact and transportable measuring system. However, due to the double

passage of the test beam through the test section there exist two disadvantages when a

Michelson interferometer is compared to a Mach-Zehnder interferometer. These

disadvantages are:

- A reference object in the test section cannot be imaged sharply in the interference
pattern.

- Disturbance of the interference pattern due to refraction in the test section will be
larger.

Refractive index profile measurements by interferometry require an analysis of two or
more interference patterns which are shifted in phase to each other. In holographic
interferometers and other interferometers for steady refractive index profile measurements,
these patterns are imaged on the same CCD-camera one by one. In the new real-time
interferometer, however, the interference patterns have to be analysed at the same time.
This requires that each interference pattern has to be imaged on a separate camera. This
implies that the interferometer has to be equipped with two or more cameras.

The exact number of cameras in the new interferometer is determined by the required
measuring accuracy of the set-up and the required maximum size of the set-up. A two
camera interferometer is more compact than a three camera interferometer. However, its
measuring accuracy is lower. For this reason the new interferometer contains three
cameras. A comprehensive description of both a two camera interferometer and a three
camera interferometer can be found in chapter 2.

The measuring accuracy of the interferometer is not only dependent on the number of
cameras in the set-up. For accurate measurements, the interference patterns on the CCD-
cameras have to be mutually related. This requires a good mutual alignment of the
cameras. The required alignment accuracy of the cameras is discussed in chapter 3.
Finally, all other optical components in the set-up have to be adjusted optimally to realize
an accurate interferometer. The required alignment accuracy of these components is
described in chapter 4. Summarized conclusions regarding the measuring accuracy of the
interferometer in relation to the alignment of all components can be found in chapter 5.

|
i
|
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2. Two and three camera interferometers.

2.1 Introduction.

An interferometer measures the phase difference between its test beam and its reference
beam. This phase difference can be caused by a refractive index profile in the test section
of the interferometer, which is passed by the test beam and not by the reference beam.
Under the assumption that the refractive index profile is two dimensional, i.e., it is
constant in the propagation direction of the beam, the phase difference is linearly related
to the refractive index. Because the refractive index is a spatially varying function, the
phase difference is also a spatially varying function. The output intensity [, of a Michelson
interferometer is given by:!+?

Iy = I,+1,+2|/I] coso 2.1)

where 1, is the intensity distribution in the test beam traversing the test section, I, is the
intensity distribution in the reference beam, o is the phase difference between the test
beam and the reference beam caused by the refractive index field in the test section. The
phase a is the parameter of interest, I, is the measured intensity. Because of instabilities in
the laser output, possible vibrations in the optical system and unsteadiness of the examined
field, 1,, I, and a vary in time. So at an arbitrary time ¢ there are three unknowns in
equation (2.1): I+, 2VII_and o. Two methods exist to solve equation (2.1) for the phase
a.

The first method is to measure [, simultaneously for three different externally applied
phase shifts between the test beam and the reference beam. To achieve this goal a three
camera detection system is required, measuring the intensities I, , (n=0,1,2), respectively:

Iy, = 1,+1,+2\1 I cos(a+nf) (2.2)

where 8 is a known phase shift. Equation (2.2) defines a system of three equations with
three unknowns from which a can be solved in the interval [0,2).

The other method to solve the problem is to filter out the zero frequency component in the
intensity distribution, i.e., [ +I, by using a Fourier filter. By measuring the intensity
distribution simultaneously for two different phase shifts, the system to be solved is:

Iy, = 2\/1_/: |cos(a+nf)| (23)

where n=0,1. Equation (2.3) represents a system of two equations with two unknowns,
from which o can be solved in the interval [0,7) if § is not a multiple of n/2. In this case
only a two camera detection system is required in the set-up.



10 2. Two and three camera interferometers.

In section 2.2 the two camera system is presented. Likewise the three camera system is
presented in section 2.3. In section 2.4 a trade-off is made between both systems resulting
in the choice to develop a three camera interferometer system.

2.2 A two camera interferometer.

A Michelson interferometer system equipped with two cameras is shown in figure 2.1. The
laser emits a beam which is polarised in the x-direction and which propagates along the
z-axis. A half wave plate (hwp) with its fast axis under 22.5° with respect to the x-axis
rotates the polarisation direction of the beam over 45°. The non-polarising beamsplitter
(BS) splits the beam into two beams of equal intensities: a reflected beam, being the test
beam, and a transmitted beam, being the reference beam. Both beams have a polarisation
component in the x-direction as well as in the y-direction. The reference beam passes a
quarter wave plate (qwp) with its fast axis at 45° to the x-axis. Now the beam consists of
two circularly polarised components: one component is right circularly polarised, the other
is left circularly polarised. In the ideal situation, i.e., beamsplitter BS splits the beam
independently of the polarization state, the amplitudes of the circularly polarised
components are equal, which implies that the polarisation state of the total beam is still
linear. Next the beam passes a quarter wave plate rotating at the angular frequency o'
(rqwp), is reflected by the flat mirror M1 and passes the rotating quarter wave plate for
the second time. Now the originally right circularly polarised component becomes left
circularly polarised and frequency shifted over 2w . The originally left circularly polarised
component becomes right circularly polarised and frequency shifted over -2w'. After
having traversed the non-rotating quarter wave plate for the second time, the beam
contains two perpendicularly plane polarised components. The x-polarised component is
frequency shifted over 2w ', the y-polarised component is frequency shifted over -2w .
After reflection by the beamsplitter, the test beam passes the test section, is reflected by

%’?
o5 CCD2

PBS

test section
M2 ccD 1

Figure 2.1 A two camera interferometer. L=laser; BS=beamsplitter; PBS=polarising beamsplitter; hwp=haif wave plate;
gwp=quarter wave plate; rqwp=rotating qwp; M1,M2=plane mirror; I=lens; ff=Fourier fiiter.
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the plane mirror M2 and passes the test section for the second time. As a consequence, the
test beam is shifted in phase over a.

The reference beam and test beam are recombined by the beamsplitter (BS). A lens images
the beam on the CCD-cameras. The optical Fourier filter (ff) in the plane of focus filters
out the DC-component in the intensity distribution. Next the beam is split by a polarising
beamsplitter so that the x-polarised component is transmitted to CCD1 and the y-polarised
component is reflected to CCD2. This implies that the intensity distribution on CCD1

results from the interaction between the test beam, which is phase shifted over a, and the i
reference beam, which is frequency shifted over 2w'. Similarly, on CCD2 there is

interference between the test beam and the reference beam, which is frequency shifted

over -2w .

For a complete understanding of the interferometer, an analytical description is given
below.
The laser beam’s electric field vector E can be described by:

(2.4)

where A is the amplitude of the electric field, w is the angular frequency and ¢ the time.
After having traversed the half wave plate, the electric field vector is given by:3

A

e-iu)t = _LA 1
0

E i 11
5 Wk

V2 b V2

Just behind the beamsplitter the electric field of the reference beam E, can be written as:

] e ~iwt (2.5)

E = A ||, ier (2.6)

where ¢, and ¢, are the amplitude transmission coefficients of the beamsplitter for x- and
y-polarised light, respectively: ¢ zc,y=1/\/2. After having passed the fixed quarter wave
4

3

plate, the electric field vector is:

_.ﬂ 1 - ctx}e_—iu)t — _iA Tie
2

x "ty
-i 16y 2 =lC, *Cy,

C
E - e —twt (2.7)

r

This is a summation of a right and left circularly polarised component. Next the beam



12 2. Two and three camera interferometers.

passes the rotating quarter wave plate, is reflected by the plane mirror M1 and passes the
rotating quarter wave plate for the second time. This can be described as if the beam
passes a half wave plate rotating with angular frequency w'. Now the electric field vector
is:

A lcos2w’t  sin2e’t || CaiCy

E = e—iu)t
T 2sin20’t —cos2w’t||miC,*C,
(2.8)
- _Act:x 1 e—i((u+2w')t+AC')’ ¢ e-i(w—Zw/)t
2 i 2 Q1
Having passed the fixed quarter wave plate, the electric field vector is:
E = _ACLx 1 o i(0+20") +Acty 0 e ~i(w-20") (2.9)

4 ‘/'2‘0 \/'2'1

The test beam traverses the test section twice, resulting in a phase shift of a. With the use
of equation (2.4) the electric field E, can be written as:

e “i(wr+a) (2.10)

where ¢, and ¢, are the amplitude reflection coefficients of the beamsplitter for x- and
y-polarised light, respectively: cmzc,yzl/\/z.

The electric fields E, and E, are recombined by the beamsplitter. Now, the total electric
field E, , is the sum of E, (equation (2.9)) and E, (equation (2.10)) after they have been
corrected for reflection by the beamsplitter and transmission through the beamsplitter,
respectively. This correction implies multiplication of the x-component of equation (2.9)
by c,,, multiplication of the y-component of equation (2.9) by ¢,,» multiplication of the
x-component of equation (2.10) by ¢, and multiplication of the y-component of equation
(2.10) by c,,. The total electric field E,, can now be written as:

~i{avn2) . p ~2iw't
E =] 7= A [%° x e it (2.11)

tot

. .7
y ‘/2— c,e -i(a+n/2) rcye 2iw’t

where ¢ =c,c,=1/2 and ¢ =c ¢, =1/2. The intensity distribution /, of the x-polarised light
is:
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I, « EE] = A%c(1+sin(a-20’1) (2.12)
Similarly, the intensity distribution /, of the y-polarised light is:

I, « EE} =A%c](1-sin(a+20'1)) (2.13)

Since the DC-component in the intensity distribution is removed by the Fourier filter, the
resulting intensity distributions are given by:

I, Azcx2 |sin(a—2w’ ) | (2.14)

I, A2cy2 |sin(a+2w’ ) | (2.15)

Because x-polarised light is transmitted by the polarising beamsplitter, equation (2.14)

describes the intensity distribution on CCD1. Because y-polarised light is reflected by the
polarising beamsplitter, the intensity distribution on CCD2 is given by equation (2.15).

Equations (2.14) and (2.15) define a system of two equations with three unknowns: cxz,
cy2 and a. The values of sz and ¢ ? are determined by the optical properties of the non-
polarising beamsplitter. Although they depend on x and y, they are system constants. The
quotient C=c,%/c,? can be determined by dividing I, and I, when w'=0. Equations (2.14)

and (2.15) can be rewritten as:

I, x A2Cc] [sin(a-201)| (2.16)

I, = A 2cy2 |sin(a+2w’ )| (2.17)

Under the assumption that C and w 't are exactly known, equations (2.16) and (2.17)
describe a system of two equations with two unknowns (Azcy2 and o). If w't is not a
multiple of x/2, this system is solvable for « in the interval [0,7).

2.3 A three camera interferometer.

In figure 2.2 a three camera Michelson interferometer set-up is shown. The light source is
a red HeNe laser. The polarisation direction of the plane polarised beam, determined by a
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TEST SECTION IMAGING SYSTEM
[RIPR -2 v

LO...L5: ACHROMATIC LENS {10,100,100,30,100,200)

RO: LAMBDA/2 RETARDATION PLATE

R1..A3: LAMBDA/4 RETARDATION PLATE

PO...P3: POLARISATION FILTER

MO,M1: MIRROR

PBS0,PBS1: POLARISING BEAM SPLITTER CUBE

8S0: 50/50 BEAM SPUTTER CUBE

CCDO...CCD2: CCD-CAMERA

LASER: HeNe LASER

D0...D3: EXP{~0.5}-BEAM DIAMETER (0.3, 3.0, 10.0, 6.0

LASER i

Figure 2.2 A three camera Michelson interferometer,

half wave plate RO in front of the laser, is at 45° to the y-axis (which is perpendicular to
the plane of drawing). The remaining depolarised components are filtered out by polariser
P3. The beam is expanded by the lens combination LO and L1. Next the beam is split by
the polarising beamsplitter PBSO. Because of the polarisation direction of the beam, the
intensity of the transmitted reference beam and the intensity of the reflected test beam are
almost equal. The test beam is expanded by the lens combination L2 and L3, traverses the
test section twice and is shrinked to its original diameter again before it is transmitted by
PBSO0. It passes quarter wave plate R2 twice to obtain the right polarisation direction for
transmission by PBS0. The reference beam is reflected by mirror M1. It passes quarter
wave plate R1 twice to get the right polarisation direction for reflection by PBS0. Because
the reference beam and the test beam are perpendicularly polarised after being recombined
by PBSO, both beams are circularly polarised after having passed the quarter wave plate
R3, whose fast axis is at 45° to the y-axis. The rotation directions of the two beams are
opposite. Interference between the reference beam and the test beam occurs if all light is
filtered out except the light polarised in one direction. The phase difference between the
interfering beams is determined by the polarisation direction which is transmitted. After
passage of the imaging system (lenses L4 and LS), the non-polarising beamsplitter BS and
the polarising beamsplitter PBS1, light polarised in the x-direction reaches CCDO0. The
phase difference between the interfering beams is a-n/2. Here a is the phase shift of the
test beam relative to the reference beam due to the double passage through the test
section. Similarly light at CCD2 is polarised in the y-direction. The phase difference
between the interfering beams now is a+m/2. If the non-polarising beamsplitter BS splits
the beam independent of the polarisation state of the incoming beam and the transmitted
polarisation direction of polariser P1 is at 45° to the y-axis, the interference pattern on

il
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CCD1 is the result of interference between beams with a mutual phase shift o. If
beamsplitter BS does not split independently of the polarisation state, the same
interference pattern results if the transmitted polarisation direction of polariser P1 is
changed.

The imaging optics will be discussed in chapter 3. An analytical description of the set-up
will be given in chapter 4, where an error analysis for the situation that the quarter wave
plate R4 and polariser P2 are not perfectly adjusted.

2.4 Discussion.

In section 2.2 a two camera interferometer was described, in section 2.3 a three camera
interferometer. Here the advantages and disadvantages of the two camera interferometer
relative to the three camera interferometer are discussed, so a clear choice can be made
between the two systems.

The obvious advantage of the two camera interferometer when compared to the three
camera interferometer is the use of a smaller number of cameras. This is advantageous
because:

- Cameras are relatively expensive components.

- Each camera in the set-up has six degrees of freedom. All cameras in the set-up have
to be mutually aligned with sub-pixel accuracy. This implies that the amount of
degrees of freedom which have to be adjusted increases with a factor six for every
extra camera. So a two camera interferometer has six degrees of freedom less to be
aligned than a three camera interferometer. This implies that a two camera
interferometer is easier to align.

The disadvantages of the two camera system are:

- Because of the use of equation (2.3) instead of equation (2.2), the interval in which a
is measured by the two camera interferometer is [0-m), while it is [0-27) for the three
camera interferometer.

- I, and [, are not spatial constants as assumed in the analysis, but there are low
frequency spatial variations in them due to the Gaussian intensity profile of the laser
beam. A Fourier filter does not filter out the low frequency variations in the intensity
distribution on the CCD-cameras due to the variations in /, and I, only, but also the
low frequency variation in the intensity distribution due to low frequency variations in
a.

- The transmittance of a quarter wave plate will not be homogeneous over its surface.
For this reason a rotating quarter wave plate will introduce undesired intensity
fluctuations.

- To know the relative phase shift between the equations (2.16) and (2.17), ¢ has to be
known exactly.

The disadvantages of the two camera system are directly related to the accuracy of the

i
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16 2. Two and three camera interferometers.

whole measuring system. The advantages of the two camera system are related to the costs
and the required effort to align the system. Because the accuracy of the system is most
important, the three camera system is chosen for further development. Fortunately, as will
be shown in chapter 3, the number of degrees of freedom per camera can be reduced from
six to three if a suitable imaging system is used.
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3. Alignment accuracies of the cameras.

3.1 Introduction.

In chapter 2 it has been shown that a Michelson interferometer equipped with three
cameras is more accurate than one equipped with only two cameras. Therefore, from here
on the attention will only be focused on the three camera set-up. The accuracy of this set-
up is determined by the error in the measured phase shift between the test beam and the
reference beam. This error depends on the alignment accuracies of the optical components
and the accuracy of the normalization of the intensity levels on the CCD-cameras. The
alignment accuracies of the cameras are analysed in this chapter. In chapter 4 the
alignment accuracies of the quarter wave plate and the polariser will be analysed. Here
also attention will be paid to the normalization of the intensity levels.

The phase shift a is a function of x and y, i.e., the directions perpendicular to the
propagation direction of the beam. If the relative phase shift between the beams is a(x,y)
for CCDO, a(x,y)+n/2 for CCD1 and a(x,y)+n for CCD2, a(x,y) can be calculated from
the intensity distributions on the CCD-cameras:!

f .

4

Lxy)-I,(xy) | = (3.1)
I(x ) -1,(x.y)

a(x,y) = arctan(

Here I(x.,y), I;(x.y) and I(x,y) are the intensity distributions on CCD0, CCD1 and CCD?2,
respectively. As shown in figure 2.2 the direction of the x-axis is not the same for all
cameras: the direction of the x-axis changes after reflection by beamsplitters BS and
PBSI1.

. . . Y—axis
As shown in figure 3.1, each camera has six
degrees of freedom: translation along the x-axis, \
the y-axis and the z-axis and rotation about the x- \
axis, the y-axis and the z-axis. Misalignment of
any of these degrees of freedom of CCDj (j=0,1,2) Ql
will lead to an error in I{x,y) and hence to an
error in the measured phase shift a(x,y), see Z—axis
equation (3.1). The subject of this chapter is to I
find out how accurate the cameras have to be
aligned in all their degrees of freedom so that the  Figure 3.1 The six degrees of freedom of a CCD-
error in a(x,y) will be smaller than 1% of 2m. It chip.
will be shown in section 3.2 that the required
alignment accuracy of the translation along the x-axis and the y-axis and the rotation about
the z-axis are independent of the imaging optics used. The required alignment accuracy of
the translation along the z-axis and the rotations about the x-axis and the y-axis, however,

X—axis

i
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18 3. Alignment accuracies of the cameras.

are dependent on the imaging optics. The required translational accuracy will be treated in
section 3.3, the rotational accuracy in section 3.4.

3.2 Translation along the x-axis and the y-axis
and rotation about the z-axis.

In figure 3.2 the CCD-chips of CCDO, CCD1 and CCD2 are shown. Each chip is (partly)
illuminated by an interference pattern, representing the interference between the test beam
and the reference beam. It may not be expected in advance that the position of the beam is
the same on all three CCD-chips. To describe this misalignment, in the surface of each
chip a Cartesian coordinate system (x,y) is defined. The origin is at the centre of the
surface. Beside this coordinate system which is the same for each chip, a second Cartesian
coordinate system (Xo,y,) is defined for CCDO. The xj-axis and yy-axis coincide with the
surface of the chip and are parallel to the x-axis and the y-axis, respectively. The origin,
however, is in the centre of the beam. Similarly, the Cartesian coordinate systems (x;,y,)
and (x,,y,) are defined for CCD1 and CCD2, respectively. In the optical system (figure
2.2) the images on CCDO and CCD2-are mirrored compared to the image on CCD1.
However, mirroring of the coordinate systems is not shown in figure 3.2. Since the mirror
operation is a standard image processing operation, this artefact of the set-up will not
influence the present analysis.

The electric field £, jon CCDy due to the test beam can be described by:

i(wor+a4j2) (3.2a)
E (xpypt) = Egfx;y e

where £, is the (complex) amplitude of the electric field and j=0,1,2. Similarly, the
electric field £, jon CCDyj due to the reference beam is given by:

Er,j(xj’ Y ) = EOr(xj:yj) e ot (3.2b)

X2

CCDO CCD1 CCD2

Figure 3.2 Beam incident upon CCD-chips and the definitions of the coordinate systems.
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Here E,, is the (complex) amplitude of the electric field of the reference beam. The
intensity distribution in the interference pattern on CCDj is proportional to the complex
conjugate product of the sum electric field of the reference beam and the test beam:

Ij(xj,yj) * (Et,J X5Ypt) +ErJ(xj>yj’t)) (EtJ(xj’yjst) *Erzj(xj’)’j,t))*

= (3.33)

.U
I(x;y j) = Io(x,y) +1o(x;y) +2 \/ Io(x;y j) 1y, (x;,y;) cos(a+ 3)

Here IOI(xj,yj)OCEO,(x]-,yI-')E(,,*(xJ-,yj) and 10,.(xj,yj)ocE(,r(xj,yj)EOr*(xj,y}-) are the intensity
distributions on CCDj of the test beam and reference beam, respectively. These intensity
distributions are assumed to be equal for j=0,1,2. Equation (3.3a) can be written as:

.7
Tixpy)) = Tp(xpy)) *1pflxyy ) cos(esj=) (3.3b)
where [y is the bias intensity, which is defined as:

I B(xjay ,') = Iol(x}-,y j) +10r(xj,y j) (3.3¢)

and /,, is the modulation intensity, which is defined as:

Iofpy)) = 2410, 0ey )10/ xsy) (3.3d)

By substituting equation (3.3b) and assuming x,=x,=x,=x and y0=yl=y2=y, equation (3.1)
can be obtained. This is the optimal situation: the centres of the beams coincide with the
centres of the CCD-chips. In general xj=x,=x,=x and y,=y,=y,=y because of a
misalignment of the CCD-chips along the x-axis and the y-axis. Then the measured phase
oy at the position (x,y) becomes:

. L(x,,y,) -1, (x,,
oplx,y) = arctan[ 20%2¥2) 1)’1)) Z (3.4a)

+
1 ()(x()’y 0) -1 1 (x D4 1)

If the coordinate system (x;,y;) is shifted over Ax; the in x-direction and over Ay; in the y-
direction compared to the coordinate system (x,y), which implies Ax;=x;-x and Ay=yry,
equation (3.4a) can be rewritten as:
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o (%,y,8x0, 8y 0,A%,,Ay,Ax,,Ay,) =

Ly =x+8xp,y, =y +8yp) -1y (x =x+Ax 1,y =y +Ay) | (3.4p)

arctan
a(x,y) +Aa(x:y’Ax():AyOanlsAyl:Ax29Ay2)

where a(x,y) is the exact phase shift and Aa(x,y,Ax;,Ayo,Ax,,Ay,,A%,,Ay,) is the error in
the measured phase shift. By linearisation this error can be written as:

da da da da da da
Ao = MAx0+ MAy0+ M/\xl+ MAyl-o- M/\x2+ MAy2|
dx, dyo dx, dy, dx, dy,

X=X X=X
Yo 172y

(3.4¢)

where the dependence on (x;y;) has been omitted for notational simplicity. Substitution of
equations (3.3b) and (3.4a) in equation (3.4c) gives:

Aa(x,y,Axy, Ay, Ax,,Ay,A%,,Ay,) =

—sina , Al dI
COSHTINR (— 2 + M cosa —IMsina_(_ig_)AxO
21, dx dx : dx

cosa-sina , U Ay . da
+ + cosa - Msma_a_) Ay,
Y

2y, dy dy

di, df
- So0sa ( 3 Msina -1, cosa d_m)Ax1
Iy, dx dx dx

_ cosa ( dlp _ e
I, dy dy

sina -1, ,cosa %) Ay,

. cosa+sina, , A _ dIM
21, dx

cosa +1 Msina(i_‘z) Ax,

i dl, dI
4 SOSOTSING (B _ M cosa+],sina %) Ay,
Y

21, dy dy

where a, I and [, are functions of x and y. Under the assumption that the intensity
distributions in the test beam and the reference beam are equal, equations (3.3¢) and (3.3d)
yield:

il

2oy

v

I 1] 24574
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'I sxy) = I(xy) = 2L, (x,y) = 2[(x.y) (3.6)

If it is further assumed that I (x,y) and I, (x,y) are Gaussian distributed, i.e.,

2P, = | (3.7a)

w

I Ot(x:y ) = I Or(xzy ) =

the first order derivatives of I,(x,y) and I, (x,y) with respect to x and y are given by:

dlo(xy)  dl(xy) 4x 4x
= = - I xy) = ——I,(xy) (3.82)
d.x dx wz t wz r
diy(xy)  dlp(x.y) 4 4 |
0 0
; = r = — );Iot(x,y) = —_);I()r x’y) (38b)
3 dy w w

Here P, is the total power in the individual beams and w is the e waist at the CCD-
surface. This waist is given by:

(3.7b)

Here A is the wavelength of the light, w, the minimum e2-waist of the beam and z the

distance from the position where the waist is w,,. After substitution of equations (3.6),
(3.8a) and (3.8b) in equation (3.5) it is easy to see that:
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XAx,+yA
Aa = -2(cosa-sina)(1 +cosa)_.(.)._yﬁ
w

1 (cosa-sina)sina EAx0 +$Ay0
2 dx dy

xAx, +yAy1

w2

-4 cosa(1-sina)
(3.9
+cos?a EAx1 +2Ay1
dx dy

xAx, +yA
-2(cosa+sina) (1 -cosa) _ﬁ
w

+1 (cosa+sina)sina _cl(f.sz -rEAy2
2 dx dy

From this equation an upper bound for the modulus of Aa can be deduced:

xAx,+yAy,

w2

|Aa| = 2 |(cosa-sina)(1+cosa)] |

1 . ) da da
+—f(cosa-sina)sina | || —Ax,+——A
i sina [ any- 2050

XAx, +yA
+4 |cosa(1-sina)| l_l_ivil

w2

. (3.10)
2 da da
+cos‘a || ——Ax, +—__A
|(1 1 & yl)l

XAx, +yA
+2 |(cosa +sina) (1 ~cosar) | )&

w2

1 . . da da
+_ [(cosa+sina)sina | || —Ax, +—_—_A
X sine || ey o |

Averaging over a while assuming that the first order derivatives of a are independent of a
gives:

s

|
i
i
i

~ B
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2(xAx,+yA
IAal,. 5.66 | (xAxqy+y yo)|+ 3.57I dan0+daAy0 |
2n w2 47 dy
2(xAx, +yA
L300, (eAx, 4y y1)|+l| 9o e 920 )] 3.11)
2% 2 2 '\ dx d

, 566 | 2(xAx, +yAy,) |
2% w 2 47

3.57 [ da da
+ | |
dx

—Ax,+——A
2 & 39)

where | Aa |, is the average modulus of Aa. Equation (3.11) shows that the influence of
Ax,, Ax,, Ay, and Ay, on | Aat| ave ar€ equal. The influence of Ax; and Ay, is larger,
because the multiplicative constants of the terms containing Ax, and Ay, are larger than
the multiplicative constants of the terms containing Ax,, Ay, and Ax,, Ay,. This implies
that if CCD1 is chosen to be the reference camera, i.e., Ax;=Ay,;=0, | Aat | ave 1S Minimised.

Under the assumptions Axy=Ay,=Ax,=Ay,=Ax and do/dx=da/dy, this minimum value of

| Aa| ,,, can be written as:

22.64  (x+y)Ax,  7.14  da
< 20 ) T,

Aa
| |‘m 21 w2 2n  dx

Ax| (3.12a)

In the case that the assumptions are not valid and some of the parameters Ax,, Ay,, Ax,
and Ay, are smaller than Ax or da/dy<do/dx, then | Aa| ., will be smaller than the value
given by equation (3.12a). This equation can now be seen as an upper bound of | Aa|
For w— inequality (3.12a) transforms into:

ave’

Aol = % |%| |Ax| (3.12b)

ave

If |Aa]
found:

is required to be smaller than 1% of 2 the next upper bound for |do/dx| is

ave

oy o _Odom (3.12¢)
& - 714

In the case of 2/3" CCD-chips, the pixels are about 10um square and the total sensitive
surface is about 6x4mm. This implies that the chips contain about 600x400 pixels. If the
alignment accuracy of the chip is half a pixel for both translation along the x-axis and
translation along the y-axis (i.e., 5 um), equation (3.12c) requires | da/dx| to be smaller
than 10°m™ to keep | Aa |, smaller than 1% of 2r. This implies that at least 59 pixels
are needed per fringe, so that the maximum number of fringes on the CCD-chip is about
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10 in the horizontal direction and 7 in the vertical direction. However, it is desirable to
analyse fringe patterns whose fringe densities are a factor 10 higher. This implies that a
gradient of at least | do/dx | =10°m™ has to be measurable. To keep | Aa |, smaller than
1% of 2w, equation (3.12c) now requires a translational accuracy of at least Ax=0.5um.
This implies at least 6 pixels per fringe.

Now the translational accuracy along the x-axis y—axis
and the y-axis are known (0.5um), it is easy to T

calculate from them the required accuracy for
rotation about the z-axis. The rotation and the
translation are coupled to each other, see figure ' I
3.3. When the rotation about the z-axis p, is small, ‘ ;’[';:,-:““ : —>
it can locally be seen as a translation Ay at a Lo FTAXIS xTaxis
distance r from the axis: oy Pz

rp, = Ay (3’13) Figure 33 A small rotation p, of a CCD-chip
about the z-axis.

see figure 3.3. Given a maximum value of the translation Ay, the allowed maximum value
of p, depends on the maximum value for r. If the z-axis is in the centre of a 6mm CCD-
chip, the maximum value of r is 3mm. This means that if a translation of 0.5um
corresponds to an error of 1% of 27 in a, then a rotation of 0.01° will yield the same
error. As will be clear, the error is maximum at the edges of the CCD-chip and will be
smaller for r<3mm.

In the above derivation several assumptions were made. The question which remains to be

answered is how these assumptions affect the maximum value of | do/dx|.

- The assumption w—> implies that the true value of | da/dx| will be smailer than
calculated. However, the modulus signs in equation (3.10) imply that an upper bound
on Ax is calculated, corresponding with a lower bound on | do/dx| . So the two
approximations have an opposite effect on the maximum value of | da/dx ]| .

- For a one dimensional fringe pattern (i.e., a fringe pattern whose intensity distribution
only varies in one direction), the maximum value of |da/dx| is larger than calculated
here. For w— the value increases by a factor 2.

- In general the maximum value of da/dx increases with the allowed error in a.
According to equation (3.12b), a linear relation exists.

In summary, to analyse fringe patterns with a fringe density of 1 fringe per 6 pixels, a
translational accuracy of 0.5um and a rotational accuracy of 0.01° are required. Under the
assumption that the accuracy of the translation along the z-axis and the rotation about the
x-axis-and y-axis are infinite, the average error in a will be about 2% of 2n: about 1% due
to the limited translational accuracy along the x-axis and the y-axis and about 1% due to
the limited rotational accuracy about the z-axis. There exists an almost linear relation
between the translational and the rotational accuracy and the average error in a. For w—
an almost linear relation exists between do/dx and the average error in a, which implies
an almost linear relation between the average error and the fringe density on the CCD-
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chip.

3.3 Translation along the z-axis.

In figure 2.2 the experimental set-up is shown. A laser beam with an e'2-beam diameter
of 0.3mm is expanded to a beam with an e’'2. beam diameter of 3.0mm. After reflection
by PBSO the test beam diameter is expanded to 10.0 mm before entering the test section.
The whole system of lenses 1.2, L3 and an imaging system images a plane in the-test
section on the CCD-chips. The e '2-diameter of the illuminated part of the plane is
10.0mm. To image it on a 6mm diameter CCD-chip, a lateral magnification factor of 3/5
is required for the lens combination L2, L3 and the imaging system. Because this
magnification factor of the lens combination L2, L3 is 3/10, a lateral magnification factor
of 2 is required for the imaging system. The imaging system may consist of two lenses or
a single lens. The imaging system determines the translational accuracy of the CCD-chips
along the z-axis. In this section this translational accuracy is calculated for both imaging
systems. The results show that a two lens imaging system is preferred.

In figure 3.4 imaging in the interferometer by the single lens imaging system is shown.
The focal length of the single lens imaging system, i.e., lens L4, is 80 mm. This relatively
large focal length is needed to obtain an imaging distance, which'is large enough to
position optical components like beamsplitters and polarisers between the lens and the
CCD-cameras. The object plane of lens L4 is the image plane of lens combination L2, L3.
This plane is at a distance of 3f,/2 in front of lens L4 to obtain a magnification of 2 in the
image plane at a distance of 3f, behind the lens. If the disturbances in the test beam by
the medium in the test section are small, the beam is almost paraxial Gaussian. The

image/
object object
plane piane
| i
: |
L2 L3 ! L4
MO ! i
_4: . iPBSO
! ST | I NG | N I
| IR 8 PN I | S Z
-_:_~_~ e :
1 |
| |
=100 =30 =80

Figure 3.4 Imaging in the interferometer by a single lens imaging system.
The symbols are from tigure 2.2.

T O
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image/
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Figure 3.5 Imaging in the interferometer by a two lens imaging system.
The symbols are from figure 2.2.

minimal beam waist of the beam behind L4 is in the focal plane of the lens. After this
minimal waist the beam is expanding. This means that the beam is expanding in the image
plane. Because of this expansion the magnification factor of the image depends strongly
on the exact position of the imaging plane, i.e., the position of the CCD-chip along the
Z-axis.

In figure 3.5 imaging by a two lens imaging system (lenses L4 and LS) is shown. The
focal planes of L4 and L5 coincide. To realize a magnification factor of 2 and a sufficient
image distance, the focal lengths f,=100 mm and f;=200 mm were chosen for the lenses
LA and LS5, respectively. If the object plane is the focal plane of LA, then the image plane
is in the focal plane of LS. If the beam is paraxial, then the minimal waist behind the
imaging system is also in the focal plane of L5. This implies that the position of the
image plane and the position of minimum beam waist coincide. Now the first order
derivative of the beam waist is zero in the image plane and so the magnification of the
beam is almost constant in some interval along the z-axis. This implies that the positioning
of the CCD-chip is not critical: it can be positioned anywhere in this interval. So a two
lens imaging system requires a lower translational accuracy of the CCD-cameras along the
z-axis than a single lens imaging system.

The fact that the single lens imaging system requires a better translational accuracy for the
CCD-chip than a two lens imaging system can be further clarified by looking at the set-up
in a different way. In this alternative approach the whole lens system for imaging a plane
in the test section is considered, i.e., the combination of L2, L3 and the imaging system in
figures 3.4 and 3.5. When the single lens imaging system is used, a small translation of
the CCD-chip along the z-axis leads to a change of both the position of the object plane in
the test section and the magnification of the image in relation to the object. When the two
lens imaging system is used, however, a small translation of the CCD-chip around its
optimal position only leads to a displacement of the object plane. The magnification of the

T O
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image remains the same. So it is easy to see that the position of the CCD-chip is more
critical for a single lens system than for a two lens system.

To calculate the required alignment accuracy of the CCD-cameras, a relation has to be
known between the misalignment of the CCD-chip and the error in the measured phase
due to this misalignment. Below this relation will be derived for both the single lens
imaging system and the two lens imaging system. The required translational accuracy is
calculated for the situation that | Aat| ., has to be smaller than 1% of 2.

For both the single lens imaging system and the two lens imaging system, a Cartesian
coordinate system (x,y,z) is defined in the beam behind the imaging system, see figures 3.4
and 3.5. The z-axis is defined on the optical axis of the beam, the position of the origin is
the position of minimal waist. With equations (3.3b) and (3.6) the intensity distribution
{(x,y,G) on CCDj can be written as:

_ 1 x yy_ 2 Xy X y\.xm
1er0) = 215 2;‘2'10"(6’6)(“°°S(°‘('cs’6)*’5))

(3.14a)

where G is the magnification factor of the beam waist compared to the minimal waist and
j=0,1,2. If I, (and I,;,) has a Gaussian intensity distribution equation (3.14a) can be written
as:

2 2

4P 2,2
I(x,y,G) = 0o, G (1+cos(a( X _y_)+j£)) (3.14b)
! 2 GG

nG “w,

Here P, is the power of the test/reference beam, wy, is the minimal beam waist and G is a
function of z given by:

2

G- _ |1 [2) (3.15)
J'EWO

If the CCD-chips are perfectly aligned for translation along the x-axis and the y-axis and
for all rotations, then the measured phase ay can be written as:

L(x,y,G,)-1,(x,y,G,)
IO(x’y’GO) _11(x7yaG1)

] (3.16a)
4

o,(%,y,G(,G,G,) = arctan(

gi
5
5

Bl
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where G; is the magnification factor of the beam waist on CCDj. This can be written as:

0 (x.y,G,G1,Gy) = a(x,y,Gy=G,,G,=G_,G,=G ) +Aa(x,y,AG;,AG,,AG,)

(3.16b)

Here G, is the magnification factor of the beam waist at the CCD-chip if the chip would
be positioned perfectly in the image plane at z=z,. Then the measured phase is
a(x,y,Gy=G,,G,=G,,G,=G ). Due to misalignment of CCDj, the position z; of the CCD-
chip is unequal to z, and the magnification of the beam waist on the CCD-chip G; differs
a factor AG; from G,: AG;=G-G,. The error in the measured phase due to the
misalignment is given by Aa(x,y,AG(,AG;,AG,). Here the phase error is not written as a
function of the misalignment of the CCD-chips, but as a function of the magnification
errors AG; of the beam waists due to the misalignment of the chips. Linearisation of a
with respect to G, G; and G, gives for Aa(x,y,AG,,AG,AG,):

da da da
Aa(x,y,AG,AG,,AG,) = AG, + AG, + AG
(x.y,AGpAG,AG,) ac, 0 aG, 1 ac, 2|GO=Gl=GZ=G‘
(3.16¢)
Substituting equation (3.16a) and using equation (3.14b) gives:
Aa(x,y,AG\,AG|,AG,) =
2,,2
%(cosa—sina) —i+4x 14 (l+cosa)+sina do x2+ da_ y 5 AG,
e Gowg d(Z) 6. d(2) G,
Ge Ge
2, (x%+? . da x da y
+COSQL —_.._+4_..§_...2... (1-sina) +cosa S+ > AG, +
G Glwg d(2) 6. a6
Ge Ge
2,,2
+%{cosa+sina} __g_+4x 4 (1 -cosa) -sina do x2+ da yz AG,
e G.wg d(2) G d(2) G
Ge Ge

(3.16d)
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where a is a function of x/G, and y/G,. From this expression an upper bound for the
modulus of the phase error can be found:

2,2
|Aa] = L XY |(cosa-sina) (1 +cosa)| |AG,]
€ Ge Yo
o d x2 ,_da y2| |(cosa-sina)sina| |AG,| i
Id(i) 26 a2 26; i
G, G, %
2,2
sl L X7 |cosa(1-sina)| |AG, |
Ge ij(;)' )
; ; (3.16¢)
w2 ¢ xz o Y 2| cos’a |AG, |
x
d(2 26, 426,
( Ge) e d( Ge)
2,,2
L X7 |(cosac+sina) (1-cosa) | |AG, |
G 3 2
€ Ge WO
| do x2 +_Ge y2| |(cosa+sina)sina| |AG,|
X y
d(0) 26, d(-) 26,
Ge Ge
Averaging over a and assuming AG,=AG;=AG,=AG gives:
1 x2+y2 da x da y
A, = 43.07|-— +2 +1.07 | " 1L1AG|
G, G &G, &G,
(3.166)

In the case that AG,, AG, or AG, is smaller than AG, then | Aa| ,,, is smaller than the
value given by this equation. This value can now be seen as an upper bound.

In equation (3.16f) | Aa | is dependent on x and y. To obtain an upper bound for

| Aa| ,,, which is independent of these parameters, the two terms on the right-hand side
have to be maximised. The first term is maximised by choosing x=y=0. Under the
assumption that do/dx=da/dy and that the CCD-chips have a diameter of G, w,, the second

term is maximised by choosing x=y=G_wy/2. In this case | Aa | ave CaN be estimated by:
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3.16
1.07w, '%' IAG | (3-16¢)

I lave I l
e

To find | Aa |, as a function of the misalignment Az of the CCD-chip, the relation
between AG and Az has to be known. For a single lens imaging system this relation can be
found by linearisation of equation (3.15) with respect to z about z,:

A

dG _ lz] ——-)2IAZI (3.17)

B |
& G,

|AG| = l
2
nw,

where A is the wavelength of the light. Substitution in equation (3.16g) gives:

|Aa| G

| l ave €

3.07

2
J'E(J.)O
N (3.182)

+1.07w, [Eg.| 2|
dx

[

Here | Aa |, is the maximum average modulus of the error in a found to be acceptable
by the user. In the set-up of figure 3.4 a lens L4 with a focal length £,=80mm is used. To
realize a magnification factor of 2, z, must be equal to 160mm. The minimum waist w
behind lens L4 is 5.4 um, as can easily be verified by using the theory of Gaussian optics.
Under the assumptions that a 632.8nm laser is used, that the maximum phase gradient

| do/dx | is 10°m™ (six pixels per fringe, see section 3.2) and that the average modulus of
the error in « is 1% of 2x, then equation (3.18a) requires | Az| to be smaller than 15um.
The second term in the denominator of equation (3.182) dominates the first term, so the
error is determined by the change in the intensity distribution in the fringes.

To estimate Az for the two lens imaging system, equation (3.17) cannot be used. Because
the image is in the focus (i.e., z,=0), dG/dz is zero at z=z,=0 and the first order
approximation of | AG| (equation (3.17)) is also zero. To find a second order relation
between | AG| and | Az|, G (equation (3.15)) is expanded with respect to z and G =1 is
subtracted:

2
TIZWO

1G] = %[Az )\]2 (3.19)

Here Az=z because z,=0. Substitution of equation (3.19) in equation (3.16g) gives:

=
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thg' 2 |Aa|

ave

A 3.07 +1.O7w0 |E
Ge

|Az| <

(3.18b)

where G =1 because the image is at the position of the minimal waist. When equation
(3.18b) is applied to the set-up of figure 2.2 (A=632.8 nm, f,=100m, fs=200mm and wy=6
mm) under the assumption do/dx=da/dy<10°m™, an upper bound for |Az| of 2.4 m
results if | Aa |, is required to be smaller than 1% of 2. Again the change in intensity
distribution due to the fringes dominates the change in intensity distribution due to the
changing profiles of the reference and test beam.

When the translational accuracies found above are compared, it can be concluded that the
single lens imaging system requires a much better translational accuracy than the two lens
imaging system. When | do/dx| <10°m™ and | Aa|,,, is smaller than 1% of 2x, the
required translational accuracy for the CCD-chip along the z-axis is | Az|=15um for the
single lens system. For the two lens system, however, this accuracy is 2.4 m. This implies
that for a single lens imaging system the translation of the CCD-chip along the

z-axis is a serious degree of freedom, which has to be adjusted exactly. For the two lens
imaging system, however, this translation is not a serious degree of freedom. So an
interferometer equipped with a two lens imaging system is much easier to align than an
interferometer equipped with a single lens imaging system.

3.4 Rotation about the x-axis and the y-axis.

The CCD'’s last degree of freedom due to
which errors in the measured value of a
can occur is a rotation of the CCD-chip
about any axis through O in the xy-plane. x—axis
In this section |Aal ,, due to a rotation
of the CCD-chip about the y-axis will be
calculated. The result, however, is valid
for rotation about any axis in the xy-plane

through O.

paraliel 8 [
beam

In figure 3.6 the parallel beam leaving the
two lens imaging system is incident upon
the chip of CCDj. A Cartesian coordinate
system (x,y) is defined perpendicular to the
propagation direction of the beam. Its
origin is in the centre of the beam and on

the CCD-surface. The CCD-chip is rotated  Figure 3.6 A parallel beam is incident on the chip of CCDj,
which is rotated 8; around the y-axis.
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about the y-axis, so there is an angle 6. between the propagation direction of the beam and
the normal on the CCD-surface. Parallel to the CCD-surface and perpendicular to the
y-axis, an ’gj-axis is defined. Its origin coincides with the origin of the coordinate system
(x.y), so there is an angle 8; between the x-axis and ‘g ~axis. The intensity distribution in
the beam is the result of interference between the mterferometer s reference beam and test
beam. Because the beam is assumed to be parallel, the interferometer’s reference beam
and test beam are parallel too, i.e., w=w,,. Under the assumption that the test beam and the
reference beam have a Gaussian intensity distribution, the intensity distribution I; in the
beam illuminating CCDj can be calculated by substituting equations (3.6) and (3.7) in
equation (3.3b):

_2x2+y2
Z

4P 0 Wo .7
I(xy) = > e 1+cos|a(x,y) +].5
W,

(3.19)

The intensity distribution I; ,y measured by CCDj differs from this intensity distribution for
two reasons:

- the beam waist in E-direction is a factor 1/cos8; larger than in x-direction, so the
effective beam surface is larger while the same power is passing through,

- the fringe pattern is scaled by a factor 1/cos8; compared to the x-direction.

Therefore the intensity distribution on CCDj can be described as:

> §jzooszej +y?
4P cosb; w2 n 3.90
L\ (E,y) = __2’e 0 (1 +cos[a(§jcosej,y)+_, ED (3:20)
W,
where the coordinate ’gj is given by:
x
i = 3.21
7 cos8; (3-21)
J
So the phase shift o(&,y) measured with a three camera interferometer is:
I ) -1 ,
GM(EO,EI,Ez,y) = arctan ZM(EZ y) IM(EI y) + _:r_t_ (3.223)
IO,M(%Q:Y) 'Il,M(Ep,V) 4

which will be interpreted as:
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a(x,y) = arctan w + I (3.22b)
Io(x’y) —Il(x’Y) 4

To approximate the error Aa in the phase shift made by the interferometer due to a small
rotation about the y-axis, equation (3.22a) should be expanded linearly to 6,, 6, and 6,
about 8y=08,=0,=0 (i.e., §;=§,;=§,=x). However, I. . m is only dependent on 8; by cosine
terms, so the first order derivative of I. M with respect to Bj is zero for 9]-0 This implies
that the first order derivatives of o, with respect to 6, 8, and 8, are zero for 8,=6,=6,=0
(’g_x) and a second order approximation of the error has to be made. This second order
appr0x1mat|on can be obtained by expansion of equation (3.22a) to cos6,, cos8, and cos6,
about cosf,=cos6,=cosb,=1 (that is ‘Cj-x)

doy,  dlg
Aa(Ey5,.5,y) = Acosd
(§0:51-52.Y) T d(cosBy) icose =] 0

da d/
M 1M
+ _, AcosB
dll,M d(COSBl) |oosOI-—l 1 (3.238)
da d/ .
+ M 2M Acosb, (7=0,1,2)

dr, ,, d(cos8,) Icosei=1

where Acos8.=cos0.-1. Here equations (3.20) and (3.22a) can be substituted. The fact that
the first order derivative of o, with respect to /;,, and the first order derivative of I o
with respect to cos 8; are evaluated at cos6 =1 (/=0,1,2) yields E=x. So the error in the
measured phase can be expressed in terms of x and the exact phase a:

Aa(x,y) = >
0

N =

2
l—4 (cosa~sina)(1+cosa) - fd_sma(cosa-sma) Acosf,
W 2 dx

2
- 1_4x cosa(1-sina) - xd_cosza Acosb;
W( dx

2
+ 3 ! 1_4x (cosa+sina) (1 -cosa) + ﬁg_sma(cosaﬂma) Acosb,
Wo 2 dx

(3.23b)

il e s e

& GES i
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From this expression the following upper bound for | Aa(x,y)| is deduced:

Aaey)] = L |(1—

> J | |(cosa-sina)(1+cosa)| |Acos6,]
w,
0

+ 11X I(i_dzl |sina(cosa-sina) | |AcosBy |

1—4i2 cosa(1-sina)| |Acos@
+ 5 1
wo (3.24)
+ x| I(j_dill cos’a |Acos8, |
4x?
+ _l 1--2_|] |(cosa+sina)(1-cosa)| |Acos8, |
Wo
da . .
+ |=| lEI |sina(cosa+sina) | |Acos8, |

Averaging | Aa, | over a under the assumption that da/dx is independent of « gives:

4x

|Aa(x,y) | e = 2i|(l— ][ (2.83|AcosB| +4 [Acosb, | +2.83 |Acos8, |)
n

Wo
— | | |_| (1.28|AcosB| +3.2|Acos8, | +1.28|AcosH, |)

(3.25a3)

If it is further assumed that
|AcosB,| = |AcosB,| = |AcosB,| = |Acos6| (3.26)
equation (3.25a) simplifies to:

4x

|Aa(x )], = 1.54|( )[ |AcosB| + 1.076 |x| |_| |Acos6 |

Wo

(3.25b)

]
5
il
£
E
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i i o i B

An upper value is found by separate maximisation of the two terms on the right-hand side.
The first term is maximum at the centre of the CCD-chip, i.e., at x=0. The second term is
maximum at the border of the CCD-chip, i.e., at x=w,/2. Under the assumption that the
maximum gradient in a is 10°m™ (see section 3.2) equation (3.25b) reduces to:

|Aat| . < 324 |AcosB | (3.25¢)

ave

Equation (3.25c) implies that if 0 is smaller than 1.1° then | Aa |, will be smaller than
1% of 2n. So if the angle between the normals of all three CCD-surfaces and the
propagation direction of the beam is smaller than 1.1°, | Aa |, will be smaller than 1% of

27,

ave

The maximal angle of 1.1° found for the rotation about the y-axis is valid for rotations
about every axis in the CCD-surface through the origin. The reason is that by rotating the
coordinate system about the propagation direction of the beam (z-axis), every axis can be
described as y-axis while the analytical formalism remains the same. Compared to the
required accuracy of 0.01° for rotation of the CCD-chip about the z-axis, a rotation
accuracy of 1.1° is realized easily. The result, however, is only valid for the two lens
imaging system. If the single lens imaging system is used, the beam is not parallel at the
CCD-surface, so the intensity distribution will be more sensitive to 8. This means that a
smaller variation in 8 is allowed while maintaining the same accuracy.

3.5 Conclusions.

Each camera in a three camera interferometer has six degrees of freedom: translation along
the x-axis, the y-axis and the z-axis and rotation about the x-axis, the y-axis and the z-axis.
The alignment accuracy of these degrees of freedom is calculated under the assumption
that the phase gradient of the beam at the position of the CCD-chips is smaller than
10°m™.

The translational accuracies along the x-axis and the y-axis and the rotational accuracy
about the z-axis are independent of the imaging system. The required translational
accuracies are Ax=Ay=0.5um. The required rotational accuracy is A8=0.01°.

The translational accuracies along the z-axis and the rotational accuracy about the x-axis or
the y-axis are dependent on the applied imaging system. The accuracies are much more
critical for an interferometer equipped with a single lens imaging system than for an
interferometer equipped with a two lens imaging system. Under the assumption that the
test beam is still paraxial after passage through the test section, the required accuracy for
the translation is 15um and 2.4m, respectively. Despite the assumptions made in the
derivation, the accuracies found here are a good first approximation. For an interferometer
equipped with a two lens imaging system, a rotational accuracy of the CCD-chips about
the x-axis or the y-axis of 1.1° is required. An interferometer equipped with a single lens
imaging system requires a much better accuracy.
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Because the translational accuracies of the CCD-chips along the z-axis and the rotational
accuracy about the x-axis or the y-axis are less critical, a two lens imaging system is
preferred to a single lens imaging system. When using the two lens imaging system, not
only the translational accuracy of the CCD-chips along the z-axis is not critical, but also
the rotational accuracy about the x-axis and the y-axis are not critical when compared to
the required rotational accuracy about the z-axis. In a practical set-up these accuracies can
be realized easily. So it can be concluded that in an interferometer with a two lens
imaging system instead of a single lens imaging system, the number of degrees of freedom
per camera is only three instead of six.

The accuracies mentioned above are based on a maximum average modulus of the error in
the measured phase (| Aa| ,,,) of 1% of 2n. They were calculated under the assumption
that the CCD-cameras are perfectly aligned in all degrees of freedom, except the degree(s)
of freedom under study. When all degrees of freedom of the CCD-cameras are adjusted
with the mentioned accuracy, the total value of | Aa | ave 18 4% of 2n: 1% due to the
limited translational accuracy along the x-axis and the y-axis, 1% due to the limited
rotational accuracy about the z-axis, 1% for the limited translational accuracy along the
z-axis and 1% due to the limited rotational accuracy about the x-axis or the y-axis. This
value excludes phase errors due to misalignment of the quarter wave plate and the
‘polariser in front of CCD1 as well as phase errors due to the limited accuracy in the
normalization of the intensity levels on the CCD-chip.




4. Alignment accuracies of the quarter wave plate
and the polariser.

4.1 Introduction.

The detection system of an interferometer with three cameras is shown in figure 4.1. The
electric field of the beam entering the system contains two rectangular polarisation
components. Component E (), polarised in the x-direction, is the electric field of the
interferometer’s test beam. Due to the passage through the test section it is shifted in
phase over a. Component E (f), polarised in the y-direction, is the electric field of the
interferometer’s reference beam. A quarter wave plate R3, whose fast axis is at 45° to the
x-axis, transforms the rectangular linear polarisation states of E(f) and E () into opposite
circular polarisation states. In this beam the phase difference between E () and E () can
be selected easily, because an extra phase shift can be introduced to the phase shift .
This extra phase shift is dependent on the linear polarisation direction which is transmitted
by the optical components in the set-up. The opposite circularly polarised beam is split by
beamsplitter BS. The transmitted beam is next split by the polarising beamsplitter PBS1.
The x-polarised light, i.e., the x-components of E,(¢) and E (¢}, is transmitted to CCDO.
The y-polarised light, i.e., the y-components of E,(¢) and E (¢), is reflected to CCD2. The
beam reflected by beamsplitter BS passes a piece of glass (to compensate for the fact that
the transmitted beam passes the polarising beamsplitter cube PBS1) and a polariser whose
transmission axis is at 45° to the x-axis. So the light reaching CCD1 is linearly polarised
at 45° to the x-axis. Due to the different polarisation directions of the light on the three
CCD-chips, the phase difference between E (¢) and E (¢) differs for each camera. In the
x-polarised beam on CCDO, an extra phase shift of n/2 is introduced in E (f) relative to
E(?). Because E(?) is shifted in phase over a due to the passage through the test section,
the total phase difference between E(f) and E (¢) is equal to a-n/2. Similarly, in the
y-polarised beam on CCD2 an extra phase shift of n/2-is introduced to E(?) relative to

E (1), so the total phase difference is a+m/2. In the beam on CCD1, polarised at 45° to the

ccDA
[—
X giass
L4 Ls
i [BS PBS1
y
e re—————

imaging system

CCD2

Figure 4.1 The three camera detection system. The symbols are from figure 2.2.
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x-axis, E () and E (f) are not shifted in phase relative to each other, so the phase
difference is a. The phase shift between E () and .E (f) on a CCD-chip is equal to the
phase of the interference pattern on the CCD-chip. This implies that the interference
pattern on CCD?2 is shifted in phase over & compared to the interference pattern on CCDO.
Similarly, the interference pattern on CCD1 is shifted in phase over n/2 compared to the
interference pattern on CCDO. '

In the set-up, beside the CCD-cameras four optical components have to be aligned: the
quarter wave plate, the non-polarising beamsplitter, the polariser and the polarising
beamsplitter. The depolarisation rate of the beams leaving the polarising beamsplitter is
negligible and the polarisation directions are perpendicular, so this element is easily
aligned. The non-polarising beamsplitter, however, is not ideal: transmission and reflection
are not independent of the polarisation state. This will influence the measured phase a,
just as small errors in the orientation of the quarter wave plate and the polariser will do.

In this section the error in a due to a misalignment of the quarter wave plate and the
polariser will be analysed. The errors in a due to the polarisation dependency of the non-
polarising beamsplitter can be corrected in an optical way. Attention will be paid to the
questions how to make this correction and how this correction influences the required
normalization of the intensity distributions on the three cameras.

4.2 Phase error calculation.

In this section an analytical expression will be derived for the intensity distributions on
CCDO0, CCD1 and CCD2 as a function of the orientation of the quarter wave plate, the
orientation of the polariser and the transmission/reflection coefficient of the non-polarising
beamsplitter.

In figure 4.1 the output beam of the interferometer enters the detection system. The beam
contains two components: the x-polarised test beam with electric field amplitude E, and
the y-polarised reference beam with electric field amplitude E,. The total electric field
vector Exy can be written as:

Ee™ (4.1)

where the time dependence has been omitted for notational simplicity. The subscript xy
refers to the Cartesian coordinate system (x,y) to which the vector is attached. This electric
field passes a quarter wave plate whose fast axis is oriented at (45-¢)° to the x-axis, see
figure 4.2. In figure 4.3 a new Cartesian coordinate system (x',y ") is defined. The origin
of this coordinate system coincides with the origin of the coordinate system (x,y).

R )

iz i kobion
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Figure 4.2 The orientation of the quarter wave plate’s Figure 43 Definition of the coordinate system (x'y")
fast axis in the electric field of the interferometer in the compared to the coordinate system (X,y) and the fast axis
ideal situation and in the actual situation. of the quarter wave plate.

However, the coordinate system (x',y") is rotated over an angle ¢ about the origin. So the
fast axis of the quarter wave plate is at 45° to the x '-axis. The electric field of equation

'(4.1) expressed in these coordinates, E, -+ is:
E cos¢ -sing |{E© e cospe - sing 4.2)
Y = = .
tY sing cosp || E, singe “*+E cos¢

When the electric field has passed the quarter wave plate, it is equal to:>*

. L B AR ~i(p +at) _; -i$
£, - 1|11 = Losdpe ““-E sing 1 £ IE e 4.3)

T2 1 1|Esinge @4E cosp| 2 |-iE@DE e
Transformation to the coordinate system (x,y) gives:

cos¢ sing

1 e ) _iE o it
= 7’2:_—sin¢ cos¢ —iE,ei(¢‘“)+Ere"“"

(4.4)
1 | Ecosde ~i(¢+a) | cospe 9 _E singe LGP singe o

J2 |-Esinge -i(0 ) i singe i _iE cosoe o), p cospe &

Next the beam is split by a non-polarising beamsplitter BS, whose power reflection
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coefficient is a for x-polarised light and b for y-polarised light. The transmitted beam is
split again by the polarising beam splitter. The power transmission coefficient of this
beamsplitter is 1 for x-polarised light. The power reflection coefficient is 1 for y-polarised
light. So the electric field £y on CCDO is x-polarised and is given by:

EO = ‘lz;a (Et008¢ € ~i¢+a) 'iErCOSd) e -if _lEtSID¢ e i($-a) +Er51n¢ e ‘¢) (4‘53)

The electric field E, on CCD2 is y-polarised and is given by:

1-b

E, = — (-E sinpe “@®*N+iE singe ®-iE cospe (PN E _cospe P (4.55)

For the electric field vector Ep)xy between the non-polarising beamsplitter and the polariser
follows:

a (E cospe “@*) E cospe 0 —iE singe (P ~D+E singe
1 4 r ts rs
et V2 Wb (-E sinpe “®*D+E singe " ~iE cospe O D+E cospe )

(4.5¢)

Behind the polariser whose transmission axis is oriented at an angle 6 to the x-axis, the
electric field E, is given by:

E, = .g (E cospe -i(¢+0) -iE cos¢e 0 _jE singe i¢-) +E singe ) cos0

(-E sinpe “H(9+a) 4 iE ,Sinde % _E [Cospe LB ,Cosde ) sin®

N|o~|

(4.5d)

This is the electric field on CCD1. The polarisation direction of this linearly polarised
field is at an angle 6 to the x-axis. The intensity distributions Iy, I, I, on CCDO, CCD1
and CCD2 can easily be calculated by multiplying the electric fields with their complex
conjugates:
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e (Ef +E; +2E ,E cos2¢ cos(a-2) +(E,/~E,)sin’2¢ +E,E, sind¢ cosa)

(4.6a)
I, = EfE,
= lz‘_li(Ef +E2+2E E c0s2¢ cos(a +;) —(Ef—Ef) sin®2¢ ~E E, sind¢ cosa)
(4.6b)
I, « E|E,
2 )
acos“o x _ bsin“0 *
= E + E
e e gyt 22
+ y/ab cosB sinG(ZEtEr(coszmb cosa —-sin2¢ sinat) +%(E,2-Er2)sin4¢
(4.6¢)

If the quarter wave plate is aligned perfectly, i.e., $=0°, the expressions for the intensity
distributions on CCDO0, CCD2 and CCD1 reduce to:

I, = EOEO* %(Et2 +E r2 +2EE rcos(a—g.)) (4.7a)

L « EE) = 17"’(5,2 +E} +2E,E,cos(a+g)) (4.7b)

2 2 :
I, = EIEI' = aio_saeEoEo*+bililbe EZE; +yab cosBsinB(ZE,Ercosa) (4.7¢)

To realize a modulation of I; which is independent of cos(a-m/2) and cos(a+m/2) terms,
these terms should cancel in equation (4.7¢). This will be the case if the next condition is

fulfilled:
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acos?0 = bsin®0 (4.8)

I, can now be written as:
I = acosze(E,2 +E’ +2EtErcosa) (4.79)

Requirement (4.8) implies that for the situation a is equal to b, 8 has to be 45°. In
practice, however, a is unequal to b, so 6 has to be unequal to 45°.

Equations (4.7a), (4.7b) and (4.7d) show a phase shift of -n/2 in the intensity distributions
I; compared to equation (3.3b). This means that substitution of these values of I, I; and I,
in equation (3.4a) will also lead to a value for a which is shifted over -n/2. So if the
intensities defined in equations (4.7a), (4.7b) and (4.7d) are used, the correct value for a
18:

Koy k1
a(x,y) = arctan ﬁ# T (4.9)
olo- ;| 4

In this equation x,, x,, and «, are normalization factors. If the sensitivity is the same for
all cameras, it is easy to see with equations (4.7a), (4.7b) and (4.7d) that:

Kg = —— (4.102)
1-a

-1 4.10b

K, : (4.10b)

acos“o
2

Ky = — (4.10c)

2 1%

The non-polarising beamsplitter in the set-up of figure 4.1 is characterised by a=0.45 and
b=0.65. So for exact phase measurements the required exact values for 8, ¢, x,, x; and x,
are: 0=0.694 rad (39.76°), ¢=0 rad, K(=3.64, x;=3.76 and k,=5.71. However, in a practical
set-up it is difficult to adjust  and ¢ exactly. So it is important to know the absolute error
in a if 6 is not exactly equal to 0.694 rad and ¢ is not exactly equal to 0 rad, while for
Ko, K and k, the exact values are used. Under the assumption E=E, these errors are
calculated by using equations (4.6a), (4.6b), (4.6¢c) and (4.8). Figure 4.4 shows the phase
error Ao when 8=0.694 rad and ¢=0.017 rad (1°), i.e., 0 has its exact value and ¢ is
shifted over 1° compared to its exact value. Figure 4.5 shows the phase error Ao when
6=0.711 rad (46°) and ¢=0 rad, i.e., 0 is shifted over 1° compared to its exact value and ¢
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has its exact value. Figure 4.6a,b shows the modulus of Aa averaged over a (| Aa | ,,,) as
a function of ¢ when 8=0.694 rad (exact value). If the system is aligned exactly, |Aa |,
is independent of the quotient E/E,. However, if the system is not aligned exactly | Aa |
is not independent of this quotient. So in figure 4.6a,b | Aa |, is represented as a
function of ¢ for E/E =1, E/E =1.25 and E/E =10. Figure 4.7a,b shows | Aa | ave 35 @

function of 6 for E/E =1, E/E =1.25 and E/E =10, when ¢=0 rad (exact value).

ave

Inverting the quotient E/E, does not change | Aa |, as function of ¢ when 6, x,, x;, and
K, have their exact value. Similarly, inverting E/E, does not change | Aa |, as function
of 6 for =0, no matter what the values of k, k,, and x, are. This is easy to see if one

realizes that:

18 = {

kI, —x.I
arctan _iz__.l_i L > (4.11a)
KOIO—KII1 4

For the first situation, the argument of the arctangent function can be written as:

2 .
Koly ~x 1} ) c,(E, —Erz) +c,EE cosa+c3E E sina (4.11b)

Kolo K1/} cy(E-E?) +¢sE E cosa +cgE E sina

where ¢, (i=1,2,3,4,5,6) are functions of ¢. In the second situation the argument can be
written as:

2 .2 .
LI I _ f[(E+E]) +f,E E sina+f;E E _cosa (4.110)

Kolo K1) f4(Et2+Er2) +fsE E sina +f.E E cosa

where f; are functions of some of the parameters 6, x,, x; and k,. Substituting the two
arguments in equation (4.11a) and averaging over a give the same result for the case that
the quotient is E/E and the case the quotient is inverted.

Figure 4.8a shows | Aa| . as a function of k, with free parameter E/E,. The values of

Ky, Ky, 6 and ¢ have their exact values. Similarly figure 4.8b and 4.8c show |Aa],,, as

function of x; and x, when KO,AG and ¢ have their exact values, just as k, and k;

respectively. Also here inverting E/E, will not lead to a change in | Aa| .
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Figure 4.7a,b The average modulus of the phase error | Aa|,,, as a function of @ with free parameter E/E,. The
other parameters are exact.
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Figure 4.8a The average modulus of the phase error | Aa| ,,, as a function of K with free parameter E /E,. The other

paramelers are exact.
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Figure 4.8b The average modulus of the phase error | Aa| ., as a function of x, with free parameter E JE,. The other
parameters are exact.
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Figure 4.8c The average modulus of the phase error | Aa| ave S a function of x, with free parameter E/E,. The other
parameters are exact.

4.3 Discussion and conclusions.

To evaluate the results of section 4.2 some new parameters are introduced: A¢, A8, Axg,

Ak, and Ak,. These parameters are equal to the modulus of the difference between the
exact and the actual values of the parameters ¢, 6, k, x, and x,, respectively:

A¢ = I¢| (4.123)
A8 = [0.694-8| (4.12b)
Axy = =2y (4.12¢)
1-a
1
Ak, = - (4.12d)
! |0.591a <l
Axy = |2, (4.12¢)
1-b
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Figure 4.6a shows that the error in the average modulus of a is a periodic function of ¢
with period n. This is easy to understand, because after rotating the quarter wave plate
over an angle m, the fast and slow axis of the crystal obtain their original directions again.
Similarly, the average modulus of the error in a as a function of 8 is periodic with period
n (see figure 4.7a): after rotating the polariser over an angle s, the transmission axis
obtains its original direction again.

Figure 4.6a shows that for ¢=kn (k=0,1,2..) the measured phase a is correct, independent
of EJE,. For small values of A¢ there exists an almost linear relation between | Aa |
and A¢, see figure 4.6b. When E /E =1 and A¢$<0.8 rad (=45°) this relation can be .
approximated by: | Aa |, /A$=2.08. If an average error in o of 1% of 2z due to
misalignment of ¢ is allowed, the accuracy to which the quarter wave plate has to be
adjusted is A$=0.03 rad (1.7°). The relation between |Aa| ., and ¢ almost does not
change when E/E, increases from 1 to 1.25. Howeuver, if E/E, increases to 10 the relation
changes and | Aa| ., /A for small A also increases strongly.

Similarly, figure 4.7a,b shows that | Aa| ,,, is zero for 6=0.694+kxn (k=0,1,2...),
independent of E/E,. For small values of A9, the relation between |Aa |, and A8 is
almost linear. When E/E =1 and A8<0.4 rad (=23°) this relation is: | Aa| ., /AB=1.03. So
to keep the error smaller than 1% of 2, it is required that AB<0.06 rad (3.5°). Increasing
E/E, to 1.25 almost does not change | Aa |, as function of 8. However, increasing E/E,
to 10 changes the curve strongly.

ave

The relation between | Aa | ave and the normalization factor x; (i=0,1,2) is almost linear for
small Ax; when all other parameters (including the other normalization factors) have their
exact values, see figure 4.8a,b,c. This relation is almost the same for E/E, =1 and
E/E=1.25. For E/E,=10, however, | Aa| . /Ax, increases. To keep | Aa ], smaller than
1% of 2n when E/E =1, it is required that:

3.16 < K, < 4.16 (4.13a)
342 < x; < 4.16 (4.13b)
4.97 < x, < 6.54 (4.13¢)

This implies that x;, and x, are allowed to be 13% smaller and 14.5% larger than the exact
values 3.64 and 5.71, respectively. k, is allowed to be 9% smaller and 10.5% larger than

the exact value 3.76. The linear relation between | Aa |, and Ax; is given by:

Aa
i I‘we = (.13 (K0<3.64) (4.14a)
AKO
Aa
l Iave = (0.12 (K0>3.64) (4.14b)

AKO
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|Aa]

— = =018 (x;<3.76) (4.14c)
Ax,
Aa

_l_ﬁ“_‘_ =0.16 (x;>3.76) (4.14d)
Ax,
Aa

1Al 0.082 (k,<5.71) (4.14e)
Ax,
Aa

_I_I_“_”i = 0.075 (x,>5.71) (4.14f)
Ax,

The theoretical derivations in section 4.2 and the discussion in this section lead to the

following conclusions for a three camera interferometer, with a non-polarising beamsplitter

that is characterised by a=0.45 and b=0.65:

- For a correct phase measurement the parameters ¢, 6, x,, x;, and k, have to be equal
to their exact values: $=0°, 8=39.76°, k,=3.64, x,;=3.76, x,=5.71.

- Increasing E/E, from 1 to 1.25 almost does not influence | Aa |, so a difference
between the electric field of the reference beam and the test beam of 25% is allowed.

- If all parameters have their exact values except one, the allowed variation in this
parameter while keeping | Aa | . smaller than 1% of 2=, is: Ag<1.7°, AB<3.5°,
Ax(<0.48 (13% of the exact value for x;), Ax;<0.34 (9% of the exact value for x,),
Ax,<0.74 (13% of the exact value for x,).

- There exists a complex relation between the different parameter errors and |Aa| .

However, to a first approximation the total error | Aa |, due to a combination of errors

ave

in ¢, 6, x,, x; and x, will be the sum of the errors | Aa |, due to the errors inthe

individual parameters. So if the parameters are adjusted with the accuracy as described
here, the maximal total error | Aat| ,,, amounts to about 5% of 2.

These conclusions are the result of an analysis in which the errors due to a misalignment
of the CCD-chips were excluded. Chapter 3 has shown that if the alignment of the CCD-
chips satisfies the required accuracy, |Aa |, due to the misalignment of the CCD-chips
is less than 4% of 2n. This value of | Aa| , . has to be added to the value of 5% of 2n

ave
found in this section. So the total estimated error in a, | Aa| ., is equal to 9% of 2.

ave?




5. Summarized conclusions.

A Michelson interferometer for quantitative refractive index measurements has been

designed. A Michelson interferometer is preferred to a Mach Zehnder interferometer

because it is easier to install around large objects like a wind tunnel. This report is a

theoretical analysis of the interferometer and treats two major subjects:

1. The choice between a two and a three camera interferometer.

2. The required alignment accuracy of the elements in the interferometer as well as the
required accuracy in the normalization factors.

Ad 1.

A three camera interferometer is preferred to a two camera system because:

- the range in which the phase shift can be detected is 0-2x for a three camera
interferometer and O-n for a two camera interferometer,

- the two camera interferometer is less sensitive to spatial low frequency phase variations,

- the two camera interferometer introduces more undesired intensity fluctuations due to a
rotating inhomogeneous quarter wave plate.

- the sampling moments at which the phase is measured have to be known exactly when
using the two camera interferometer.

Ad 2.

A three camera interferometer equipped with a two lens imaging system is preferred to a
interferometer equipped with a single lens imaging system. The two lens system reduces
the degrees of freedom of the CCD-camera’s from 6 to 3 per camera. If the maximum
phase gradient in the image on the CCD-chips is 10° rad/m, the total average modulus of
the error in the measured phase can be kept smaller than 9% of 2n. This error excludes
errors due to refraction effects in the examined medium in the test section. For an
interferometer equipped with a two lens imaging system, the required alignment accuracy
for the optical components is given by:

CCD-cameras:

x,y translation: 0.5 um

z translation: 2.4 m

rotation about x,y-axis: 1.1°

rotation about z-axis: 0.01°

rotation quarter wave plate: 1.7°
rotation polariser in front of CCD1: 3.5°

The required accuracy in the normalization factors of the intensity distributions on the
CCD-chips are:

normalization factor CCD0O and CCD2: 13%
normalization factor CCD1: 9%

The influence of unequal intensities in the test section and in the reference path on the
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average modulus of the phase error is negligible if the quotient of the electric fields is
smaller than 1.25.
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