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Chapter 1

Introduction

City-scale events are getting more popular and attract a large number of
people participating in various activities. For instance, on King’s Day, a
national holiday in the Netherlands, a huge amount of people pour into the
city and gather in the urban area, participating in various activities such as
street parties, music festivals and boat parades. Event stakeholders, such
as event organisers, police, municipalities, and crowd managers manage
the crowd to avoid incidents. Crowd management practice consists of two
phases (Martella et al., 2017), i.e. the planning phase and operational phase.
In the planning phase, crowd managers require the past event data to infer
guidelines and to perform computer simulations of the crowds in the event.
In the operational phase, a set of what-if scenarios are resembled. Crowd
managers require the current information of the crowd to decide which sce-
nario is met and to predict and prevent accidents. Further, they can apply
feasible predefined measures in the given scenario. The information required
either in the planning phase or operational phase includes the information of
the crowd about a set of factors that influence pedestrian behavior (Martin,
2006; Zomer et al., 2015) and crowd management (Li, 2019; Still, 2000;
Tubbs & Meacham, 2007; Abbott & Geddie, 2000). Examples of these fac-
tors are crowd size, density, mobility, emotion, visitor profile and location,
which will be further discussed in Chapter 2.2. Conventionally, the informa-
tion about these factors is derived from data collected by existing resources,
such as stewards and ICT solutions based on sensors, e.g. Bluetooth/ Wi-Fi
sensors, GPS trackers and Video cameras.

Existing resources used to acquire crowd information have drawbacks.
Table 1.1 lists a set of factors which information about these factors are re-
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quired by crowd management and show the overview of such drawbacks.

According to Table 1.1, stewards can report information about all re-
quired factors, but they are expensive and prone to bias. ICT solutions based
on sensors collect Spatio-temporal data about the crowd, which can be used
for deriving information about influencing factors. However, they are not
broadly adopted, and can not provide semantic information (e.g. emotion).
Besides, accessing the images or video recordings of public areas is com-
putationally intensive, and often restricted due to privacy issues. These dis-
advantages reduce the capability of existing solutions providing information
about influencing factors for crowd management.

Table 1.1: The capability of existing solutions and social media in providing
information about factors influencing event planning for crowd

manageme nt.
Factors Inquiries Required Existing solutions Social
Information Stewards Bluetooth/ GPS Video media
Wi-Fi

Visitor profile What is the demographic of the Demographics, L - L G
people in the crowd? city-role

Crowd size ‘What is the number of people in Number of people L L L L G
the crowd?

Density Is the density of the crowd high? Density L L L L G

Mobility What is the position of the crowd in  Temporaldistribution, L L L L G
different moments? position

Location Which Pols are popular during the ~ Position, L L L - G
event? Points of Interest

Semantic Is the crowd in intensively negative  Sentiment,”word use L - - - G

sentiment?What are the topics the
crowd talking about?

L = Locally, G = Globally, - = Impossible.
Factors are screen out according to pedestrian behavior (Martin, 2006; Zomer et al., 2015) and crowd man-
agement (Li, 2019; Still, 2000; Tubbs & Meacham, 2007; Abbott & Geddie, 2000)

Next to these traditional data sources, the advent of web-enabled tech-
nologies provided new sources of social data that could be used to anal-
yse and understand human behaviour at large events. On social media, a
user sends a post with content and profile at a certain timestamp. A cer-
tain percentage of posts is also tagged with geo-referenced information, i.e.
the location where the post is sent. Compared with conventional solutions,
i.e. stewards and ICT solutions, social media data is created by the peo-
ple themselves, enriched with Spatio-temporal annotations, and integrated
with rich semantic descriptions. Besides, social media data is created at high
frequency, and it is free to access. At the same time, there are some disad-
vantages in social media data analysis. First, it is sparse, in particular for
the geo-referenced social media posts. It is also biased, in the sense that
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there is a mismatch between the composition of crowds and the composi-
tion of social media users. Regardless of the disadvantages, social media is a
promising source of knowledge for deriving characteristic information about
the crowd.

We therefore argue that social media data can enrich considerably the
information needed for crowd management, both in the operations phase
and in the planning phase. In this thesis, we investigate to what extent social
media are able to provide information for crowd management in city events
in terms of three topics, i.e. event characterisation, attendees’ sentiment and
density estimation.

1.1 Research scope

There are various types of social media platforms. In this research, we focus
on social media platforms on which social media data are globally available
and can be accessed freely through an API or through a web page. The
data of social media should contain either or all of the following attributes:
the profile of the user who sent the post, the content of the post which can
be text and images (optional), the timestamp when the post is sent, and the
geo-location where the post is sent (optional). We collected social media
data from different platforms on which the social media data are in different
structures. We then converted them into a unified structure (Ou, 2011) which
contained these four elements. We perform our research in the context of city
events, which take place in cities, with a start-time and end-time and lasts for
one day to several days.

1.2 Challenges in using social data

Though social media data are publicly available, the efficient and effective
use of social media data to derive information about the crowd for crowd
management is still unclear. There are three major challenges to be ad-
dressed in this thesis.

The first challenge is how to deal with the sparsity of social media data,
both in time and in space. According to previous research (Paule et al., 2019;
Middleton et al., 2018), the geo-referenced social media posts collected from
social media platforms only account for a small proportion of the total mes-
sages posted. Particularly after the #noGeo activities on Twitter and Insta-
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gram (Holson, 2018; Dickinson, 2019), the availability of geo-referenced
social media data is further reduced. This is further discussed in Chapter
5.1.

The second challenge is the bias of social media data. Recent works
(Ribeiro et al., 2018; Yang et al., 2016; Duggan & Brenner, 2013; Diaz et al.,
2018) show that social media is not used equally. Bias exists in social me-
dia usage in terms of, for instance, different age groups (Diaz et al., 2018;
Yang et al., 2016), i.e. younger generation use social media more than older
ones; different gender (Ribeiro et al., 2018; Duggan & Brenner, 2013; Yang
et al., 2016), i.e. female are more fond of image-based social media such as
Instagram than male. Similar to the sparsity of social media data, the bias of
social media data reduces the capability of providing an accurate reflection
of reality in city events. Thus, it increases the difficulties in deriving crowd
information for crowd management.

The third challenge is how to derive information about the crowd using
social media data (Feng et al., 2019; Ghani et al., 2019; Bocconi et al., 2015;
Titos Bolivar, 2014) for crowd management. The information about crowds
does not exist directly in social media data. Instead, social media data is
full of noise, which may reduce the accuracy of information derived from
social media. How to establish methods under such conditions is essential
for deriving this information about the crowd for crowd management.

According to the major challenges introduced above, to derive informa-
tion about crowds in city events that is in line with the reality for crowd
management, we have to overcome these challenges.

1.3 Research objective and research questions

According to factors listed in Table 1.1, we screen out a list of information
about these factors which are required by crowd management and possible
to be derived from social media (Section 2.2.1). They are: demographic
composition, city-role composition, Spatio-temporal distribution, Points of
Interest preferences, word use, sentiment estimation, crowd size and density
estimation. The main objective of this research is to understand how social
media can be used as the data source to derive these information about the
crowd for crowd management in the context of city events.

To achieve this objective, four research questions will be answered in
this thesis:
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RQ1. To what extent are social media data able to characterize crowds in
city events, in terms of demographic composition, city-role composi-
tion, Spatio-temporal distribution, Points of Interest preferences and
word use? (Chapter 2 of this thesis)

RQ2. To what extent are social media data able to estimate the sentiment
of crowds in city events? (Chapter 3 of this thesis)

RQ3. To what extent are social media images able to count people in city
events? (Chapter 4 of this thesis)

RQ4. To what extent social are media data able to estimate the density of
people in city events? (Chapter 5 of this thesis)

1.4 Main contributions

The section below describes the contributions of this research, which are
categorised into scientific contributions and practical contributions.

1.4.1 Scientific contributions

The scientific contribution consists of three types of contributions, i.e. method-
ological contributions, novel insights and constructed datasets.

Firstly, the methodological scientific contribution is the new density es-
timation method (Chapter 5), based on pedestrian traffic flow theory adapted
to social media data analysis. The new model consists of three classes of den-
sity estimation strategies, namely: 1) geo-based strategies, operating only on
social media data; 2) speed-based strategies, which estimate density by con-
sidering the travel speed (i.e. distance covered per unit of time) of attendees
on the event terrain; and 3) flow-based strategies, which consider travel flow
information (i.e. the number of attendees passing a reference point per unit
of time). This research shows the successful application of pedestrian traffic
flow theory in this new density estimation method.

Secondly, the social media data analyses are performed in this thesis as
case studies (Chapter 2 to 5). The data analyses provide a better understand-
ing of how social media data can be used to derive information about crowds,
in terms of various factors listed in Table 1.1, required by crowd management
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in city events. The data analysis helps crowd managers to apply feasible and
effective predefined measures to manage the crowd in different situations.

Lastly, a set of social media datasets are collected and annotated in this
research (Chapter 2 to 5). The datasets are collected from various city events,
which are selected considering diversities in various aspects, such as differ-
ent cities, areas, event characteristics, editions, and activities. The collected
datasets include Sail (2015), King’s Day (2016, 2017, 2018), and Europride
(2016, 2017) in the city of Amsterdam, and Feyenoord football fan riots
(2017) in the city of Rotterdam. The annotated datasets consist of two parts,
namely: 1) the social media posts annotated with the number of people in
the images and 1mage characteristics; 2) the social media posts annotated
with sentiment based on the text. These collected and annotated datasets
can be further used for, for instance, developing and verifying new models,
studying and analysing cases.

The contributions described above are listed in the following.

CB1. Methodological contribution

— The density of participants estimation method
CB2. Novel insights

— City events characterisation in Sail 2015 and King’s Day 2016
Amsterdam, in terms of:
* demographic composition
* city-role composition
* spatio-temporal distribution
* crowd size estimation
x Points of Interest preferences
* word use

— Density of participants analysis, in Sail 2015 and King’s Day
2016, Amsterdam

CB3. Constructed datasets, collected from Twitter and Instagram, annotated
with sentiment and crowd size

— SAIL (2015)
— King’s Day (2016, 2017, 2018)
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— Europride (2016, 2017)
— Football riots (07-05-2017)

1.4.2 Practical contributions

The findings reported in this work also have important practical contribu-
tions.

The developed density estimation model, together with verified existing
algorithms, serve as a new method using social media data to derive informa-
tion about people in the crowd for crowd management. For crowd managers,
it is possible to select suitable measures to manage the crowd based on the
derived information.

As mentioned before, the data analyses provide insights in crowds in
city events, in terms of demographic composition, city-role composition,
Spatio-temporal distribution, crowd size estimation, Points of Interest pref-
erences, sentiment estimation and word use. In addition to helping crowd
managers select feasible measures to manage the crowd, these insights also
lead to recommendations to the event organisers, city administrators and ur-
ban planners, such as on improvements of bottlenecks in the event area and
traffic hub.

Besides, the constructed pipelines as tools can be used by practice for
future research, such as crawl data from various social networks, process
data, analyse and visualise data.

1.5 General research approach

In this research, we employed a set of steps as a methodology framework to
study four research questions. In each study, this research framework is ap-
plied differently. In the following, we first introduce the general steps in the
methodology framework and further describe how these steps are performed
in each study.

The methodology framework consists of four steps, as shown in Figure
1.1, i.e. literature review, methods comparison, case study and analysis. In
the first step, we review the literature about deriving crowd characteristics
information using social media data. Further, we compare existing state-of-
the-art methods from literature. In case there are no feasible methods for
tackling challenges, we propose new methods. To assess the effectiveness of
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ﬁ Feed back—‘
Literature research Investigate/ propose Case study Pgrfqrmance/ . Conclusion
methods feasibility analysis

Figure 1.1: Research methodology framework that has been applied in in-
vestigating for each of the research questions.

existing state-of-the-art methods and proposed new methods, in the third step
we conduct case studies, applying the methods to derive crowd characteris-
tics from social media dataset collected during cases (city events). Next, we
analyse the performance of methods by comparing the derived information
with ground truth estimated from various data sources.

For the first research question, we investigate to what extent can social
media be used to characterize crowd in city events in terms of various as-
pects. To decide which aspects of information are required for crowd man-
agement, based on Table 1.1, we perform literature review and screen out a
set of factors that are related to crowd management. To retrieve crowd in-
formation about these factors, we review recent works to screen out a set of
state-of-the-art methods. We investigate the effectiveness of these methods
in a case study, using collected social media data in two city events to assess
these state-of-the-art methods compared with estimated ground truth.

For the second research question, we study how social media can be
used for estimating the sentiment of crowds in city events. To estimate the
sentiment of social media texts, we screen out various types of state-of-the-
art methods from recent works, and apply social media datasets collected in
diverse city events on these methods. The ground truth sentiment of these
social media texts are annotated through crowdsourcing. The effectiveness
of these methods is calculated by comparing the estimated sentiment with
the ground truth.

The third research question, i.e. investigating the methods for count-
ing people in the crowd, is studied in a similar way to the second research
question. We select state-of-the-art methods and perform case studies with
annotated datasets. Instead of annotating sentiment of the post texts, in this
study we construct a dataset by annotating the crowd size in the social media
images, which consists of 1) the dense level of people in the image, and 2)
the specific number of people in the image if less than 20. For each image,
we also annotate the value of a set of image characteristics, e.g. if a pic-
ture shows indoors or outdoors, whether it is a selfie or a group picture. In
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the analysis step, in addition to analysing the effectiveness of the selected
methods, we also analyse the impact of these image characteristics on the
effectiveness of different methods in counting people in the crowd from so-
cial media data.

In the last research question, we study the density estimation of crowds
in city events using social media. According to the literature review, there
are no existing methods feasible to this research. Thus, we propose a new
method to estimate the density of people in the crowd. The proposed method
is based on pedestrian traffic flow theory and adapted to be used with social
media data. It considers three strategies, i.e. geo-based, speed-based, and
flow-based, using social media data. To analyse the performance of different
strategies in the proposed methods, a case study is performed in five terrains
(area) in two city events. The results from the proposed method are further
compared with the ground truth estimated from sensor data.

1.6 Outline

The remainder of this thesis is organised in 6 chapters. The schematic
overview of these chapters with their relationships is shown in Figure 1.2.

Chapter 2 showcases the state-of-the-art methods using social media in
city events to derive information about the crowd, in terms of demograph-
ics, city-role, Spatio-temporal distribution, Points of Interest preference, and
word use. Research question RQ1 is answered in this chapter.

To further derive emotion of the crowd using social media rather than
only word use, in Chapter 3 we perform a sentiment analysis of the people
in the crowd based on text collected from city events. In this chapter, we
construct a sentiment annotated dataset and validate a set of state-of-the-
art methods using the constructed dataset. The result answers the second
research question (RQ?2).

Chapter 4 and 5 investigate estimating the size and the density of people
in the crowd using social media in city events. Chapter 4 focuses on assess-
ing the effectiveness of existing methods in counting the number of people
using social media images. We also investigate the impact of a set of im-
age characteristics on the people counting performance. The result of this
chapter answers the research question RQ3. In Chapter 5, we propose a new
method to estimate the density of people in the crowd using social media in
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[ Chapter 1. Introduction }

. Chapter 2. Crowd characterization for crowd management
Research question 1 ; . . o
using social media data in city events

Chapter 3. Estimate sentiment of crowds from social W
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Figure 1.2: The schematic overview of the thesis.

city events. The method is based on elements of pedestrian traffic flow the-
ory that were successfully assessed during city-scale events. The proposed
method is validated in a case study and the result is compared with sensor
data. The result of this chapter answers the research question RQ4.

Finally, Chapter 6 presents the findings and conclusions of this thesis, the
implication for practice, as well as the recommendation for future research.

In addition, it should be noted that this thesis is a collection of articles.
Chapter 3 and 5 correspond to articles that have already been published in
scientific journals, and Chapter 2 and 4 correspond to articles that have been
submitted for publication. Therefore, the chapters contain some repetitions
in terms of information, particularly in the abstracts and introductory sec-
tions. The reader may want to skip these sections.



Chapter 2

Crowd Characterization for
Crowd Management using Social
Media Data in City Events

In this chapter, we characterise city events in terms of various aspects
using social media data. This answers the first research question, i.e. RQ1.
To what extent are social media data able to characterize crowds in
city events, in terms of demographic composition, city-role composition,
spatio-temporal distribution, Points of Interest preferences and word
use?

To this end, we screen a set of factors (i.e. visitor profile, crowd size,
density, mobility, location, and semantics) that characterize crowd behaviour
and introduce a set of proxies (i.e. demographics, city-role, crowd temporal
distribution, post position, Points of Interests, and word use) derived from
social media data. Furthermore, we characterize the crowd in two city-
scale events, Sail 2015 and King’s Day 2016, in terms of these proxies, and
comparing them with information collected from events organizers and pro-
grams.

Our findings show that it is possible to characterize crowds in city-scale
events using social media data, thus paving the way for new real-time and
planning applications on crowd monitoring and management for city-scale
events.

11
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This chapter is published as a journal article: Gong, V. X., Daamen, W.,
Bozzon, A., & Hoogendoorn, S. P. (2020). Crowd characterization for crowd
management using social media data in city events. Travel Behaviour and
Society, 20, 192-212.
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2.1 Introduction

As cities compete for global importance and influence, city-scale public
events are becoming an important ingredient to foster tourism and economic
growth. Sports events, thematic exhibitions, and national celebrations are
examples of city-scale events that take place in vast urban areas, and attract
large amounts of participants within short time spans. The scale and inten-
sity of these happenings demand technological solutions supporting stake-
holders (e.g. event organizers, public and safety authorities, attendees) to
monitor and manage the crowd.

These stakeholders aim to minimize the risk of incidents due to issues
caused by external and internal threats. They normally apply predefined
measures according to the qualitative interpretation of the crowd by police-
men, stewards, or event organization employees.

As the efficiency and effectiveness of crowd management measures de-
pend on pedestrian behavior (Still, 2000; Zomer et al., 2015), it is valuable
for stakeholders to have information about the expected, and preferably ac-
tual, pedestrian behavior of the crowd. Pedestrian behavior is influenced by
factors such as age, gender, and ethnicity (Martin, 2006). Insights into the
distribution of these factors in an event’s population can help estimating and
predicting crowd behavior, and as such could be beneficial to crowd man-
agement.

However, information about these factors is difficult to capture. Tradi-
tionally, this information is manually sampled by stewards or staff members
(Earl et al., 2004), a practice that is expensive and prone to biases. ICT
solutions based on sensors (e.g. GPS, custom mobile apps) could provide
spatio-temporal information (i.e. GPS coordinates and timestamps) that is
useful to study crowd behavior (Jamil et al., 2015), but they are not broadly
adopted, and might not provide demographic information. Camera sensors
provide images or video clips which could be used to extract crowd features
(Favaretto et al., 2016; Ryan et al., 2009), and detect crowd behavior (Wang
etal., 2012a; Zhan et al., 2006) through image recognition techniques. How-
ever, accessing the images or video recordings of public area is computation-
ally intensive, and often restricted due to privacy issues.

The advent of web-based technologies provides new social data sources
that could be used to analyze and understand pedestrian behavior. Several
platforms, such as Twitter, Instagram and Foursquare, are widely used. So-
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cial media content (e.g. text messages, images) is time-stamped and of-
ten geo-tagged, and it inherently containssni rich semantic information that
could be used for characterizing the crowd from a pedestrian behavior per-
spective. For instance, the text content of posts sent by the crowd may in-
dicate what the people are talking about, in order to see e.g. whether par-
ticipants are enthusiastic about the event they are participating in or whether
(security) issues are discussed. Likewise, the profiles of social media users
can help to determine the crowd demographic characteristics. The rich se-
mantic information makes social media a promising data source to provide
information for crowd characterization in the city-scale events.

Previous works explored social media as data source to analyze various
aspects about human behaviour and their characteristics for crowd manage-
ment in context of city events. With regard to human travel behaviours,
Rashidi et al. (2017) explored the capacity of social media data for mod-
elling travel behaviour. Tyshchuk & Wallace (2018) explored a set of behav-
iors which are associated with warning response process using social media.
Roy et al. (2019) quantified and analysed human mobility resilience to ex-
treme events using geo-located social media. Krueger et al. (2019) proposed
a visual analysis framework of city dynamics, including temporal patterns
of visited places and citizens’ mobility routines, using geo-located social
media data. To explore the characteristics of human behavior, Abbasi et al.
(2015) investigated a set of travel attributes which are extracted from social
media data, such as trip purpose and activity location. Also several studies
are performed in the context of city events. Yang et al. (2019a); Gao (2015);
Hawelka et al. (2014); Yang et al. (2019b) use social media data collected in
city events to investigate mobility issues. Cottrill et al. (2017) studied how
attendees’ behaviour are affected in a large city event, in terms of provid-
ing and sharing transport-related information and responding to requests,
based on social media. Pramanik et al. (2019); Hochmair et al. (2018);
Balduini et al. (2014) proposed methods to provide real-time Point of In-
terest (Pol) recommendations in city events using social media. Alkhatib
et al. (2019) proposed a framework for monitoring incidents during events
in cities. Though the utility of social media data has been shown in urban
application domains, no previous work aimed at characterizing the crowd of
city-scale events, with a specific focus on crowd management. What is lack-
ing is an in-depth understanding of which factors could be extracted from
social media data, and which automatic user modelling techniques can pro-
vide an accurate and reliable estimation of such factors.
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In this paper, we perform a study to show to what extent social media
data could be used for characterizing crowds in city-scale events using fac-
tors for crowd management. First, we identify a set of factors that are rel-
evant for pedestrian behavior analysis for crowd management, and explore
existing methods for extracting information about these factors from social
media data. To showcase the application of these methods we perform two
case studies having different properties. In each case, we collect social me-
dia data from multiple platforms, and extract the required information using
SocialGlass (Bocconi et al., 2015), an integrated system for processing so-
cial media data. We then perform an exploratory analysis about these factors
and correlate them with the corresponding event to check their accuracy and
reliability. Discussions and conclusions are included at the end of the paper.

2.2 Crowd Characterization

In this work, we seek a better understanding of how social media data can be
used to support crowd management. To this end, we provide insights about
factors that are known to influence pedestrian behavior. In this section, we
first introduce a selection of factors that are relevant to pedestrian behavior
analysis; then we describe how such factors could be calculated from social
media data.

Table 2.1: Influencing factors with corresponding social media proxies

Social media proxy

Category Factors Demographic City-role Crowd Temp. Dist. Post position Pol Word use

Demographic X

Individual Route familiarity X

Characteristics Perception of danger X
Type of destination X

Household X X
Acquaintances X
Neighborhood X X

Social
Network

Trip purpose X
Crowdedness X
Distance / proximity X

Capacity X

Traffic volume X

Trip
characteristics

Type of area X
Percentage of foreigners X

Aesthetics X
Distance to nearest transit stop X X
Population density X

Intersection density X

Road density X

Built
environment

Crowd Temp. Dist.: Crowd temporal distribution.
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Table 2.2: An example of questions in crowd management plan and the so-
cial media proxies which can help answering these questions

Questions Social media proxies

What is the demographics composition of the participants? Demographics

What is the percentage of people from other cities? City role

‘What is the crowd density during the event? Crowd temporal distribution
Where is the most crowded area? Post position

What kinds of places are to be most visited by the crowd in different region? Pol

What is the sentiment of the crowd? Word use

2.2.1 Characterization factors

Following the above discussion, criteria for selecting factors are:

(1). The factors should be identified as influencing the pedestrian behav-
ior.
(2). The factors should be derived from social media.

As mentioned before, a set of factors has been discussed in (Martin,
20006) that affect pedestrian behavior. These factors can be classified into
6 categories, being Individual characteristics, Social network, Trip charac-
teristics, Built environment, Destination environment and Physical environ-
ment. These factors with the corresponding social media proxies are listed
in Table 2.1. These factors influence different types of pedestrian behav-
ior, i.e. activity choice behavior, destination choice behavior, mode choice
behavior, and route choice behavior (see (Wegener, 2004; Hoogendoorn &
Bovy, 2005; Daamen, 2004) and Figure 4.1). Obtaining information about
these factors may help with understanding such types of pedestrian behavior
and further support crowd management.

As indicated in the previous section, crowd managers usually apply pre-
defined measures according to the information about these factors. This is
implemented in a crowd management plan (Still, 2014; Tubbs & Meacham,
2007; Abbott & Geddie, 2000), in which a set of questions are to be an-
swered. Answering these questions require qualitative and quantitative in-
formation about the crowd. Examples of these questions or required infor-
mation in a crowd management plan are shown in Table 2.2.

In the following sections, we explain why those factors and the social
media proxies are connected, and which methods are used to calculate these
proxies from social media data.
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Social media proxies

Crowd Temporal

Distribution Post position Pol Word use

Demographics City-role

Factor: Fact9r: Factor: Factor:

Individual characteristics Social network Trip characteristics Built environment

- Demographics - Household - Trio burpese - Type of area

- Route familiarity - Acquaintances R Crgvfdezness - Foreigners%

- Perception of danger - Neighbourhood ; i - Aesthetics

Type of destination ) glstanz_ze/proxmlty - Fun

° - Capacit :
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transit stop
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- Primary terms - Season
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"""""" ﬂdestrian - )
methods to calculate the behaviour Activity choice
information about the factor
using social media proxies
E—
Influences of the factors CROWD
; - 5
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behaviour and crowd
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Influences between

different choice of
pedestrian behaviour

Figure 2.1: Illustration of relationship between crowd management, pedes-
trian behavior, influencing factors, and social media proxies.
The numbers in the brackets denote the references.
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2.2.2 Social Media Data Analysis for Crowd Characteriza-
tion

Among all popular social media platforms, we focus our studies on three
applications that provide data retrieval APIs, namely Twitter, Instagram and
Foursquare. Twitter and Instagram provide posts and user profiles, while
Foursquare provides Points of Interest (Pol) — the information about a loca-
tion where people send posts. Twitter is a text-based social media platform,
and one of the oldest social networking applications; Instagram is an image-
based social media platform, which is particularly welcomed by female users
(Yang et al., 2016; Gong, 2016). Data available for retrieval from such
platforms include user profile information and submitted posts, their con-
tent, and time-stamp. A certain amount of posts contain coordinates where
posts are sent, namely the geo-referenced posts, and the Pol information de-
termined from geo-referenced posts. As city events take place at specific
locations or areas, in this study we focus on social media data with geo-
referenced posts. Based on the collected social media data, several proxies
for crowd characterization factors can be calculated, namely demographic
characteristics (i.e. age, gender), city-role, post spatio-temporal distribution,
Pol, and word use. Each of them is addressed in the following subsections.

These proxies are used in crowd management following a two-phase ap-
proach (Martella et al., 2017), i.e. the planning phase and operational phase.
In the planning phase, crowd managers require the past event data to infer
guidelines and to perform computer simulations of the crowds in the event.
In the operational phase, a set of what-if scenarios are proposed. Crowd
managers require the current information of the crowd to decide which sce-
nario is best to predict and prevent accidents. Further, they can apply feasible
predefined measures in the given scenario. For example, having the profile
information about the event visitors, such as age and gender distributions,
crowd managers can formulate event guidelines suitable for these visitors in
the planning phase, and prepare a set of what-if scenarios, such as what to do
if most visitors are young people and the density of visitors reaches a certain
threshold.

The accuracy of techniques to derive these proxies is influenced by the
amount and representativeness of information such as user profiles. Though
social media is not used by everyone in the event, it could be considered as
a partially representative sample of the crowd during events.
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Demographic characteristics

Demographic characteristics, i.e. age(Berrigan & Troiano, 2002), gender
(Berrigan & Troiano, 2002; Panter & Jones, 2010), have been identified as
factors affecting pedestrian activity choice, destination choice, mode choice
and route choice. This information could be derived from social media
by approaches using text categorization (Peersman et al., 2011), first name
(Lansley & Longley, 2016; Mislove et al., 2011), and profile picture (Boc-
coni et al., 2015; Longley et al., 2015). In our study, we use the user profile
picture to determine user’s age (Bocconi et al., 2015; Zhou et al., 2015; Psyl-
lidis et al., 2015a), and a multi-modal decision tree classifier (Yang et al.,
2016; Titos Bolivar, 2014) combining the user’s profile picture (Zhou et al.,
2015) and the first name (Lansley & Longley, 2016) to detect user’s gender
information. A manual check with 628 labelled social media profiles (Yang
et al., 2016) shows that both age and gender detection reach promise perfor-
mance, i.e. 88% precision for age detection when faces are present, and 85%
precision for gender detection.

People can be classified according to different indicators. One of the
well-known ones is gender, i.e. male and female. Age is also known to in-
fluence behavior, often using four groups (Berrigan & Troiano, 2002). The
range of each age group is defined considering social and physiological sci-
ence (Al-Zahrani et al., 2003; Young et al., 1993) as follows:

e Young: user between 0 and 18,
e Young-adult: user between 18 and 30,
e Adult: user between 30 and 65,

e Old: user older than 65.

City-role
The city-role describes the relationship between the people and the city, i.e.:
e Resident: attendees living in the city of the event;

e Local traveler: attendees living in the same country, but in another
city;

e Foreign traveler: attendees from a foreign country.
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The percentage of foreigners (Kim et al., 2014; Rietveld & Daniel, 2004)
and people’s familiarity with a route (Kim et al., 2014) are identified as fac-
tors affecting mode choice behavior (Kim et al., 2014; Rietveld & Daniel,
2004) and route choice behavior (Kim et al., 2014), respectively. Informa-
tion about these factors can be derived using social media by checking a
user’s home location through a recursion search method (Cheng et al., 2011;
Titos Bolivar, 2014), which shows promise accuracy (covering about 0.004
square miles) according to the comparison (Yang et al., 2016).

Crowd temporal distribution

The temporal distribution of a crowd, i.e. the distribution of persons present
at a certain area over time, is identified as a factor affecting destination
choice (Han et al., 2010; Zahran et al., 2008), mode choice (Handy, 1996;
Zahran et al., 2008; Guo, 2009; Rodriguez et al., 2009) and route choice
(Zahran et al., 2008; Guo, 2009), as illustrated in Figure 4.1. Calculating
the temporal distribution of the crowd during an event requires information
about the amount of people in an event area during a predefined period of
time.

In social media, each post is sent with a timestamp. This information
may be used to count the amount of posts sent by different people in a period
of time. It is then used as a proxy for the temporal distribution of crowds
(Yang et al., 2016; Gong, 2016; Titos Bolivar, 2014), which is temporally
correlated with the estimated ground truth from sensor data according to a
comparison (Gong et al., 2018b).

Post position

Distance/proximity (van der Waerden et al., 1998; Maley & Weinberger,
2011; Panter & Jones, 2010) is identified as a factor affecting all four pedes-
trian behaviors mentioned in Figure 4.1. To calculate the distance, e.g. the
distance between a pedestrian and a certain object in the area, having the
position of the pedestrian is required.

In social media, the geo-referenced posts contain the coordinate of the

location they have been sent. This position data can be a proxy to calculate
distances (Yang et al., 2016; Gong, 2016; Titos Bolivar, 2014).
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Points of Interest

Factors such as type of destination (Eash, 1999), diversity of land use
(Rodriguez et al., 2009; Panter & Jones, 2010; McCormack & Shiell, 2011),
and trip purpose (Handy, 1996) are identified as factors affecting destination
choice (Eash, 1999), mode choice (Eash, 1999; Handy, 1996), and route
choice (Rodriguez et al., 2009; Panter & Jones, 2010; McCormack & Shiell,
2011), respectively. These factors require information about a location with
its functionality category as well as popularity, which can be provided by the
Point of Interest (Pol), a particular location that someone may find useful or
interesting, such as a hotel, a restaurant, or a bus station. A social media
post sending from a Pol indicates a Pol has been visited by this user. With
such information, we may extract the set of Pols visited by people during an
event, as well as Pol functionality categories and popularity. The destination
of a pedestrian’s trip as well as the trip purpose could be examples for which
the data can be analyzed.

The Pol information can be derived from social media through various
techniques, such as Natural Language Processing (Lingad et al., 2013), user
relationship analysis (Davis Jr et al., 2011), and the Venues Mapping method
(Noulas et al., 2012). The Venues Mapping method proposed by Noulas
et al. (2012) establishes a model to determine the venue visited by each user
considering multiple aspects in their approach, i.e. popular places, similar
places, users’ preferences in selecting places, places visited by friends, and
places in short distance. In our research, we employ the Venues Mapping
method (Noulas et al., 2012) to get the Pol visited by social media users as it
results in 5% to 18% improvement over other methods (Noulas et al., 2012).
We record the top-level Pol category defined by Foursquare visited by social
media users for analysis.

Word use

Influencing factors such as Crowdedness (Pratiwi et al., 2015; Duives et al.,
2016), Aesthetics (Guo, 2009; Panter & Jones, 2010; McCormack & Shiell,
2011), Fun (Florez et al., 2014), and Perception of danger (Panter & Jones,
2010) affect mode choice and route choice. These factors require informa-
tion about a pedestrian’s expressions and feelings. This information can be
derived from social media data.

A social media post usually consists of a texture attribute which can be
used to infer topics the people talk about, and their feelings. In this research,
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Table 2.3: The measurements of social media proxies to derive property of

factors

Aspect Proxy Measurement
Demographics Gender #male, #female, M/F

Age #young, #young-adult, #adult, #old, SD
City-role City-role #resident, #local _traveler, #foreign_traveler, SD, R/L
Crowd temp. dist. Post amount #GP of day, Max #GP and Time, Min #GP and Time
Position Coordinates latitude, longitude
Pols Pols #Pol _visit

Pol category #Pol functionality category
Word use Text content Word count

#male: number of people determined as male,

Crowd temp. dist.: Crowd temporal distribution.

M/F: the rate of Male with Female,

SD: Standard Deviation.

R/L: the rate of Resident with Local.

#GP: amount of Geo-posts.

Max #GP and Time: the max amount of Geo-posts, and the time of a period during which this amount is
observed.

we visualize the frequently used words (word-cloud) sent by the crowd in
order to provide such information, see also (Yang et al., 2016; Schwartz
et al., 2013; Chen et al., 2014; Gong, 2016).

Summary

The sections above introduced a set of factors, about which information
can be derived from social media data, the so-called proxies. We further
described each proxy with properties and methods to calculate them. An
overview of the measurements of the proxies is shown in Table 2.3. In the re-
mainder of the chapter, we will apply these techniques in two city events and
compare and analyze the estimated information with the events programs.

2.3 Applying crowd characterization based on So-
cial Media data in two city-scale events
In this section, we showcase how social media data (and related methods)

can be used to characterize the crowd in two city-scale events by providing
information about the factors described in the previous section. Furthermore,
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we relate the derived information with the event programs, to discuss its
accuracy and reliability.

2.3.1 Case selection

We investigate two events that took place in Amsterdam, the Netherlands,
respectively Sail 2015 (in the following referred to as Sail) and King’s Day
2016 (Kingsday). We selected the two events for their similarities and their
differences. On the one hand, these events have similar properties, being
city-scale, and taking place in the same urban environment and planned,
temporally constrained, and thoroughly organized (in contrast to seasonal
events, such as Christmas shopping, or serendipitous events, like protests)
and popular and generalist, as they attract large crowds with diverse demo-
graphics.

On the other hand, the two events also differ from each other in terms
of duration, topic, crowd composition and event terrain. For instance, for
duration, Sail lasts for 5 days, ending in a weekend, whereas Kingsday is a
single-day event, and a public holiday. As to the topic, Sail being a naval
event offering, for instance tall-ship exhibition, nautical history experience,
fireworks show, while Kingsday is a recurrent national celebration, which
offers a boat parade, free market and parties. As for the crowd composition,
Sail is known to attract visitors from the whole world, while Kingsday is a
national event. For the event terrain, Sail has activities centred around the
[Jhaven area (where ships docked), while Kingsday activities are scattered
throughout the city.

To compare the analysis with the actual situation where quantitative ground
truth existed, we also perform an analysis for two terrains (sub-area), based
on the findings in our previous work (Gong et al., 2018b), where the number
of people calculated from social media in each terrain is temporally cor-
related with the estimated ground truth calculated using sensor data. The
social media users in these two terrains, i.e. Javakade in Sail and Zuid-
plein in King’s Day. The Javakade located on Java Island, directly faces the
[JHaven, the bay area where the boats docked. This terrain is residential,
with no recreational businesses. Areas separated by canals are connected by
small pedestrian bridges, where several docked boats can be accessed during
Sail event. The Zuidplein is the forecourt of the station Amsterdam Zuid,
which is a popular pedestrian square connecting the station with the CBD
area, and the Amsterdam OUD-Zuid. Around the square, there are vari-
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Table 2.4: Number of users of which the demographic and city-role have
been derived from social media in two terrains during the Sail
and King’s Day events, respectively.

Terrain Age Gender City-Role
Young You. Adult Adult old Sum Male Female Sum Resident Loc. Tour For. Tour Sum
Sail Twitter Javakade 8.4% 39.6% 520% 0.0% 94 682% 31.8% 163 44.6% 33.6% 21.9% 187
Instagram 19.4% 49.5% 31.0% 0.2% 367 46.5% 53.5% 157 48.8% 21.9% 29.2% 1018
Twitter 12.9% 43.9% 433% 0.0% 69 61.6% 384% 98 45.6% 15.2% 39.2% 191

King’s Day 1 agram  ZU9PIIN 03300 408%  269% 0.0% 637  39.6% 604% 1032 440%  21.1%  35.0% 3965

You. Adult: Young Adult.

Age for Young: 0-18, Young Adult: 18-30, Adult: 31-64, Old: 65+.

The scope of the terrains are illustrated in Figure 3 in Chapter 5.

The users in each terrain is identified using speed- and flow-based density estimation
methods (K3/K4) in Table 2 in Chapter 5.

ous shops and restaurants, attracting a large amount of people during King’s
Day event. The number of users of which the demographic and city-role
have been derived from these two terrains are listed in Table 2.4.

We selected these two events to compare the introduced crowd charac-
terization for events with different fingerprints. The areas where these two
events took place are shown in Figure 2.2. Further details about the events
are introduced in the following sub-sections.

Case 1: Sail 2015

SAIL Amsterdam is a quinquennial maritime event in Amsterdam, the Nether-
lands. Tallships from all over the world come to the city to be visited and
visitors join activities. It is the largest public event in the Netherlands: the
2015 edition of the event lasted 5 days, from August 19 to 23, and attracted
more than 2 million people. The exhibition included tallships and historical
ships, as well as a large number of other boats. The official event area covers
most of the city center, and was organized into five so-called oceans, each
devoted to a theme.

The program of this event included sub-events spanning all five days.
On August 19, all tallships sailed from the coast towards Amsterdam and
docked in the IJhaven. During the following three days, the tallships were
open for visits from 10AM till 11PM. A set of ship related activities took
place around IJhaven attracting a huge number of people who are interested
in this topic. The ships departed again on August 23 in the closing SAIL-out
event after a Sail Thank You parade. Every day, a firework show took place
at [Jhaven lasting for 15 minutes between 22:00 to 23:00.
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(a) Area of two events that took place in Amsterdam. Activities during Kingsday took place
in the whole city of Amsterdam (area bounded by dark blue line). The other 5 coloured areas
are for Sail, i.e. Orange, White, Blue, Green and Red activity areas, the so-called Oceans.
Marked locations are further explained in the case introduction and analysis.

(b) Sail 2015 event (c) King’s Day 2016 event

Figure 2.2: The two events in Amsterdam selected in this study
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Case 2: King’s Day 2016

King’s Day is a national holiday held each year in April, celebrating the
birthday of King Willem-Alexander. In major cities in the Netherlands it
is celebrated with joyful open air festivities. People join this yearly regular
event with their families and friends. In 2016, the King’s Day celebration at-
tracted more than 1.5 million people in Amsterdam, including Dutch tourists
and a huge number of foreign tourists.

Though it is a one day public holiday, it is certainly not a day of rest. The
celebrations started on the eve of King’s Day - named as the King’s Night.
Parties, music, and carnival atmosphere continuing throughout the city until
the end of the day. Following King’s Night, the most interesting activity
on King’s Day in Amsterdam is the boat parade. From 1 pm, canals are
packed with boat parties, during which the boats are sailing along the canals
throughout the city with people enjoying drinking and celebrating wearing
orange. Besides, several large museums are open for people who would like
to experience culture and history.

2.3.2 Data collection

For each case, we collected geo-referenced social media data on the Twit-
ter and Instagram platforms. The geo-referenced social media posts were
mapped with Pols from Foursquare. Then, we derived information about the
crowd, including age, gender, city-role, crowd temporal distribution, post
position, Pols, and word use. We analyzed the derived information for each
case, looking for meaningful relationships with the events’ programs. We
also compared the outcomes of the analysis of the two cases, highlighting
similarities and differences.

The data is collected and derived using SocialGlass (Bocconi et al., 2015),
an integrated system for crawling and processing social media data. First, we
set up a crawling task with a duration (starting and ending date) and an event
area (a bounding-box for Twitter, and multiple circles for Instagram) to crawl
geo-referenced social media posts sent during an event, through queries on
Twitter and Instagram. Second, we screen out unique users from the captured
social media posts, as one user may send multiple posts. Third, we crawl
user profile data on both platforms. Next, we crawl historical geo-referenced
posts for each user on Twitter and Instagram, respectively. Further, we calcu-
late the demographic, city-role and word use information for each user, and
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generating Pols information through venue mapping algorithm. Finally, we
export demographic, city-role, crowd temporal distribution, position, Pols
and word use information from the SocialGlass platform.

With regard to Sail 2015, the data set includes posts generated from Au-
gust 19 until August 23. For King’s Day 2016, we collected data from April
26 to April 28, to respectively cover celebration starting the night before (i.e.
King’s Night), King’s Day itself, and the following day (to capture celebra-
tions lasting throughout the night).

In the crowd temporal distribution analysis, we further include social
media data sent seven days before each event and seven days after, in order to
compare the pattern of the crowd distribution between event days and regular
days, as well as to compare event days with regular week and weekend days.
However, for the other analyses we only use event dates, i.e. August 19 to
23 for Sail and April 26 to 28 for King’s Day, shown in Table 2.5.

From both events we collected more posts on Instagram than on Twitter;
it is caused by, on the one hand, the scarcity of the geo-referenced tweets
which only accounts for 1-2% of all tweets (Paule et al., 2019). We decide
to obtain more geo-referenced tweets in our future work using techniques
such as geolocalisation (Middleton et al., 2018; Paule et al., 2019). On the
other hand, it suggests that Instagram, being image based social media, is a
preferred social networking choice during an event or festival. This result is
consistent with findings from related work (Yang et al., 2016; Gong, 2016;
Titos Bolivar, 2014). The sparsity of social media data currently may affect
the representativeness of information for crowd management when deriving
information from geo-referenced Tweets. However, such influence may be
reduced by increasing the collecting of amount of social media data and
applying geolocalisation methods.

The sparsity of social media data currently may affect the representative-
ness of information for crowd management. However, such influence may
be reduced by increasing the amount of social media data collection and ap-
plying applying geolocalisation methods. Results also show that the amount
of data collected during Sail is more than during King’s Day except for the
number of users on Instagram (Sail, Instagram users: 27.3k; King’s Day, In-
stagram users: 28.5k), which indicates that Instagram has been used by more
people during King’s Day than during Sail.

The number of users we collected on Twitter and Instagram may contain
duplicated users, i.e. those who have profiles and use these two social net-
works in the same event. This is indeed a bias in the dataset. To counter
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Table 2.5: Overview of the data collected during Sail 2015 and King’s Day
2016 in Amsterdam. The number of Users, Geo-Posts, and Pols
are expressed in thousands.

Sail 2015 King’s Day 2016
Aug 19-23, 2015 Apr 26-28 2016
Twitter Instagram Twitter Instagram

#User 2.8 27.3 1.6 28.5
#Geo-Posts 11.6 60.4 4.6 441
#Pols 2.5 8.0 1.4 2.4

this bias, we perform a manual check on counting the number of users who
mention their tweets on Instagram posts, or mention their Instagram posts
on tweets. The results show that less than 1% of users performed this op-
eration. For users whose Twitter and Instagram accounts do not show any
explicit connections, we may not be able to count their times of appearance.
Even though, the number of such users may not be high. We therefore as-
sume that in this research all social media users collected on Twitter and
Instagram are individual users.

2.4 Findings & Analysis

In this section, we analyze the collected social media data on both social
media networks, i.e. Twitter and Instagram, in terms of demographics, city-
role, crowd temporal distribution, post location, Pols and word-use. For
each aspect, we compare findings across different events and social media
platforms, and relate them to the respective event programs.

2.4.1 Demographic analysis

The demographic analysis consists of the analyses of age and gender.

Age. Table 2.6 shows that more young-adult users (Sail: 42.7%, 49.8%;
King’s Day: 44.1%, 44.6%) are captured in both social media across events,
followed by adult users and young users. Old users are extremely sparse, a
result that we attribute to distinct technology penetration — old people seldom
use social media. In the meantime, Instagram is far more used by young-
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Table 2.6: Number of users of which the demographic and city-role have
been derived from social media during the Sail and King’s Day

events.
Age Gender City-Role
Young You. Adult Adult Old Sum Male Female Sum Resident Loc. Tour For. Tour Sum
Sail Twitter 12.3% 42.7% 45.0% 0.0% 1225 56.7% 43.3% 2267 37.8% 21.3% 40.8% 2779
! Instagram  24.4% 49.8% 258% 0.1% 7130 42.0% 58.0% 19341 35.3% 14.7% 50.0% 26947

Kine’s Da Twitter 13.4% 44.1% 425% 0.0% 515 56.8% 432% 754 36.3% 14.1% 49.6% 1640
i Y Instagram  23.0% 44.6% 323% 1.0% 8747 42.1% 579% 8510 40.1% 14.6% 45.4% 7028

You. Adult: Young Adult. Loc. Tour: Local Tour. For. Tour: Foreign Tourist.
Age for Young: 0-18, Young Adult: 18-30, Adult: 31-64, Old: 65+.

Table 2.7: Number of users of which the demographic and city-role have
been derived from social media during three sub-events of Sail.

Age Gender
Young You. Adult Adult Old Sum Male Female Sum

Twitter 9.1% 42.7% 482% 0.0% 110 61.0% 39.0% 182
Instagram 21.3% 50.5% 271% 1.1% 727 44.6% 554% 1403

Sail topic Twitter 8.9% 38.3% 52.8% 0.0% 358 65.0% 35.0% 609
activities Instagram 21.0% 47.7% 312% 0.1% 1745 46.1% 53.9% 3645

Twitter 6.3% 38.5% 552% 0.0% 96 59.8% 402% 132
Instagram 20.3% 48.8% 309% 0.0% 602 43.1% 569% 954

You. Adult: Young Adult.
Age for Young: 0-18, Young Adult: 18-30, Adult: 31-64, Old: 65+.

Sail fireworks

Sail parade
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adults, which might be because people in this age tend to share pictures taken
during enjoyable events. The standard deviation of age of people during
King’s Day is lower than during Sail, indicating that more people across age
ranges make use of social media during King’s Day. The percentages of
young and young-adult people observed during King’s Day (Twitter: 13.4%,
44.1%, Instagram: 23.0%, 44.6%) are almost the same as during the Sail
event (Twitter: 12.3%, 42.7%, Instagram: 24.4%, 49.8%).

We further zoom into 3 sub-events which attracted attendees with dif-
ferent demographic characteristics during Sail. According to the Sail of-
ficial website, everyday between 0%h and 21h — except for the last day —
naval-related activities were organized around the IJhaven area where boats
docked. Examples of such activities, which attracted people interested in this
field, were tall-ship exhibitions, nautical history experiences, sports games
on the water, and first aid in boat damage training. In contrast, the fireworks
shows took place every night between 22h and 23h, and attracted more fam-
ilies . The Sail parade had similar population distribution, but took place
during the last day of the event between 12h and 18h. Table 2.7 shows the
number of people in different age and gender groups of this three sub-events.
The standard deviation of age during the Sail parade (Twitter: 23.9, Insta-
gram: 86.9) is less than during the Sail fireworks show (Twitter: 23.3, In-
stagram: 112.3), followed by the Sail topic related activities (Twitter: 80.0,
Instagram: 235.7). It is in accordance with the expectation that the Sail fire-
works and parade attract more families which are more evenly distributed
populations.

With regard to the social media users in two terrains according to Table
2.4, the standard deviation of age in Javakade in Sail event (Twitter: 56.2, In-
stagram: 267.2) is larger than in Zuidplein during King’s Day event (Twitter:
37.7, Instagram: 45.4). This is in line with the fact of different types of Pols
in terrains; Recreation amenities, such as bars, clubs, shops and restaurants
which located in Zuidplein may attract more young people thus lead to more
social media posts sent by young and young-adult than in residential area.

Gender According to Table 2.6 in both events, more male users are de-
tected on Twitter while more female users are on Instagram, indicating that
sharing pictures in such festivals is more popular among female users. The
ratio between male and female users is similar for the two events (Twitter:

Thttps://www.abroad-experience.com/blog/sail-amsterdam-maritime-fun-for-the-
whole-family/
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1.3, Instagram: 0.7). With regard to the three sub-events shown in Table
2.7, the standard deviation of ratio between male and female (Twitter: 61.4,
Instagram: 57.3) is less obvious compared with standard deviation in age
(Twitter: 32.6, Instagram: 79.5).

With regard to the gender distribution in the two terrains shown in Table
2.4, the standard deviation of gender on Instagram (Javakade: 131.5, Zuid-
plein: 53.1) is larger than on Twitter (Javakade: 101.8, Zuidplein: 39.6).
In particular on Instagram, the gender of people in Javakade in Sail event
is more equally distributed than on Zuidplein in King’s Day. This may be
caused that more recreation and activities on Zuidplein during King’s Day
gives rise to the usage of Instagram, the image based social media network,
which are more popular for female users to share their feelings (Yang et al.,
2016).

City-role

Table 2.6 shows that more foreign travelers than residents and local tourists
are identified on social media in both events. As a popular touristic city,
Amsterdam usually attracts huge numbers of tourists, and large scale events
only increase these numbers. It is also likely that foreign travelers are more
active on social media as they feel fresh and excited to be in a new place.
This is also observed in related work (Yang et al., 2016). The ratio between
local travelers and residents during King’s Day is lower than during Sail,
thus showing that Sail, an event taking place every 5-years, is more likely
to attract visitors from other cities and countries. According to Table 2.5
and Table 2.6, the proportion of Kingsday Instagram users whose city-role is
detected only accounts around 24.67% among all Instagram users who sent
geo-reference posts on Kingsday in the event area. The lower rate of city-
role detection may be caused by the updated privacy protection settings on
Instagram and the limitation of Instagram API.

With regard to the city-role on the two terrains, according to Table 2.4,
more residents are observed than any other types of users on both social
media networks. It is in line with the actual situation that either the Javakade
or Zuidplein is not the tourist attractor during events. Consequently, less
local and foreign tourists than residents are captured on social media.

We further zoom into the Museumplein in Amsterdam, a popular tourist
attraction, to show how social media characterize the city-role in this area,
as compared to events. The Museumplein is a famous tourist attraction area
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(a) Sail, Instagram (b) Kingsday, Instagram

Figure 2.3: The city-role distribution around the Museumplein area from In-
stagram across events.

that hosts several popular museums (e.g. the Van Gogh museum, and the
Rijksmuseum). Also, the square hosts the famous 'I Amsterdam Sign’ at-
tracting numerous tourists to take pictures with. As the Twitter data is too
sparse for such a small area (only 13 tweets during Sail, and 8 during King’s
Day), we focus on Instagram data. According to Figure 2.3, more foreign
tourists are observed in this area than local travellers and residents. This ob-
servation is in line with the fact that we see more pictures about this area on
Instagram.

Crowd temporal distribution

Figure 2.4 shows the temporal distribution of social media activities ob-
served around the two events in Amsterdam. In order to compare the pattern
of the crowd distribution between event days and regular days, we show the
temporal distribution during seven days before and seven days after the re-
spective events. For each event the temporal distribution clearly illustrates
the daily pattern. According to Figure 2.4, the amount of social media activi-
ties on event days increases faster than on regular days, and the total amount
from one day before the event to one day after the event is larger than for
ordinary days, including weekend days.

We further zoom into four attractive sub-events during Sail and King’s
Day event which attracts a large amount of people and may give rise to social
media usage, listed in Table 2.8. We show the temporal distribution of social
media activities per 30 minutes around each sub-event and compare it with
three days before and three days after the event in the same time and area,
shown in Figure 2.5 based on Instagram posts which are far more frequently
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Figure 2.4: The temporal distribution of posts sent by people observed from
social media.

Table 2.8: Sub-events of Sail and King’s Day for temporal distribution anal-

VSis.
Duration .
Sub-event Date Time #Length Area in Amsterdam
Sail SAIL-in Parade 19-08-2015 13:30 - 16:00, Day 3.5 hours 1J, IThaven
Fireworks 19-08-2015 to 22-08-2015  22:00 - 23:00, Night 15 mins in I hour IJhaven
Kine’s D King’s Night 26-04-2016 to 27-04-2016  18:00 - 02:00, Night 8 hours City Centre
e S DAY King’s Day Boat Parade  27-04-2016 13:00 - 17:00, Day 4 hours City Centre
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observed than Twitter.

We found that during the Sail-In parade and the King’s Day boat parade
the temporal distribution of social media activity shows significantly distinct
patterns compared with three days before and three days after the event,
which is in line with the reality that such sub-events attract a large number
of people. During the other two sub-events, i.e. Sail Fireworks show and
King’s Night celebration, the temporal distribution of social media activity
shows less distinct patterns compared with three days before and three days
after the event. This observation indicates that sub-events such as the boat
parade, which lasts for several hours and takes place in a city-scale area with
magnificent views over the day is suitable to be characterized through a tem-
poral distribution based on social media. Details about temporal distribution
analyses of social media activities for the two events are presented in the
Appendix.

Post position

The positions of crowds in a city-scale event can be derived from social
media data, as described in Section 2. Figure 2.6 shows the position heatmap
of social media users observed during the two events in Amsterdam. It shows
that during both events crowds are active on social media mostly in the city
center. However, attendees of Sail were more active in the area around the
IJ and [Jhaven, a clear indication for crowd managers that special activities
taking place around that area during Sail event which attract a large amount
of people.

We could also observe event-related social media activities outside the
event area in Figure 2.6, which may be caused by people who sent posts
after attending the event.

Pol

As illustrated in Section 2, the Pol data help with deriving information from
pedestrian behavior factors such as built environment, trip characteristics
and social networks. We first zoom into the area of Central Station, which
is the major transportation hub in Amsterdam. According to Figure 2.7 (a)
and (b), there are more Travel & Transport Pols (red dot) visited by social
media users than other Pols, which corresponds to the expected indication



2.4 Findings & Analysis 35

—— Aug. 19,2015
Parade Parade | ... Avg. -3 days
Start End | —o— Avg. +3 days
o ! \
2 I
€ I 2\
Q | N——
8
5 |
8 | 0
o
2 i
8
@
2 - N S et
é e e o
|
12:00 13:00 14:00 15:00 16:00 17:00 18:00
Time

(a) Sail, (b) Sail, In_Parade
In_Parade

arca
— Avg. Aug. 19h-22h
Fireworks Fireworks |.A Avg. -3 days
Start End | o Avg. +3days
0 —_—
E
o 60 L \
3
]
g
2 404 L
g
3 0. ————
g ———t o
3 -~ B
Q 20 hemmmm= Ammmmm -4-...__.__._«.—__.-*\..\
L I —— —
21:00 22:00 23:00 0:00
Time

(c) Sail, Fire- (d) Sail, Fireworks
works monitoring

arca
— Apr. 26
& Avg. -3days
King's Night King's Night | o Avg, +3 days
Start End King's Day
I
|
2 i
E |
8 1
3
% |
a I
2 |
84 < 3 :6 Ay }
3 a A a8 B
é i P Y o w3\ |
S e
T = T
15:00 18:00 21:00 0:00 3:00 6:00
Time

(e) King’s Day, () King’s Day, King’s Night
King’s Night area

Parade Parade | 4 Avg. -3 days
it End © Avg. +3 days

Y

#Geo-posts per 30 mins
. (2]
\ IR

200
|
|
& J‘ a2
100 Aok e g A A
- 08 —
AT IRER ORI
| |
12:00 14:00 16:00 18:00 20:00
Time

(g) King’s Day, (h) King’s Day, Boat Parade
Boat Parade area

Figure 2.5: Temporal distribution of social media activity on sub-events of
Sail and King’s Day.



36 2 Crowd Characterization for City Events

(a) Sail, Twitter (b) Sail, Instagram

(c) King’s Day, Twitter (d) King’s Day, Instagram

Figure 2.6: The heatmap of the position of people by color observed from
social media posts.
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(a) Sail, Central Station (b) King’s Day, Central Station

(c) Sail, Pol population (d) King’s Day, Pol population

Figure 2.7: The Pols observed from social media across events.

of the land use of this area according to the land-use of Amsterdam 2. Ac-
cording to Figure 2.7 (c) and (d), popular Pols during Sail are spread around
5 oceans, particularly in the Orange ocean (IJhaven area) where the boats
docked, while during King’s Day the popular Pols are less distributed in the
IJhaven area.

We can also use social media posts to discover Pols which are most vis-
ited in different events. By clustering these Pols we can further detect the
most popular area visited by people during events, i.e. the Area of Interest,
which is valuable for crowd managers to understand the most important area
in different events.

To showcase the Area of Interest discovered using social media for crowd
management, we generate a clustered map for each sub-events in 4 sub-
events (Table 2.8) using DBSCAN algorithm (Ester et al., 1996) which groups
together points that are closely packed together. According to Figure 2.8 (a)-
(d), Amsterdam Central Station is a popular area across sub-events, which is
natural as it is the largest transport hub in the city centre. When compared

Zhttps://maps.amsterdam.nl/grondgebruik/?LANG=en
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Figure 2.8: The Area of Interest detected by clustering Pols using social me-
dia posts for 4 sub-events listed in Table 8. The size and colour
of each plot indicate the number of visits of the covering area.
The bigger size in Red colour denotes larger popularity, while
smaller size in Blue colour denotes less popularity.
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with other transport hubs in the city such as Amsterdam Zuid, Amsterdam
Central Station is more relevant for events especially for Sail, as it is closer
to the event side. During both Sail sub-events, shown in Figure 2.8 (a) and
(b), area close to 1J (bay area), such as Javakade and Eastern Docklands, are
more popular than in King’s Day event, which is in line with the fact that
most activities during the Sail event are carried out around 1J. In particular,
during the Fireworks show in the night during the Sail event, shown in Fig-
ure 2.8 (b), the Eastern Docklands are getting more popular. It may indicate
that Eastern Docklands is a good place to have a full view of fireworks and
thus attracts a large number of people. While, during King’s Day, accord-
ing to Figure 2.8 (c) and (d), the most popular areas are distributed in the
city center rather than the 1J area. During the Kingsday boat parade, shown
in Figure 2.8 (c), the most popular areas include the city center where the
parade is taking place, the Westerpark where music performances are being
held, and the Vondelpark where activities such as flea markets are carried out.
During King’s Night, according to Figure 2.8 (d), the most popular area, be-
sides the Amsterdam city center, are the Westerpark and Leidseplein, where
music performances and clubs (or bars) attract a large number of visitors,
respectively. Crowd managers may perform measures in these areas to avoid
crowdedness during sub-events. Details about clustering analyses of social
media activities for 4 sub-events are presented in the Appendix section.

Word use

With regard to the word use of the crowd, we generate word clouds show-
ing the most frequently used words observed from social media. The word
clouds are generated using text content of the posts filtering out hashtags
and URLs from Twitter and Instagram, respectively. As shown in Figure 2.9
(a)—(d), the general words about the city (e.g. Amsterdam, Netherlands) and
event name related (e.g. Sail: SAIL. King’s Day: King’s, King’s Day, King’s
night) in either English or Dutch are most frequently used across events.
In order to characterize what people talk about discarding these words, we
exclude them and re-generate word-clouds in Figure 2.9 (e)-(h). Results
shows that activity related words (e.g. Sail: ship, drinking, parade. King’s
Day: drinking, orange, kingsland) and emotional words including emojis are
captured (e.g. happy, love, vertraagd (delayed), vechtpartij (fighting), best,
amazing, exciting, fun, lovely). It indicates that the popular topics and senti-
ment of people in the crowd which are valuable for crowd management can
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(a) Sail, Twitter (b) Sail, Instagram
(c) King’s Day, Twitter (d) King’s Day, Instagram
(e) Sail, Twitter, filtered (f) Sail, Instagram, filtered

(g) King’s Day, Twitter, filtered (h) King’s Day, Instagram, filtered

Figure 2.9: Word-clouds during Sail and King’s Day.
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(a) Javakade, Sail, Instagram, filtered (b) Zuidplein, King’s Day, Instagram,
filtered

Figure 2.10: Word-clouds in Javakade during Sail, and Zuidplein during
King’s Day.

Table 2.9: Word count of 'crowded’ in word use across events.

Event Twitter Instagram
Crowded Druk Crowded Druk
#p Top _#p Top #p Top  #p Pop
Sail Sail 1 0.00% 32 028% 30 0.05% 103 0.17%

Kingsday Kingsday 1 0.00% 5 0.11% 2 000% 5 0.01%

Druk: *Crowded’ in Dutch.
#p: Number of posts.
%p: Percentage of posts.

be derived from social media.

We also zoom-in to the two terrains, i.e. the Javakade in Sail event and
Zuidplein in King’s Day event. Figure 2.10 (a) and (b) shows the most fre-
quently used words captured in these two terrains on Instagram, excluding
the general words and event names. These words characterise events in these
two terrains in terms of crowd sentiment and activity. For instance, fre-
quently used words such as ’thanks’, *wonderful’, and ’love’ describe a very
good atmosphere during the activities, mentioned in words such as "boatlife’,
>Vuurwerk’ (’fireworks’ in Dutch), ’sunset’ in Javakade in Sail, and in music
performances such as *martingarrix’ and "TIKTAK’ taking place around the
Zuidplein during Kingsday.

To showcase the availability of information related to the attendees’ per-
ception which can be used for crowd managers to estimate the crowdedness
of the crowd during events. We analyze the occurrence distributions of words
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such as ’Crowded’ and 'Druk’ (crowded in Dutch) in both events in Table
2.9, normalizing by the total number of posts. During both events people on
Twitter posted these words more often than on Instagram: it is possible that
people are more willing to share their negative emotions, such as crowded
perceptions, on Twitter. While comparing two events, more *Crowded’ and
"Druk’ words are captured during Sail than during King’s Day. This percep-
tion is exactly what these words from social media data represent. According
to Zuurbier (2019) and Duives et al. (2015), the perception of crowdedness
is more important for crowd management than actual densities. This may
also indicate that people experience more crowdedness during the Sail event
than during King’s Day.

Discussion

In the above sections, we report the outcomes of the crowd characterization
operations performed on social media data that can be collected in a timely
manner during the two events. These crowd properties are calculated to
provide relevant insights for crowd management purposes. Crowd managers
could apply crowd management measures by taking into consideration the
semantic and qualitative interpretation of social media posts. Therefore, the
validity and reliability of the crowd characterization is essential for crowd
management.

Our work shows that, using state-of-the-art techniques, social media data
can be reliably enriched to surface socio-demographic properties of their
users. We acknowledge that the limited availability of meaningful profile
pictures and the location information reduces the intrinsic utility of socio-
demographic analysis of social media data. Although it is good to take these
limitations into account, and work further on more precise methods to derive
this information, the resulting information may benefit crowd management
purposes, as currently hardly any information on crowd characteristics is
available.

We noticed that the sparsity of social media data has less influence on
characterizing the relative difference in the crowd in terms of the temporal
and spatial distribution of posts, the spatial distribution of Pol popularity, and
distribution of word use than on the distribution of age, gender and city-role
for crowd management during city-scale events.

In contrast, the bias of social media usage affects crowd characterization
for crowd management. The bias in age, e.g. old people seldom use social



2.5 Summary and conclusions 43

media, affects the identified age distribution of the crowd. The bias in gen-
der with respect to the platform, i.e. females are more active on Instagram,
affects characterizing the gender composition of the crowd. Also the bias
in platform usage, i.e. the Instagram data is more sensitive to the temporal
distribution than Twitter, which presents more diverse distinctions between
events or between different days in an event, affects characterizing the tem-
poral distribution of the crowd. Besides, the bias in city-role, e.g. tourists
are more active than residents, reduces the capability of crowd characteri-
zation using social media. This bias can be reduced following a two-step
approach. The first step is to compare the composition of social media users
with population characteristics in city events from other data sources such as
CBS data and counting-system data. The latter depends on the characteris-
tics of event programmes and locations, being more specific. Therefore, the
feasible way is the first step, i.e. to gain more information about the popula-
tion characteristics such as sensor data, stewards observations and historical
data on crowd characteristics, and reduce biases caused by social media data
using bias reduction techniques (Culotta, 2014; Kuru & Pasek, 2016; Firth,
1993). In the meantime, the comparison of the distribution of age, gender,
and city-role through social media in different events successfully character-
ized the distinction of events. E.g. the age distribution during King’s Day
is more uniform than during Sail. This information can be used in crowd
management to gain event distinctions and apply measures accordingly.

2.5 Summary and conclusions

Nowadays, city-scale events are getting more popular. Stakeholders of these
events demand qualitative and quantitative insights into the crowd to be man-
aged. Conventional solutions depend on manual observations, which are
expensive, prone to introduce observation biases, and not suitable for longi-
tudinal observations.

In this chapter, we advocate the use of social media data as a valuable
and effective alternative data source for crowd characterization purposes. We
screened out a set of factors that are known to influence pedestrian behaviors
which, therefore, are relevant for crowd characterization. We also select
examples of methods that could be used to derive information about these
factors from social media data.

We apply these methods in the context of two city scale events — Sail
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2015 and King’s Day 2016, in Amsterdam, the Netherlands — and reflect
on the accuracy and reliability of these methods. Based on the results of
the existing methods, we can conclude whether dedicated methods need to
(and can) be developed. For instance, we observed that the age distribu-
tion during King’s Day is more evenly distributed than during Sail, a result
that complies with the expected composition of the events’ crowds. We also
found that less local tourists join the King’s Day event in Amsterdam than
during Sail, which may be explained by the fact that people in other cities
are more willing to travel to Amsterdam for Sail, the event occurring once
each 5-years, than the yearly King’s Day. We noticed that the amount of so-
cial media posts sent by people during events is far more than during regular
days, which is in line with the fact that it is more crowded during the city
events. The temporal distribution of sub-events which take place in large ar-
eas, lasts for several hours during the day, e.g. the Sail-in parade and King’s
Day boat parade, illustrates clearly the increase of participants. Moreover,
more social media usage and Pol visits are observed in IJhaven area during
Sail than during the King’s Day event, which is in line with the fact that Sail
activities take place around the IJhaven area where ships docked. The word
use of the people across events from social media successfully captured the
words about event topic and people emotion. All of these observations indi-
cate crowd management strategies could take into consideration the different
characteristics of crowds, in terms of demographics, spatial-temporal distri-
bution, Point of Interest (Pol) preferences and word use, in the context of
city events.

The social media sparsity has less impact on the crowd characterization.
However, bias of social media usage in terms of age, gender and city-role as
well as social media platform selection affects providing information about
crowd during events, such as absolute age, gender distribution and temporal
distribution of a crowd. Still, the comparison of results between the two
events is in line with expected event characteristics.

In future work, we plan to continue studying in multiple topics based on
the findings and analysis in the current study. To deal with the social me-
dia data sparsity, we would like to use geolocalisation techniques to increase
amount of geo-referenced posts to counter the sparsity of geo-referenced
data on social media. To provide more relevant information for crowd man-
agement, we plan to explore methods to derive more social media proxies
about people in the crowd, such as their sentiment, the main area they vis-
ited in different events. A further sensitivity analysis would be done in terms
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of the number of points and the radius (i.e. the ’epsilon” parameter for the
DBSCAN algorithm) for expanding clusters. We also would like to inves-
tigate the feasibility of the current study in other events which may have
different characteristics.

2.6 Appendix

Social media geo-posts sent around Sail and Kingsday event

e The temporal distribution of posts sent by people observed from social
media in Figure 2.11.

e The Total, Max, and Minimal number of geo-posts sent around Sail
event 2015 in Table 2.10 and around King’s Day event 2016 in Table
2.11.
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Table 2.10: The Total,

Max, and Minimal Number of Geo-posts Sent Around Sail Event 2015

Date
Weekend Sail Event Weekend
Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri

Aug12 Augl3 Augl4 Augl5 Auglé Augl?  Augl8 Aug19 Aug20 Aug2l Aug22 Aug23  Aug24  Aug25 Aug26  Aug27 Aug28 Aug29 Aug30 Aug3l

#P. of day 759 686 727 757 591 629 754 1083 1092 1154 1212 1002 892 834 868 832 926 905 980 836

Max #P., Time (hour) 15:00 18:00  20:00 19:00 15:00 19:00 15:00 14:00 18:00  20:00 14:00 14:00 19:00 16:00 17:00 13:00  20:00 12:00 13:00 17:00

Twitter Max #P. 55 51 63 79 54 55 61 101 84 102 109 90 79 60 66 75 83 74 78 63
Min #P., Time (hour) ~ 04:00  05:00  05:00  06:00  04:00  05:00 03:00 03:00  04:00 05:00 05:00 05:00 05:00 03:00  03:00 05:00  04:00  04:00  06:00  05:00

Min #P. 3 0 1 3 0 1 2 2 1 4 4 3 3 0 2 0 4 2 3 2

#P. of day 1291 1435 1510 1696 1943 2012 2796 3775 2967 2766 3429 4638 3278 1796 1751 1815 2156 2402 2754 2268

Max #P., Time (hour) 19:00  21:00  21:00  20:00 19:00  22:00 20:00 20:00  21:00  20:00  20:00  20:00 18:00 20:00 18:00 22:00 19:00 19:00 18:00 17:00

Instagram  Max #P. 112 121 119 139 143 166 261 355 210 235 299 355 264 132 135 135 156 172 201 157
Min #P., Time (hour) 03:00  05:00 05:00 05:00 05:00  04:00 05:00 04:00  04:00  06:00 06:00  05:00 05:00 04:00  06:00 05:00  06:00  05:00 06:00  05:00

Min #P., Time (hour) 5 4 4 5 3 5 5 6 12 9 8 11 16 9 10 10 16 6 12 9

#GP.: amount of Geo-posts.
Max #GP. Time(hour): the time in hour during which the max amount of Geo-posts is observed.

Table 2.11: The Total, Max, and Minimal Number of Geo-posts Sent Around King’s Day Event 2016

Date
‘Weekend K. Night K. Day ‘Weekend
Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu

April 20  April 21  April 22 April 23 April 24 April 25 April 26 April 27 April 28 April 29 April 30 May 1 May2 May3 May4 May5

#P. of day 822 926 839 918 886 768 855 1134 914 833 814 957 785 715 794 909

Max #P., Time (hour) 16:00 22:00 16:00 20:00 13:00 17:00 23:00 16:00 16:00 16:00 14:00  16:00 17:00 18:00 18:00 14:00

Twitter Max #P. 62 84 73 79 81 61 72 99 67 67 64 75 63 60 63 88
Min #P., Time (hour) 01:00 04:00 05:00 05:00 04:00 05:00 05:00 06:00 04:00 06:00 05:00  04:00 04:00 03:00 04:00 05:00

Min #P. 0 2 2 2 1 3 0 9 2 10 1 0 2 0 6 0

#P. of day 3369 3402 3325 4006 4574 4271 5450 8902 5575 3407 3622 4160 3666 3647 3723 4959

Max #P., Time (hour) 19:00 19:00 19:00 18:00 19:00 21:00 20:00 22:00 13:00 18:00 18:00  19:00 21:00 20:00 22:00 20:00

Instagram  Max #P. 248 256 238 299 326 339 425 715 394 225 271 355 276 289 276 396
Min #P., Time (hour) 03:00 04:00 05:00 05:00 05:00 04:00 05:00 05:00 05:00 06:00 05:00  05:00 05:00 05:00 05:00 04:00

Min #P. 19 19 14 14 22 17 14 48 36 20 15 16 20 18 20 18

xipuaddy 97

Ly
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Areas of Interest based on clustering social media posts

The Area of Interest detected by clustering Pols using social media posts
for 4 sub-events listed in Table 2.8 are shown in Figure 2.12, 2.13, 2.14,
and 2.15. These cluster maps are generated using DBSCAN algorithm (Es-
ter et al., 1996), which groups points within distance of 50 meters (ep-
silon=0.05). Such groups will be identified as a cluster if the number of
points in a group is more than 15 (min_Points = 15), otherwise each points
will be determined as outliers. Each colour represents one cluster. Black
points are outliers which fail to form group with any other points. The count
number denotes the amount of points in each cluster.
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Cluster 5, count 23
Cluster 6, count 32
Cluster 7, count 18
Cluster 8, count 28
Cluster 9, count 362

Outliers, count 0
Cluster 1, count 277
Cluster 2, count 41
Cluster 3, count 90
Cluster 4, count 69

Cluster 10, count 36
Cluster 11, count 28
Cluster 12, count 16 o
Cluster 13, count 23

Cluster 14, count 50
Cluster 15, count 17
Cluster 16, count 15
Cluster 17, count 15

Figure 2.12: The Area of Interest detected by clustering Pols using social

media posts in Sail, Sail-in Parade

o Cluster 3, count 164
o Cluster 4, count 32
o Cluster 5, count 95

*+ Outliers, count 0
e Cluster 1, count 159
e Cluster 2, count 25

Cluster 6, count 15
Cluster 7, count 17

e Cluster 8, count 19
Cluster 9, count 16

Figure 2.13: The Area of Interest detected by clustering Pols using social

media posts in Sail, Fireworks
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Outliers, count 0
Cluster 1, count 861
Cluster 2, count 198
Cluster 3, count 74
Cluster 4, count 25
Cluster 5, count 72

Cluster 6, count 25

[P

Cluster 7, count 26
Cluster 8, count 35
Cluster 9, count 16
Cluster 10, count 31
Cluster 11, count 90
Cluster 12, count 34
Cluster 13, count 18

Cluster 14,
Cluster 15,
Cluster 16,
Cluster 17,
Cluster 18,
Cluster 19,

count 18
count 19
count 17
count 21
count 24
count 41

Cluster 20,
Cluster 21,
Cluster 22,
Cluster 23,
Cluster 24,
Cluster 25,

count 18
count 16
count 23
count 17
count 48
count 18

Figure 2.14: The Area of Interest detected by clustering Pols using social
media posts in King’s Day, Boat Parade

Outliers, count 0

Cluster 1,
Cluster 2,
Cluster 3,
Cluster 4,
Cluster 5,
Cluster 6,

count 985
count 26
count 59
count 22
count 27
count 181

cecoce

Cluster 7, count 16
Cluster 8, count 15
Cluster 9, count 135
Cluster 10, count 34
Cluster 11, count 43
Cluster 12, count 69

Cluster 13,
Cluster 14,
Cluster 15,
Cluster 16,
Cluster 17,
Cluster 18,

count 18
count 30
count 16
count 16
count 19
count 27

Cluster 19,
Cluster 20,
Cluster 21,
Cluster 22,
Cluster 23,
Cluster 24,

count 40
count 15
count 15
count 22
count 30
count 17

Figure 2.15: The Area of Interest detected by clustering Pols using social
media posts in King’s Day, King’s Night



Chapter 3

Estimate Sentiment of Crowds
from Social Media during City
Events

In the previous chapter, we explored crowds characterisation using social
media data in terms of different aspects such as crowd demographics, city-
role, temporal distribution, post position, Points of Interests, and word use.
In this chapter, we aim to characterise the attendees’ emotions during the
events. We derive and analyse the sentiment of people using social media
text. This answers the second research question, i.e. RQ2. To what extent
are social media data able to estimate the sentiment of crowds in city
events?

We first selected some lexicon and machine learning methods to perform
sentiment analysis. Next, we constructed an event-based sentiment anno-
tated dataset. We trained and tested the performance of the selected methods
to estimate the sentiment from text using common and event-based datasets.

Results show that machine learning based (ML-based) methods show
better performance than lexicon-based methods in most situations in terms
of sentiment estimation. In particular, the ML-based method Linear Support
Vector Classifier (LinearSVC) reaches the minimal estimation error at ap-
proximately 0.177 when trained and tested with an event-based dataset con-
structed using social media data collected during city events. The proposed
event-based dataset is essential for training methods to reduce estimation
error in such contexts.

51
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This chapter is published as a journal article: Gong, V. X., Daamen, W.,
Bozzon, A., & Hoogendoorn, S. P. (2019). Estimate sentiment of crowds
from social media during city events. Transportation research record, 2673(11),
836-850.
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3.1 Introduction

As cities compete for global attractiveness and community quality, city-scale
public events become more and more popular to boost tourism and promote
economic growth.

Thematic exhibitions, sports competitions, and national celebrations are
instances of city events that take place in urban areas, and may attract a large
amount of people during a short time period. The scale and intensity of
these events request technical solutions supporting stakeholders (e.g., event
organisers, public and safety authorities) to manage the crowd.

The crowd during an event is managed by public authorities to reduce
risks of incidents as results of internal and external threats. This is usually
achieved by exerting predefined measures based on qualitative interpreta-
tions of the crowds by stewards, police officers, or event organization em-
ployees.

As the efficiency and effectiveness of crowd management measures de-
pend on pedestrian behavior (Still, 2000; Zomer et al., 2015), it is beneficial
for stakeholders to obtain information about the behavior of the crowd. The
sentiment of people in the crowd is one of the factors affecting crowd behav-
ior (Martin, 2006). Together with other information such as crowds density
and demographics, it may help crowd managers estimate and predict (neg-
ative) behaviours that can be inferred from the sentiment of people in the
crowd, such as risky behaviours. Therefore, deriving the sentiment of peo-
ple in the crowd could be valuable to crowd management.

However, the sentiment of crowds is difficult to acquire. Conventional
approaches capture this information manually by stewards or staff members
(Earl et al., 2004), a practice that is costly and subject to bias. Traditional
crowd observation techniques are based on sensors (e.g., counting systems,
GPS trackers and Wi-Fi sensors) which only provide spatio-temporal infor-
mation. These solutions do not provide sentiment values. Although crowd
sentiment could be extracted from image or video clips provided by cameras
through image recognition techniques (Poria et al., 2016b,a), accessing the
images or video recordings of public area is computationally intensive, and
often restricted due to privacy issues.

The advance of Web-based technologies provide new data sources that
could be applied to understand and analyse pedestrian behavior (Cranshaw
et al., 2012; Quercia et al., 2015a; Hasan et al., 2013; Gong et al., 2018b).
Several social media networks, such as Twitter and Instagram, are widely
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used. Time-stamped social media posts, such as text content, are often geo-
tagged. More importantly, these posts intrinsically embrace rich semantic
information that could be employed for deriving crowd sentiments. There-
fore, social media data can be used to derive the sentiment of crowds during
events.

A large number of works studied sentiment estimation of crowds using
social media data. Jiang et al. (2011) introduced a method to estimate sen-
timent of tweets considering multiple strategies and including context infor-
mation (i.e., related tweets). Zhang et al. (2014) demonstrated a machine-
learning method incorporate syntactic and context information from social
media to estimate users sentiment. Ortigosa et al. (2014) presented a method
to estimate sentiment of users based on their Facebook texts, which inte-
grates lexicon-based, machine-learning techniques.

Yu et al. (2013) applied the sentiment analysis to financial sector, where
they derive sentiment of traders from social networks, and explore its rela-
tionship with short term stock market performance. Surveys about sentiment
analysis (Pang et al., 2002; Ravi & Ravi, 2015) reviewed more than 20 meth-
ods and 30 works estimating sentiment from social media. Those methods
can be categorised into three types: lexicon based methods (lexicon-based),
machine learning based methods (ML-based methods) and hybrid methods.
Lexicon-based methods assign each consecutive combination of words of a
text a sentiment score according to a dictionary and calculate the weighted
average sentiment score. The ML-based methods train the model with a sen-
timent annotated dataset and estimate the sentiment of a test dataset through
the model. Hybrid methods are a combination of lexicon- and ML-based
methods. With respect to the context, sentiment analysis in context of city
events for crowd management differ from other contexts (e.g. E-learning,
marketing, stock prediction) in a set of characteristics, such as the specific
topic of the event, its location, popularity, and time of occurrence. Conse-
quently, sentiment analysis methods suitable for other contexts may differ
with methods fit for context of city events. While showing the utility of
social media data in sentiment analysis studies, no previous work aimed at
deriving sentiment of crowds in the context of city events. Moreover, the
sentiment annotated dataset for a specific context is significant in sentiment
analysis. It can be used for evaluating sentiment estimation result from var-
ious methods. It can also be used for ML-based or hybrid methods to train
their model for sentiment estimation. However, none of previous works pro-
posed sentiment annotated datasets in such a context. What is missing is an
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in-depth understanding of which methods are most effective in this context,
and whether their performance will be affected by the diversity of the events
or the urban areas they take place.

These research gaps lead to the following research question: Which
methods are suitable to derive sentiments of crowds from social media texts
in city events?

To answer this research question, we selected a number of methods. In
order to compare and assess their performance in the context of city events,
an event-based sentiment annotated dataset was required as ground truth.
As no annotated event-based datasets exist, we constructed one. Using this
dataset, we tested the performance of candidate methods, and selected the
most promising method.

We present a literature review in the next section, followed by the re-
search methodology to examine the performance of candidate methods. Then,
the methods for comparison are selected, followed by a description of the
data collection. Further, we introduce the experiment setting, followed by
the findings, analysis and discussion about the experiment result. The con-
clusion and future work is included in the end of the paper.

3.2 Literature Review

In our work, we compare sentiment analysis performance of various methods
and propose an event-based sentiment dataset. In this section, we briefly
review previous works about comparison of sentiment analysis methods and
the proposed sentiment datasets.

Previous works perform experiments in certain context or for certain pur-
poses, such as for document classification, e-learning and brand marketing.
They select a set of methods for comparison, use datasets to train their model
and evaluate the results. Therefore, three elements involved, i.e. the con-
text for comparing methods, the selected methods for comparison, and the
datasets for training and testing. In the following, we look into previous
works with regard to above three elements.

Sentiment analysis has been applied in various context. Pang et al. (2002)
in their work investigate a set of methods to estimate sentiment for classify-
ing documents. They compare the sentiment analysis performance of several
machine learning methods based on public reviews collected from Internet,
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such as movie reviews from IMDB!. Selected methods for comparison in-
clude Naive Bayes (NB), Support Vector Machines (SVM) and Maximum
Entropy (ME). Result shows that SVM outperforms other methods in their
experiment. Boiy & Moens (2009) apply sentiment analysis for opinion
mining on multilingual web texts. They analyse the performance of machine
learning methods including NB, SVM and ME to estimate sentiment in pub-
lic reviews about cars and movies. Findings show that SVM outperforms
other methods. Li & Li (2013) estimate sentiment on social media for mar-
keting purpose. They derive market intelligence through sentiment analysis
based on product review on Twitter, such as reviews for Microsoft, Sony,
iPhone, iPad and Macbook. They compare performance of NB and SVM
with various settings. Findings show that SVM reaches the better perfor-
mance in their experiment. Ortigosa et al. (2014) analyse sentiment in the
context of e-learning based on social media data. A set of machine learning
methods including a hybrid method are compared for sentiment analysis on
text from Facebook. In contrast to other works, they find that NB outper-
forms other methods including SVM in this context. Bravo-Marquez et al.
(2014) study the sentiment analysis on big social data. They compare senti-
ment through various methods with different configuration based on a large
volume non-topic specific tweets. They also find that NB shows better per-
formance than SVM in their experiment.

Above works show that NB and SVM are the most popular machine
learning methods for sentiment analysis (Pang et al., 2002; Boiy & Moens,
2009; Li & Li, 2013; Thelwall et al., 2010, 2012; Bravo-Marquez et al.,
2014; Ortigosa et al., 2014). Public reviews and social media data are widely
used for deriving sentiment. Some investigations (Pang et al., 2002; Boiy
& Moens, 2009; Li & Li, 2013; Ortigosa et al., 2014) are performed with
data related to certain topics, such as reviews of movies, cars, as well as
brands, e.g. Microsoft, Sony and Google. While, other works (Thelwall
etal., 2010, 2012; Bravo-Marquez et al., 2014) are performed with common-
based dataset. However, none of these works is performed in context of city
event with respect to crowd management, and none of these works investi-
gate the impact of using different datasets, i.e. common-based or a certain
topic based, on the performance of sentiment analysis.

Analogues to datasets construction, Kouloumpis et al. (2011) publish

IIMDb (Internet Movie Database) is an online database of information related to films,
television programs, home videos and video games, and internet streams and fan reviews
and ratings. https://www.imdb.com/
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a dataset including 222,570 sentences annotated with three sentiment cat-
egories, i.e. positive, neutral and negative. These sentences are collected
from Twitter with no specific topic. Costa et al. (2014) publish an com-
prehensive datasets containing 400 deceptive and 400 truthful reviews in
positive and negative category. These datasets are widely used in several
sentiment analysis works (Liu, 2012; Kiritchenko et al., 2014; Saif et al.,
2012; Zhang & Chow, 2015; Aydogan & Akcayol, 2016). Besides, there are
datasets proposed related to a certain topic. For instance, Hu & Liu (2004)
present a datasets with 6,800 opinion words on 10 different products. Cruz
etal. (2013) propose a sentiment annotated reviews with different topics, i.e.
587 reviews on headphones, 988 reviews on hotels and 972 reviews on cars.
Similarly, Blitzer et al. (2007) propose a sentiment annotated dataset includ-
ing Amazon reviews on 4 domain, i.e. books, DVDs, electronics, kitchen
appliances. However, there is no dataset proposed for sentiment analysis in
context of city events.

3.3 Research Approach

In this section, we elaborate the research approach for testing the sentiment
estimation performance of candidate methods in the context of city events
using social media.

The research approach is illustrated in Figure 3.1. It consists of three
major steps, i.e. estimate the sentiment using different methods and dif-
ferent datasets, evaluate the estimation error per method, and compare the
estimation error between methods. It involves two different datasets, i.e.
the common and event-based dataset. Common-based datasets in this re-
search cover a wide variety of situations and have no domain knowledge
or context information about city events. Moreover, these datasets are well-
known in the research area of sentiment analysis. While event-based datasets
refer to social media posts collected during events with sentiment anno-
tated. The event-based dataset is generated during this research. In the first
step, lexicon-based methods estimate sentiment of each text in common and
event-based dataset, respectively. The ML-based methods train their model
using part of the common and event-based dataset. Then both trained mod-
els estimate sentiment of each text in the rest of common and event-based
datasets, respectively. In this step, both methods yield estimated sentiment.
In the second step, to verify whether the estimated sentiment is correct, the
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estimation result is compared to the sentiment ground truth of the test dataset
using the metrics introduced in the next paragraph. We perform an N-round
testing to reduce the random error. In each round, we select a subset, iden-
tify sentiment of each text and compare those estimated sentiment with the
ground truth. Finally, we compare the performance of methods across dif-
ferent datasets. The analysis results also provide feedback on the research
methodology, such as to adjust the sample size of the training and testing
dataset, to select feasible candidate methods, and to choose suitable compar-
ison metrics.

Training dataset

Feedback

Common-based
Training dataset

\/\%ﬁ

i i Result
Event-based Estimate Sentiment
Training dataset
__— X ML-based —
| methods Estimated Estimation
Sentiment Evaluate Error Analysis
Common-based Lexico‘r;l-b:sed
Testing dataset 2T
__— X )
Event-based
Testing dataset |——

Testing dataset

Figure 3.1: The process of investigating sentiment estimation performance
of selected methods on social media text in city events. The green
symbols denote 3 major steps, i.e. estimate the sentiment using
different methods with different datasets, evaluate the estima-
tion error per method, and analyse the estimation error between
methods. The gray symbols denote documents input and output.

3.3.1 Comparison metrics

The sentiment estimation performance is assessed using the estimation error,
which is calculated for each repetition of sentiment estimation. This estima-
tion error per repetition E; is calculated by the amount of false identifications
Mif a5 divided by the testing sample size M;, see Eq. 3.1. While running an
N-round testing, the mean and standard deviation of the estimation error is
calculated in each round.
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3.4 Selection of Candidate Methods from Liter-
ature

As indicated in the introduction section, the sentiment of the crowd is one of
the factors affecting crowd behaviour (Martin, 2006), which can be used by
crowd managers to estimate and predict (negative) behaviours of the crowd
such as risky behaviours during city events. To derive the sentiments of
the crowd, we compare in this section the effectiveness of various sentiment
analysis methods. As indicated in the introduction section, there is no ex-
isting literature comparing the performance of sentiment analysis methods
using social media in the context of large-scale city events. Thus, we review
sentiment analyses methods applied for generic situations.

Deriving sentiments from social media text is not a novel problem. Many
papers discussed this topic and proposed methods to solve this problem
(Pang et al., 2008; Martinez Cdmara et al., 2011; Ravi & Ravi, 2015). 161
studies have been reviewed in Ravi & Ravi (2015); about 30 papers discuss
sentiment analysis on social media networks. As introduced in previous sec-
tion, the sentiment analysis methods can be categorised into three types: lex-
icon based methods (lexicon-based), machine learning based methods (ML-
based) and hybrid methods. Hybrid methods are a combination of lexicon-
and ML-based methods. The performance of hybrid methods is therefore in-
fluenced by the quality of the lexicon- and ML-based methods it consists of.
Understanding the performance of lexicon- and ML-based methods is nec-
essary to investigate hybrid methods. Therefore, we focus in our research on
lexicon- and ML-based methods, and leave hybrid methods for future work.

The overview of methods selected for sentiment estimation on social me-
dia text in the context of city events is shown in Table 3.1. More details on
the selected methods are introduced in the following.

3.4.1 Lexicon based methods

Lexicon-based, or dictionary based, approaches are widely applied in the
field of sentiment analysis (Ravi & Ravi, 2015; Montoyo et al., 2012). Given



60 3 Crowd Sentiment Estimation in City Events

Table 3.1: Selected methods for deriving sentiment of crowd on social media
in city events

Category Method Description Linear or Nonlinear
Lexicon-based SentiStrength Optimised for social media text n/a
SentiWordNet Assigns to WordNet synset n/a
ML-based Naive Bayes (NB) Bayes theorem Linear
SVM SGDClassifier Fitted with Stochastic Gradient Descent learning Linear
LinearSVC Linear Support Vector Classification Linear
NuSVC Statistical, Nu-Support Vector Classification Nonlinear
svcC Statistical, C-Support Vector Classification Nonlinear

a text from a social media post, lexicon-based methods assign each n-gram
(i.e. consecutive combination of words) a sentiment score according to its
attached dictionary and calculate the weighted average sentiment score as
a performance indicator after filtering out stop words and reducing other
noises. More than 41 studies explore lexicon-based methods in sentiment
analysis, according to Ravi & Ravi (2015). Among those, SentiStrength
and SentiWordNet are two popular lexicon based methods used for deriving
sentiment from social media data.

SentiStrength

SentiStrength was created by identifying sentiments expressed in the texts
on MySpace, a social media platform. It estimates the strength of negative,
neutral and positive sentiment in short texts, originally developed for the
English language and optimized for short social media texts (Thelwall et al.,
2010). SentiStrength reports three sentiment strengths: -5 to -1 as negative,
0 as neutral, and 1 to 5 as positive. It has been applied and investigated
in many papers in which it shows significant performance (Thelwall, 2013;
Thelwall et al., 2011; Pfitzner et al., 2012; Thelwall et al., 2012).

SentiWordNet

SentiWordNet is a lexical resource for opinion mining. Instead of construct-
ing its sentiment dictionary from a corpus (e.g. MySpace data) as the Sen-
tiStrength does, it assigns to each syncset of WordNet three sentiment scores:
positive, negative, objective (Baccianella et al., 2010). It is widely used in es-
timating sentiment from social media networks (Nakov et al., 2016; Gilbert,
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2014; Kiritchenko et al., 2014; Thelwall et al., 2010).

3.4.2 Machine Learning based methods

Machine Learning methods (ML-based methods) train the model with a sen-
timent annotated dataset and estimate the sentiment of a test dataset through
the model. A large amount of ML-based methods is proposed and investi-
gated in recent studies in various situations (Ravi & Ravi, 2015). Among
these methods, the Naive Bayes (NB) and Support Vector Machines (SVMs)
are widely tested and outperform most of other methods while deriving sen-
timents from social media texts (Pang et al.,, 2002; Ravi & Ravi, 2015;
Martinez Camara et al., 2011). In the following these methods are described
in more detail.

Naive Bayes (NB)

Naive Bayes is a supervised linear machine learning algorithm which is pop-
ular to classify text. It is a simple probabilistic classifier based on applying
Bayes’ theorem (Murphy et al., 2006). It is widely used to estimate senti-
ments from social media texts (Ortigosa et al., 2014; Rui et al., 2013; Bravo-
Marquez et al., 2014). Although its mechanism is fairly straightforward, it
often performs as good as much more complicated solutions (Abdul-Mageed
et al., 2014; Yu et al., 2013).

Support Vector Machines (SVMs)

Support Vector Machines are a family of supervised learning models used for
linear and non-linear classification analysis. SVMs are widely used in text
categorisation for sentiment analysis (Pang et al., 2002; Ravi & Ravi, 2015).
In this research, we test the four most popular SVM models, namely Stochas-
tic Gradient Descent Classifier fitted SVM (SGDClassifier, or SGDC), Lin-
ear Support Vector Classifier (Linear-SVC, LinearSVC or LSVC), Nu-Support
Vector Classifier (NuSVC) and Support Vector Classifier (SVC). The SGD-
Classifier is a linear SVM classifier fitted with stochastic gradient descent
(SGD) learning. LinearSVC is an implementation of Support Vector Classi-
fication (SVC) in case of a linear kernel. SVC and NuSVC apply the statis-
tics of support vectors, developed in the support vector machines algorithm.
SVC and NuSVC are similar methods, but accept slightly different sets of
parameters and have different mathematical formulations. These methods
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are explored in a large number of papers deriving sentiment from social me-
dia (Tripathy et al., 2016; Nabil et al., 2015; Al-Azani & El-Alfy, 2017; Jiang
etal.,, 2011; Maas et al., 2011; Rui et al., 2013; Ortigosa et al., 2014; Abdul-
Mageed et al., 2014; Thelwall et al., 2010; Bravo-Marquez et al., 2014).

3.4.3 Sentiment estimation result scheme

In this research, we are aiming at comparing the performance of sentiment
analysis methods. However various selected methods result in different sen-
timent schemes. For instance, the lexicon-based method SentiStrength out-
puts sentiment values in an integer between -5 and 5, while the SentiWord-
Net results in negative, neutral and positive. For other methods, the output
schemes are listed in Table 3.2. To compare the performance of these se-
lected methods, it is necessary to define a unified output scheme and map all
schemes of those selected methods to the unified output scheme.

According to Table 3.2, there are two types of sentiment scheme, i.e.
the simplified one and the detailed one. The simplified scheme in this re-
search refers to the sentiment scheme featuring only 3 categories, i.e. posi-
tive (1), neutral (0), and negative (-1). Whereas, a detailed sentiment scheme
may have more sentiment categories, e.g. extremely negative, very negative,
negative, slightly negative, neutral, slightly positive, positive, very positive,
extremely positive.

For lexicon-based methods, SentiStrength supports a detailed sentiment
scheme, while SentiWordNet results in the simplified scheme. For ML-
based methods, the supported sentiment scheme depends on the training
data. Namely, if the training dataset is annotated with a detailed sentiment
scheme, the ML-based methods trained with such dataset also yield senti-
ment score in the same scheme.

However, when constructing such dataset, the agreement reached on a
sentiment category from a detailed scheme, e.g. extremely negative, is less
than on a category from the simplified scheme, e.g. negative. Moreover,
subjective errors introduced by the human being in the annotation is also
increased when using the detailed scheme. Thus, a dataset annotated with
a detail sentiment scheme is difficult to construct, less reliable, and there-
fore more rare. Most of the existing sentiment datasets are annotated with
a simplified scheme, i.e. negative, neutral and positive. ML-based methods
trained with such dataset also result in such simplified sentiment scheme.

With regard to the impact of simplified sentiment scheme on the esti-
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mation error of the models, compared with a detailed sentiment scheme, a
simplified one indeed may lose the detailed sentiment strength information,
but still it reports the same sentiment polarity, e.g. either very positive or
slightly positive in a detailed scheme will be reported as positive in a simpli-
fied scheme.

As the simplified sentiment scheme is widely supported by both lexi-
con and ML-based methods, we apply the simplified sentiment score in this
research. We assign the following three sentiment values: -1, 0 and 1, denot-
ing negative, neutral and positive respectively. The mapping of all selected
methods is shown in Table 3.2.

Table 3.2: Sentiment estimation output schema transformation rules

Category Name Output schema Convert rule Unified Schema
Lexicon-based SentiStrength -5 to -1 as negative, -5, -1] as -1, -1 denotes Negative,
0 as neutral, 0as 0, 0 denotes Neutral,
1 to 5 as positive [1,5]as 1 1 denotes Positive
SentiWordNet negative, negative as -1,
neutral, neutral as 0,
positive positive as 1
ML-based NB -1,0,1o0r-1,1 -
SGDClassifier
LinearSVC
NuSVC
SvC

3.5 Data Collection

Investigating the performance of candidate methods in the context of city
events requires ground truth data, both for testing purposes, and, in case
of ML-based methods, to train their model. In our research, we need both
common-based and event-based sentiment annotated social media data. An-
notation in this respect means that for each text, its sentiment is known.
Common-based datasets cover a wide variety of situations and have no do-
main knowledge or context information about city events, while event-based
datasets focus on posts have been collected during events. As indicated in
the introduction, annotated common-based datasets are available from pre-
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vious research, but annotated event-based datasets are not yet available. To
fill this research gap, we construct such an event-based dataset.

The common and event-based sentiment dataset is annotated with sen-
timent polarities, i.e. Positive, Neutral and Negative. As activities in city
events, e.g. celebrations and riots, tend to stimulate attendees’ sentiment.
The sentiment of crowds in the context of city events are stronger than in
a normal context, namely more extreme (positive or negative) expressions
than neutral ones. Thus, it is valuable to explore the distinction of sentiment
estimation with and without neutral polarity. In this research, we consider
sentiment polarity in two sets; one consists of Positive and Negative denoted
as PN, and another with Positive, Neutral and Negative denoted as PNN. The
sentiment analysis with and without other individual polarities will be kept
for future research.

In this section, we describe the selection of the common-based datasets
and the construction of an annotated event-based dataset.

3.5.1 Common-based dataset

There is no official definition for the common-based dataset. In this research,
it refers to datasets that cover a wide variety of situations, and contains no
domain knowledge or context information about city events. Several papers
proposed sentiment annotated datasets consisting of texts collected on social
media. The most comprehensive paper (Ravi & Ravi, 2015) listed 32 public
datasets used for sentiment analysis, 6 of which are social media datasets.
These datasets vary in terms of topic, sentiment polarity and annotation
approaches. Social media posts contained in these datasets may cover di-
verse topics, such as digital brands, sports and technology. With regard
to sentiment polarity, some datasets contain posts with Positive, Neutral
and Negative polarities, while others only have Positive and Negative posts.
There are two major annotation approaches, i.e., by authors themselves or
through crowd sourcing. As our common-based ground truth, we choose
two social media datasets, given their large amount of texts, the fact that
they are widely used in other research, their diverse sentiment polarities and
topics. The first one is the dataset for the University of Michigan Sentiment
Analysis competition, which consists of more than 1.5 million social media
posts annotated with Positive and Negative. It is applied several times as the
ground truth for this competition. The second dataset is an extended version
of Niek Sanders sentiment dataset series which are widely explored in sen-
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timent analysis studies (Pandey et al., 2017; Lima et al., 2015; Aston et al.,
2014; Gurkhe et al., 2014). This dataset contains more than 55,000 social
media posts, each of which annotated with Positive, Neutral or Negative.
Posts in both datasets cover random topics.

3.5.2 Event-based dataset

Event-based datasets in this research refer to sentiment annotated datasets
consisting of social media posts posted during both city-scale events and lo-
cal events. It should be sufficiently large to be used as ground truth for testing
candidate methods, but also serve as training data for ML-based methods. To
construct such an event-based dataset, we first estimated the required size of
the event-based dataset. Then, we collected social media posts and annotated
them with sentiment scores. This is elaborated upon in the following.

The size of the event-based dataset should meet two criteria. First, it
should be sufficient as training dataset for ML-based candidate methods to
reach stabilised performance for sentiment analysis. Second, it should be
as small as possible given the efforts and costs to perform the sentiment an-
notation. To estimate the sample size, we used the common-based dataset
to investigate the estimation performance variance for different sample sizes
using different ML-based methods, shown in Figure 3.2. Figure 3.2(a) shows
the variance of mean estimation error with respect to the size of the training
sample. As expected, the mean error of Linear ML-based methods decreases
when the training sample is increased. However, the nonlinear ML-based
methods shows unexpected increases with increasing sample size, which
may be caused by their nonlinear nature. In order to present the variation
pattern of the linear method more clearly, we zoom in on the error in Fig-
ure 3.2(b). The figure shows that the mean estimation errors of linear ML-
methods decrease considerably when the training sample is less than 2000
posts, after which the decrease in error becomes less sharp and gradually
flattens after a sample size of 6000 posts. Taking a training sample size of
6000, increasing the sample with another 2000 posts only reduces the mean
estimation error with less than 0.01. This also holds for the decrease of the
standard deviation of estimation error, shown in Figure 3.2(c) and 3.2(d).
We can thus conclude that the estimation error of linear ML-based meth-
ods stabilises when the training sample is higher than 6000, while training
sample with more than 6000 posts do not reduce the estimation error sig-
nificantly. Thus, we choose 6000 as the training sample size. In addition,
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we need around 15% of the dataset to test the method performance, so the
event-based dataset should contain around 8000 posts.
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Figure 3.2: The mean and standard deviation of estimation error when in-
creasing the training data sample size for ML-based methods.
(b) and (d) zoom in linear ML-based methods to present the
variation pattern of linear methods more clearly. The estimation
error of linear ML-based methods stabilises when the training
sample size is higher than 6000.

We construct the event-based dataset following the process shown in Fig-
ure 3.3. After estimating the size of the dataset, we identified the require-
ments regarding the events and activities considering diversity in cities, event
characteristics, and their major activities.

To select the cities and activities we identified several criteria, listed be-
low.

e Different cities. We decided to use social media posts of the two big
cities in the Netherlands, i.e., Amsterdam and Rotterdam, as they will
provide us with sufficient posts and cover the slightly different popu-
lation as well.
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Figure 3.3: The process of constructing the annotated event-based social
media sentiment dataset.

e Different event characteristics. We selected four events, listed in Table
4.3,
— A large nautical event (Sail 2015)
— An annual national holiday (Kingsday 2016)

— An annual celebration includes a canal parade and parties (Euro-
pride 2017)

— Football riots and championship celebration (Feyenoord 2017)

e Different activities during these events, including:

Canal parade

Street parties

Flea market

Fireworks

Riots

e Different areas in the city. Here, we vary between events that spread
out over the whole inner city and events that are located in a smaller
area.

Then we collect geo-referenced tweets and Instagram posts from selected
city events according to the estimated sample size. The collection of social
media posts during these events is performed through the API of social media
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platforms with the help of SocialGlass 2, an integrated system for collecting
and processing social media data. Further, we filter out spam accounts and
short posts (i.e., length smaller than 30 characters) which may contain use-
less or insufficient information for sentiment analysis. As city events attract
many foreigners, posts may contain various languages, rather than only En-
glish. To determine the sentiment of those posts, we translated all posts into
English using the Google Translate API 3 as it provides acceptable results
compared with other translation services (Aiken & Balan, 2011). The senti-
ment of each post is then annotated through crowd-sourcing: the sentiment
of each post is determined by multiple people and the majority judgement is
taken as the ground truth. We perform the crowd-sourcing operation using
Figure Eight*, a popular crowd-sourcing platform. Each post is annotated
using one of the terms positive, neutral or negative.

The characteristics of the common and event-based datasets used in this
study are presented in Table 3.4. For each category we have two datasets,
i.e., one with sentiment polarity of Positive and Negative, the other with the
polarities Positive, Neutral and Negative.

Table 3.3: City events and activities for constructing event-based dataset

Event Activity Date Place
Day Start time End time Area City
Sail SAIL-In parade 2015-8-19 10:00:00  17:00:00 I Amsterdam
2015 SAIL Thank You parade 2015-8-23 16:30:00  21:00:00 o Amsterdam
Fireworks 2015-8-19t0 23 22:30:00  22:45:00 1J Amsterdam
Kingsday Kid’s flea market 2016-4-27 9:00:00 18:00:00 Vf)ndelpark Amsterdam
2016 Canal boat party 2016-4-27 14:00:00  17:00:00 City center Amsterdam
King’s Night 2016-4-26 to 27  20:00:00  2:00:00 Rembrandtplein and Melkweg Amsterdam
Europride  Canal parade 2017-8-5 13:00:00  17:00:00 City center Amsterdam
2017 Pride park 2017-7-28 14:00:00  23:00:00 Vondelpark Amsterdam
Streetparties 2017-8-4 19:00:00  2:00:00 Reguliersdwarsstraat Amsterdam
(Street Party) 1
Streetparties 2017-8-5 16:00:00  2:00:00
(Street Party) 2
Feyenoord Lose the match 2017-5-7 00:00:00  23:59:59 Feyenoord De Kuip stadium Rotterdam
2017 Win the league title 2017-5-14 00:00:00  23:59:59 Feyenoord De Kuip stadium Rotterdam

Zhttp://social-glass.tudelft.nl/
3https://cloud.google.com/translate/
“https://www.figure-eight.com/
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Table 3.4: Common and Event-based dataset for sentiment estimation

Category Name Sentiment Polarity Source # Positive  # Neutral # Negative # Total
Common-based CA Positive, Negative University of Michigan 789914 - 788127 1578041
Sentiment Analysis competition
CB Positive, Neutral, Negative Niek Sanders sentiment dataset 16146 14004 25379 55537
(extended)
Event-based EA Positive, Negative Constructed 5040 - 2029 7069
EB Positive, Neutral, Negative Constructed 5040 1093 2029 8162

3.6 Experimental Setting

In this section, we describe the set up of the experiment to test the sentiment
estimation of crowds in city events using the selected methods using social
media. The experiment involves multiple control variables. In the follow-
ing, we first describe the values of each control variable, then introduce the
experimental scenarios which combine the variable values. In the last sub-
section, we describe experiment setting applied in this experiment, i.e., the
training and testing sample size, the number of rounds for N-round testing.

3.6.1 Control variable

The experiment is designed to test the sentiment estimation performance of
selected methods in city events. It therefore consists of methods and testing
datasets as variables. Besides, ML-based methods require training datasets.
Thus, the training dataset acts as another variable. Moreover, as indicated in
the data collection chapter, we consider sentiment estimation in two polarity
sets, i.e. Positive and Negative (PN), and Positive, Neutral and Negative
(PNN). Then the sentiment polarity is also a variable for this experiment.

In summary, the experiment involves control variables including: senti-
ment polarity, selected methods, the training data and the testing data.

With regard to the candidate methods, we have already selected two
lexicon-based methods, and five ML-based methods, as shown in Table 3.2.
In terms of data, we have common and event-based datasets for both training
and testing. The details of these datasets have already been given in Table
34.
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3.6.2 Scenario design

To explore the estimation performance under different variable values, we
design a set of scenarios that combine values of those variables, shown in
Table 3.5 for PN polarities and Table 3.6 for PNN polarities.

Each table consists of three sections (see Scenario column), investigating
lexicon-based methods, ML-based methods trained using common-based
data, and ML-based methods trained with event-based data, respectively.
The Result column lists estimation results of each scenario which will be
discussed in the next chapter.

3.6.3 Experimental setting

As indicated in the Research chapter, We select 1000 samples from the test-
ing dataset for each scenario to perform 100-round testing. For ML-based
methods, the training sample size is 6000 in each round, as indicated in data
collection chapter.



Table 3.5: Scenario setting of sentiment estimation in polarities of Positive and Negative

Scenario Name Variables Result
Methods Training data Testing data Error
Lexicon-based ML-based Common-based  Event-based Common-based  Event-based Mean Standard
SentiStrength ~ SentiWordnet NB SGDC LSVC NuSVC SVC CA(Pos, Neg) EA(Pos, Neg) CA(Pos, Neg) EA(Pos, Neg) Deviation
Lexicon. L-SS-PN-C X - - X 0.331 0.011
methods L-SW-PN-C X - - X 0.407 0.013
L-SS-PN-E X - - X 0.322 0.011
L-SW-PN-E X - - X 0.405 0.011
ML. methods ML-NB-PN-C-C X X X 0.285 0.017
trained with ~ ML-SGDC-PN-C-C X X X 0.274 0.018
common. ML-LSVC-PN-C-C X X X 0.272 0.016
dataset ML-NuSVC-PN-C-C X X X 0.459 0.069
ML-SVC-PN-C-C X X X 0.472 0.065
ML-NB-PN-C-E X X X 0.362 0.098
ML-SGDC-PN-C-E X X X 0.250 0.085
ML-LSVC-PN-C-E X X X 0.230 0.079
ML-NuSVC-PN-C-E X X X 0.531 0.253
ML-SVC-PN-C-E X X X 0.563 0.465
ML. methods ML-NB-PN-E-C X X X 0.491 0.013
trained with  ML-SGDC-PN-E-C X X X 0.490 0.013
event. ML-LSVC-PN-E-C X X X 0.500 0.014
dataset ML-NuSVC-PN-E-C X X X 0.453 0.014
ML-SVC-PN-E-C X X X 0.505 0.015
ML-NB-PN-E-E X X X 0.184 0.011
ML-SGDC-PN-E-E X X X 0.184 0.008
ML-LSVC-PN-E-E X X X 0.177 0.010
ML-NuSVC-PN-E-E X X X 0.357 0.150
ML-SVC-PN-E-E X X X 0.174 0.011

Note: The column Result denotes experiment results. The gray cells denote smallest estimation errors in the same section. The
column Name denotes a combination of candidate methods, training dataset and testing dataset, e.g.:

e [-SS-PN-C: lexicon-based method SentiStrength, in sentiment polarities of Positive and Negative (PN), tested with
common-based dataset.

o ML-NB-PN-C-E: ML-based method Naive Bayes (NB), in sentiment polarities of Positive and Negative (PN), trained
with common-based dataset, tested with event-based dataset.
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Table 3.6: Scenario setting of sentiment estimation in polarities of Positive, Neutral and Negative

Scenario Name Variables Result
Methods Training data Testing data Error
Lexicon-based ML-based Common-based Event-based Common-based Event-based Mean  Standard
SentiStrength ~ SentiWordnet NB SGDC LSVC NuSVC SVC CB(Pos, Neu, Neg) EB(Pos, Neu, Neg) CB(Pos, Neu, Neg) EB(Pos, Neu, Neg) Deviation
Lexicon. L-SS-PNN-C X - - X 0.451 0.012
methods L-SW-PNN-C X - - X 0.550 0.014
L-SS-PNN-E X - - X 0.345 0.009
L-SW-PNN-E X - - X 0.466 0.015
ML. methods ML-NB-PNN-C-C X X X 0.423 0.022
trained with ML-SGDC-PNN-C-C X X X 0.414 0.016
common. ML-LSVC-PNN-C-C X X X 0.412 0.018
dataset ML-NuSVC-PNN-C-C X X X 0.676 0.054
ML-SVC-PNN-C-C X X X 0.549 0.015
ML-NB-PNN-C-E X X X 0.561 0.029
ML-SGDC-PNN-C-E X X X 0.515 0.030
ML-LSVC-PNN-C-E X X X 0.526 0.026
ML-NuSVC-PNN-C-E X X X 0.364 0.026
ML-SVC-PNN-C-E X X X 0.643 0.003
ML. methods ML-NB-PNN-E-C X X X 0.678 0.012
trained with ML-SGDC-PNN-E-C X X X 0.667 0.015
event. ML-LSVC-PNN-E-C X X X 0.671 0.015
dataset ML-NuSVC-PNN-E-C X X X 0.710 0.022
ML-SVC-PNN-E-C X X X 0.708 0.015
ML-NB-PNN-E-E X X X 0.315 0.011
ML-SGDC-PNN-E-E X X X 0.309 0.010
ML-LSVC-PNN-E-E X X X 0.305 0.010
ML-NuSVC-PNN-E-E X X X 0.598 0.053
ML-SVC-PNN-E-E X X X 0.373 0.009

L

SIUSAY K11 UI UONBWINSE JUSWNUSS PMOL) €



3.7 Sentiment Analysis: Findings of the Experiment 73

3.7 Sentiment Analysis: Findings of the Experi-
ment

In this section, we show the findings and analysis of the results. It is pre-
sented and compared with and without sentiment polarity of Neutral, respec-
tively. With in each, we start with lexicon-based methods, then ML-based
methods. Finally, we compare the performance of all methods.

Table 3.5 lists sentiment estimation results with sentiment polarity of
Positive and Negative (PN). With regard to lexicon-based methods, Sen-
tiStrength reaches a similar estimation error tested with both common-based
and event-based data (i.e., mean error 0.331 and 0.322) which are better
than SentiWordnet (i.e., mean error 0.407 and 0.405). Unexpectedly, ML-
based methods, when trained with common-based dataset, and tested with
the event-based dataset reach a lower minimal estimation error (i.e., mean
error 0.230) than tested with the common-based dataset (i.e., mean error
0.272). The best ML-based method appears to be LinearSVC. When ML-
based methods are trained with the event-based dataset, performance tests
with the event-based dataset also reach a lower minimal estimation error
(i.e., LinearSVC, mean error 0.177) than tested with common-based dataset
(i.e. NuSVC, mean error 0.453).

Likewise, Table 3.6 shows results for the sentiment polarity Positive,
Neutral and Negative (PNN). According to the results, the lexicon-based
method SentiStrength reaches (again) lower estimation errors compared with
SentiWordnet. In particular, it performs better with event-based testing data
(i.e., mean error 0.345) than with the common testing dataset (i.e., mean er-
ror 0.451). ML-based methods shows similar patterns with the Neutral polar-
ity as without the Neutral polarity. Specifically, when trained with common-
based dataset, tests with the event-based dataset (i.e., NuSVC, mean er-
ror 0.364) perform better than tested with common-based dataset (i.e., Lin-
earSVC, mean error 0.412). Also, when trained with an event-based dataset,
this patter also holds, namely, tested with event-based data (i.e. LinearSVC,
mean error 0.305) results better than tested with common-based data (i.e.
SGDC, mean error 0.667.). LinearSVC reaches the lowest estimation error
when trained with event and test with event dataset (i.e. mean error 0.305).

When comparing all methods, ML-based methods reach lower minimal
estimation errors (tested with event-based dataset) than lexicon-based meth-
ods. In lexicon-based methods, Sentistrength reaches a lower estimation
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performance than SentiWordnet. For all ML-based methods, linear methods
reach more consistent results. LinearSVC reaches the lowest estimation er-
ror in most scenarios, except when trained with event-based data and tested
with common data, as well as trained with common data and tested with
event-based data including Neutral polarity.

When comparing sentiment estimation with and without Neutral senti-
ment polarity, we find that all methods reach lower estimation errors without
Neutral polarity than with Neutral polarity.

3.8 Discussion

We discussed the result of the sentiment analysis experiment in terms of
different sentiment polarities and different training and testing datasets.

With regard to different sentiment polarities, all methods show lower
sentiment estimation errors when estimating the sentiment of crowds with
Positive, Negative, rather than using three polarities, i.e. Positive, Negative
and Neutral. In city events, posts sent by crowds may contain more and
stronger sentiments towards Positive and Negative polarities, and there may
be less neutral ones than in ordinary context, which is in line with the dis-
tribution of sentiment in event-based dataset constructed in data collection
section. Therefore, estimating sentiment with neutral polarity from those
posts is more difficult, and consequently the estimation errors increase.

Following a similar reasoning, the lowest estimation error is reached
by ML-based methods trained with event-based data and tested with event-
based data with Positive and Negative sentiment polarities (i.e. LinearSVC,
mean error 0.177), followed by the same method trained with common-based
data and tested with event-based data with same polarities (i.e. LinearSVC,
mean error 0.230). These observations may indicate that similarities between
training and testing dataset in terms of content and context information may
considerably affect the estimation performance. For instance, when training
and testing data are both from events, even from different events, the tex-
ture characteristics, such as words, phrases, hashtags, emojis, punctuation
marks, may be similar thus shows lower estimation error than training from
common and tested with event-based dataset, which are less similar.

With regard to the training dataset, with sentiment polarity of Positive
and Negative, the estimation error appears to be significantly distinct when
ML-based methods trained with common and event-based data. This may
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also be explained by the similarity between the training and the testing dataset.
The sentiment of posts in common-based dataset are more equally distributed,
while the event-based dataset contains posts with more positive or negative
sentiment. Thus, the ML-based methods trained with common-based models
are less biased in sentiment estimation than trained with event-based dataset.
Lexicon-based methods tested on both common and event-based data
show a similar error, which is worse than for ML-based methods: lexicon-
based methods take none or limited context information (e.g. weighted
lexicon-based methods) into consideration, so the estimation error is in-
creased. This is in line with findings in Ravi & Ravi (2015) where they
reviewed 161 sentiment analysis works and claim that ML-based methods
result in better accuracy than lexicon-based methods because semantic ori-
entation provides better generality. For instance, a post as "We are having
beer on the boat! #Kingsday” is identified as a neutral post by lexicon-based
methods as it is interpreted as describing a fact, but it is identified as a posi-
tive post by ML-based methods in the context of the Kingsday boat parade.
This may also indicate the reason why the estimation error for lexicon-based
methods tested on common and event-based data is similar; the context dif-
ferences between common and event scenario does not affect their decision.

3.9 Conclusion

Nowadays, city events become more and more popular. The sentiment of
the crowd is one of the factors affecting crowd behaviour (Martin, 2006) and
can be used to estimate and predict (negative) behaviours of the crowd, such
as risky behaviours for crowd management during city events. Conventional
solutions to derive such information depend on manual observations, which
are expensive, prone to observation biases, and not suitable for global obser-
vations.

In this paper, we investigated the effectiveness of methods to estimate
sentiment of crowds using social media text in context of city events. We
created an event-based sentiment dataset consisting of social media posts
from various events and major activities. Each post is annotated with senti-
ment polarity of Positive, Neutral and Negative using crowd sourcing. This
dataset has been used for the training and testing of several methods. The
main objective of our research was to investigate the performance of the can-
didate methods using different datasets.
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We found that all candidate methods show lower estimation error with
sentiment polarity of Positive and Negative, without Neutral. ML-based
methods show better performance than lexicon-based methods in most situ-
ations. Specifically, the ML-based LinearSVC method reaches the minimal
estimation error when trained and tested with event-based data. The find-
ings indicate that, to predict sentiments in a crowd using social media, we
recommend to use ML-based method Linear Support Vector Classifier (Lin-
earSVC), trained with event-based data. It reaches mean estimation error at
0.177 approximately.

The results may be influenced by the construction bias of the event-
based dataset, which are introduced by the various characteristics of selected
events, and the unbalanced number of positive, neutral and negative social
media posts. Likewise, the bias in the common-based dataset used in this re-
search may affect the result. Moreover, in the construction of the event-based
dataset, we used the Google Translation API to translate posts in other lan-
guages into English for crowd-sourcing annotation. The accuracy of transla-
tion may introduce errors in the sentiment estimation, as posts do not follow
the common spell regulations.

In future work, we plan to explore more methods deriving sentiment from
social media, e.g., hybrid methods that integrate the lexicon-based and ML-
based methods. Also, we intend to enlarge the event-based dataset by adding
more diverse events and activities, and examine the sentiment estimation per-
formance of candidate methods across different events, or the same events in
different versions. Last but not least, we will investigate the relationship be-
tween sentiment estimation performance with different sentiment schemes,
e.g. a detailed sentiment scheme.



Chapter 4

Counting People in the Crowd
Using Social Media Images for
Crowd Management in City
Events

Apart from event characteristics and sentiments, attendees’ density is
essential information for crowd management. To estimate the density of
attendees, we first estimate the number of people (crowd size) using social
media images in the city events. This answers the third research question,
i.e. RQ3. To what extent are social media images able to count people in
city events?

To this end, we first construct a social media dataset, which is used to
subsequently compare the effectiveness of face recognition, object recogni-
tion, and cascaded methods for crowd size estimation. Finally, we investigate
the impact of image characteristics on the performance of selected methods.

Our results show that object recognition based methods reach the high-
est accuracy in estimating the crowd size using social media images in city
events. We also conclude that face recognition and object recognition meth-
ods are more suitable to estimate the crowd size for social media images
which are taken in parallel view (i.e. the camera and the people being pho-
tographed are at a similar height), with full face selfies and in which all the
people in the background have the same distance to the camera. However,
so-called Cascaded methods, which count people using non-handcrafted fea-
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tures (learned features) applied with learning algorithms or statistical anal-
yses, are more suitable for images taken from top view with gatherings dis-
tributed in gradient. The created social media dataset is essential for se-
lecting image characteristics and evaluating the accuracy of people counting
methods in an urban event context. It is also valuable for estimating the
density of people in city events using social media.

This chapter is currently under review for journal publication.
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4.1 Introduction

City events, such as sports matches, thematic carnivals and national annual
festivals, are carried out in urban areas, and may attract a large number of
people during a short time period. The scale and intensity of these events
demand systematic approaches supporting stakeholders (e.g., event organis-
ers, public and safety authorities) to manage the crowd. Stakeholders aim to
reduce risks of incidents caused by internal and external threats, and main-
tain an acceptable level-of-service (Fruin, 1971; Marana et al., 1998) of the
event area. The level-of-service describes the ranges of average area occu-
pancy for a single pedestrian (Polus et al., 1983). A higher level-of-service
of the event area indicates lower density of people in that area, which is
safer than the lower level-of-service that refers to high density of people.
Using such information together with a set of other qualitative and quanti-
tative interpretation of the crowd, such as sentiment (Gong et al., 2019) and
composition (Gong et al., 2018a), stakeholders apply predefined measures
to manage the crowd. The level-of-service information can be inferred from
density of people in that area, which can be further calculated using the num-
ber of people in the area and the area of the event place. Taking the national
holiday, i.e. the King’s Day, in the Netherlands as an example. To estimate
the level-of-service in a popular attraction such as the Dam Square in the
Amsterdam during the King’s Day for crowd management, we can calculate
the density of crowd in that area. According to Duives et al. (2015), the
density of pedestrians in an area during a certain period can be defined as
the number of attendees per unit area. Once the level-of-service of an area
is estimated, crowd managers may apply certain measures to avoid incidents
such as overcrowding in that area. Therefore, the number of people in the
crowd is a valuable input for estimating the level-of-service in event area,
and further for crowd management.

The crowd size can be estimated by stewards, or using crowd observation
and monitoring algorithms based on data from surveys (Fang et al., 2008),
cameras (Davies et al., 1995), counting systems (Daamen et al., 2016), mo-
bile phones (Yuan, 2014; Earl et al., 2004) and public transportation systems
(Luo et al., 2018; Wang et al., 2018). However, conventional methods have
various disadvantages. Crowd sizes estimated by stewards and surveys con-
tain human errors. Collecting data from cameras or counting systems can be
expensive, in particular for large city events when many cameras are needed.
Similar to public transportation data, sensors cannot be employed globally
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and may involve privacy issues. In the meantime, with the advance of tech-
nology, social media is widely used by people in city events. People on
social media share their expressions by sending text and images together
with timestamps and locations. Despite the drawbacks of social media data
such as sparsity and dependence on individuals, images on social media may
be a promising data source to estimate the size of a crowd. Figure 4.1 illus-
trates the relationship between the crowd size in reality and the crowd size
estimates from social media images sent by the crowd during city events.

City events Social media i
| Reality

i Images proxy
Crowds -.Send-- on ]} Estimate---» r--Indicate--»; :
Social media ; : '

""""" Send -------> -------- Estimate ------>» -------- Indicate ------->
Crowds send social media Images on social media The crowd size, i.e. a social
images during city events. sent by crowds can be used media proxy estimated
to estimate the information using social media images,
about crowd size. can be used to indicate the

crowd size in reality.

Figure 4.1: Illustration of relationship between crowd size in reality and the
crowd size estimated using social media images sent by crowds
in city events.

Counting people in an image is extensively studied (Chen et al., 2013;
Idrees et al., 2013; Lempitsky & Zisserman, 2010; Zhang et al., 2015, 2016b).
Sindagi & Patel (2018) reviewed a number of methods in their survey on
estimating the number of people in the crowd from a single image. They
classify these methods into two types, i.e. traditional approaches and con-
volutional neural network (CNN) based approaches. Saleh et al. (2015) also
reviewed a set of crowd counting approaches and categorise them into di-
rect approaches and indirect approaches. The direct approach (i.e. object
based target detection) count people by identifying individual segments in
the crowd and then accumulate them as the result. While the indirect ap-
proaches (e.g. pixel-based, texture-based, and corner points based analysis)
count the crowd with machine learning algorithms or statistical analyses,
which are considered to be more robust compared to direct methods. With
respect to the context, crowd size estimation in the context of city events for
crowd management differs from other contexts (e.g., shopping mall crowd
monitoring (Idrees et al., 2013; Chen et al., 2013), violent behavior detection
(Marsden et al., 2017)) in a set of characteristics, such as the specific topic
of the event, its location, popularity, and time of occurrence. Consequently,
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crowd counting methods suitable for other contexts may not be fit for the
context of city events. Compared to other data sources, social media images
may contain more selfies and group pictures. While showing the potential
of images in crowd counting analysis in general, no previous work has used
social media images with diverse characteristics for crowd size estimation in
the context of city events. Moreover, a dataset for which the crowd size and
image characteristics are annotated for a specific context is essential in crowd
counting analysis. It can be used to evaluate crowd size estimation methods
and to investigate the impact of image characteristics on such results. It can
also be used for machine learning methods to train their models for crowd
size estimation. Recent works proposed datasets for crowd counting anal-
ysis (Chan et al., 2008; Chen et al., 2012; Idrees et al., 2013; Zhang et al.,
2016a, 2015, 2016b). These datasets are diverse with respect to dense level
and scene variation across images. However, none of the proposed datasets
are constructed using social media images in city events, where crowd size
and image characteristics have been annotated. We have identified a lack
of in-depth understanding of which methods are most effective in this con-
text, and whether their performance will be affected by the diverse image
characteristics.
These research gaps lead to two research questions:

e RQ-a. Which methods are suitable to estimate crowd size using social
media images in the context of city events?

e RQ-b. What is the effect of image characteristics on the accuracy of
the crowd size estimation methods described in RQ-a?

To answer these research questions, we first set the scope of the crowd
size to be measured in this research. Then, we selected a set of methods
from diverse categories introduced by Saleh et al. (2015) to estimate the
crowd size from images. In order to test the effectiveness of each method,
we constructed a dataset with the number of people in the crowd annotated
as well as diverse image characteristics. Next, we applied each selected
method on the constructed dataset to estimate the crowd size of each image.
We then analyzed the impact of image characteristics on the performance of
each method. Finally, we selected the most promising method and identified
under which image characteristics it is most effective.

This chapter is organised as follows. In the next section we set the scope
of the crowd size to be estimated, followed by an introduction of the re-
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search methodology to examine the estimation accuracy of different meth-
ods. Then, the image characteristics from social media data are described, as
well as the potential crowd counting methods. The next section introduces
the social media dataset, followed by the experimental design to examine
the effectiveness of the selected methods for the constructed dataset. The
resulting experiment findings and corresponding analysis are then shown,
followed by discussion. The paper ends with conclusions.

4.2 Definition of Crowd size

In this section, we define the crowd size that will be estimated, consisting of
crowd size levels and specific numbers of people for less populated environ-
ments.

4.2.1 Crowd size levels

As indicated in the previous section, the crowd size information is essential
for estimating the level-of-service in an area (Marana et al., 1998) for crowd
management. The crowd size during city events is diverse, e.g. it can be
small in the beginning, and become large during the peak of event activities.
When the number of people is large in an image, it is difficult to get the
ground truth data as manual counting becomes error-prone. Thus, in this
research, we estimate the crowd size in different levels (categories) where
each level corresponds a range of the number of people in an image.

Jiang et al. (2014) categorize crowd size into 5 levels, i.e. 0-10, 10-30,
30-60, 60-100, >100 persons. However, the number of people captured in
the camera monitoring of a fixed area is far less diverse than the number of
people in social media images, e.g. social media selfies may only contain a
few people, while some panorama pictures may contain a large number of
people in a square or on the street in city events. Therefore, we adjusted the
categories of crowd size used by Jiang et al. (2014) into a larger scope.

We performed a prior investigation on the pilot social media dataset, in-
troduced later. We found that around 30% of the images do not contain
people, and around 50% of the images contain less than 20 people, most of
which are selfies and group pictures. Therefore, we set the first crowd size
level to contain no people in images, denoted as 0, and the second level con-
taining a number of people between 1 and 20, denoted as 1. Furthermore,
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we define 3 levels with a number of people above 20. Though the scoping of
levels 2, 3, and 4 is different from the categories used in Jiang et al. (2014),
this difference of scoping has less impact on this research as the proportion
of images containing more than 20 people is less than 20% in social media
images.

We summarise the scoping of crowd size level as follows:

e Level 0 denotes the number of people is 0, i.e., no people.

Level 1 denotes the number of people between 1 and 20.

Level 2 denotes the number of people between 20 to 100.

Level 3 denotes the number of people between 100 to 250.

Level 4 denotes more than 250 persons.

4.2.2 Number of people in the crowd in less populated im-
ages

In a less populated environment, where the number of people is less than 20
(level 1), it is possible to count the specific number of people in an image and
derive the ground truth data. Thus, exploring the accuracy of the methods for
level 1 can be more precise. Therefore, in this research, we also estimate the
specific number of people in less populated images, i.e. images with crowd
size level 1.
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4.3 Research approach

In this chapter, we introduce the research approach and assessment metrics
for answering the research questions. We illustrate each step of the research
approach shown in Figure 4.2.

To investigate the first research question, i.e. the effectiveness of meth-
ods in crowd size estimation using social media images in city events, we
select a set of crowd counting methods with diverse techniques reviewed in
surveys (Sindagi & Patel, 2018; Saleh et al., 2015). To estimate the crowd
size using selected methods, we construct a social media dataset of images
that are collected during city events considering various aspects, such as
event topics, editions, length of duration, cities and area in the city. The se-
lected methods are applied on the annotated dataset, yielding the estimated
crowd size for each image. The accuracy of crowd size estimation is calcu-
lated by comparing the estimation result to the ground truth, which indicates
whether the crowd size level of an image is the same as the ground truth.

To answer the second research question, i.e. investigate the impact of
image characteristics on the crowd size estimation of different methods, we
generated a set of image characteristics from both the crowd management
perspective and the social media image perspective. Image characteristics
generated from crowd management include conditions such as indoor or out-
door, and the urban environment where pictures are captured such as square,
street, canal, and park. Image characteristics generated from social media
image perspective consist of characteristics may affect crowd counting ef-
fectiveness, such as people_present, view, and selfie_face.

We zoom in to the dataset annotation and image characteristics filtering
in Figure 4.2 (B). As the image characteristics generated in the previous step
may contain highly correlated characteristics, we perform a characteristic
selection procedure to filter out high correlated image characteristics. To
do so, we randomly selected a set of images from the total dataset as a pi-
lot dataset and annotated these with values of images characteristics and the
crowd size as ground truth. After checking the correlation on all character-
istics annotated in the pilot dataset, the least correlated image characteristics
are screened out. The full dataset is then annotated with the selected image
characteristics and the crowd size. The output of this sub-process is the an-
notated dataset merging the Pilot dataset and the Full dataset, named Total
dataset.

To investigate the impact of image characteristics on the accuracy of the
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selected methods, we train a classifier using a logistic regression algorithm
for machine learning (Dreiseitl & Ohno-Machado, 2002) for each method on
the value of image characteristics with the correctness of the crowd size level
estimation. This step outputs a set of impacts (coefficient) for each image
characteristic. It also produces a classification model as a by-product with
the average performance of the model calculated from the cross-validation.
We analyse these outputs and provide it as a feedback to improve the inves-
tigation of the impact of image characteristics on effectiveness of methods
in crowd size estimation.

4.3.1 Comparison metrics

We use a set of comparison metrics to analyse the accuracy of methods in
crowd size estimation and the impact of images characteristics on the esti-
mation result.

The estimation accuracy of methods

The estimation performance is assessed using the estimation accuracy, which
is calculated for each method i. The estimation error A; is calculated by
the amount of correctly identified images M!™¢ divided by the total sample
size M;, see Eq. 4.1. We are aware of the drawbacks of this measure with
respect to the (hard) boundaries of the crowd size levels, e.g. assuming an
image contains 99 people, i.e. ground truth crowd size level 2, while the
estimated number of people is 101, i.e. crowd size level 3. Though the
difference between ground truth value and the estimated number of people in
the image is small, the estimated crowd size level is incorrect, which seems
to be an overreaction. To compensate this, we also check the ground truth
and estimation close distance in adjacent levels.

To explore the insights of the estimation performance of different meth-
ods, we further show the distribution of estimated crowd size levels com-
pared with the ground truth in Table 4.7, and the distribution of the estimated
number of people in crowd size level 1 compared with the ground truth in
Figure 4.6.

(4.1)
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Classification performance

The investigation of the impact of image characteristics on the accuracy of
the methods in crowd size estimation outputs the impact of each image char-
acteristic, a classification model, and the cross-validation performance of
this classification model. The performance of the classification model is
indicated by the cross-validation performance. This cross-validation perfor-
mance of the classification model is measured with metrics for binary clas-
sification, i.e. Precision, Recall and FI_Score (Powers, 2011). Precision
refers to the percentage of classified results are correct among all classified
results, while the Recall refers to percentage of correct items have been clas-
sified among all correct items. The F/_Score is simply the harmonic mean
of the precision and the recall.

4.4 Social media image characteristics

In this section, we identify a set of scene characteristics of the images (in
the following referred to as Image Characteristics) to investigate their im-
pact on the accuracy of crowd counting methods. The image characteristics
consist of requirements from crowd management such as indoor/outdoor and
urban environment shown in each image (as the purpose of this research is
to provide information about crowd size for crowd management), and char-
acteristics of images posted from social media in terms of, e.g. image type
(selfie or group picture) and distribution of crowds, that may affect the per-
formance of crowd counting methods. The image characteristics are further
categorised into three types, i.e. global, frontend and backend image char-
acteristics, which will be introduced in the following sections. The detailed
definitions of image characteristics are given in Table 4.1, and corresponding
examples are shown in Figure 4.3.



Table 4.1: Identified image characteristics

Perspective  Category Image Definition Values and example image(s)
of image characteristic
characteristic
Crowd Global Condition Whether this photo is taken indoor or outdoor? - Indoor: the picture is captured indoor, e.g., Figure 3a.
management - Outdoor: the picture is captured outdoor, e.g., Figure 3b.
Global Urban environment The place where the picture is captured, - Square: e.g., Figure 3d, 3e.
such as square, street, canal, park and others. - Street: e.g., Figure 3c.
- Canal: e.g., Figure 3h.
- Park: e.g., Figure 3b.
- Others: e.g., Figure 3a, 3f, 3g, 3i.
Social Global People present Whether this image contain people. - Yes: the picture contains people, e.g., Figure 3a, 3b, 3c.
media - No: the picture contain no people, e.g., Figure 3c.
Global View The view of the camera to people, i.e. top, parallel, or between - Top: the people in the picture is captured from top, e.g., Figure 3a, 3d.
top and parallel. - Parallel: the people in the picture is captured in the same level with the
camera, e.g., Figure 3b, 3f.
- Between: the people in the picture is captured between top and parallel,
e.g., Figure 3e.
Front. Has selfie Whether this image contain selfie. - Yes: there are selfie people in the frontend of the picture, e.g., Figure 3b, 3f.
- No: there is no selfie people in the frontend of the picture, e.g., Figure 3a, 3e.
Front. Selfie face The different types of faces captured in this image, such as full, - Full: full face is shown in the picture, e.g., Figure 3f.
partial, back, mixed, or none face. - Partial: only part of the face is shown, e.g., Figure 3g.
- Back: the back face or hack head is shown, e.g., Figure 3h.
- Mixed: mixed faces, e.g., Figure 3b.
- None: such as only part of the body is shown, e.g., Figure 3i.
Back. Has gatherings Whether there are people in the backend of the picture. - Yes: there are people in the backend of the picture, e.g., Figure 3e, 3j.
- No: there is no people in the backend of the picture, e.g., Figure 3b, 3f, 3h, 3i.
Back. Gatherings distribution ~ The distribution of the gatherings in the backend of the picture, - Fixed: gatherings in the backend of the picture are in the same distance from the
i.e. fixed, gradient. camera, e.g., Figure 3j, 3m.
- Gradient: gatherings in the backend of the picture are gradually far away from the
camera, e.g., Figure 3d, 3e, 31.
Back. Gatherings clarity level The clarity level of people who is the most clearest one in - A: Very clear. The face of each person is shown clearly. The detail of features

the gatherings in respect to be identified.

on the face can be identified, e.g., Figure 3f.

- B: Clear, the face of each person is clear. The features on the face can be
identified, but the detail of features can not be identified, e.g., Figure 3a, 3b, 3g, 3h.
- C: Clear. The face of each person is still observable but the features on the face

is not distinct. The shape of each person is clear, e.g., Figure 3e.

- D: Less clear. Each person is only shown as a shape. The face is not observable,
e.g., Figure 3j.

- E: Very unclear. Each person is shown as a dot. Their face and shape is totally
unobservable, e.g., Figure 3d.

*Frontend and backend there are two layers in the picture where people are present, that is, in the Frontend layer

and in the Backend layer, illustrated in Figure 4.4(b).
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Figure 4.3: Sample of images with diverse characteristics, as listed in Table
1. These images are collected from social media in city events of
King’s Day 2016-2018, and Europride 2017, both in Amsterdam,
the Netherlands.

4.4.1 Crowd management perspective characteristics

As in this research, we investigate the effectiveness of methods counting
people for crowd management in city events carried out in an open space
(denoted as outdoor), such as in the street, sports stadium, and conference
centre, rather than in a closed space (denoted as indoor) such as in a room
or shop. Thus we identify images if they are taken indoor or outdoor. In the
meantime, crowd managers typically apply predefined measures to manage
the crowd. The confinedness of an area where the crowd is located is rel-
evant to select measures; do people have an area to go? Is there water or
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(a) View

(b) Frontend, backend Ilayers of an image, and Gather-
ings_distribution

(c) Gatherings_clarity_level

Figure 4.4: The schematic interpretation of image characteristics in terms
of views, has_gatherings, gatherings_distribution, and gather-
ings_clarity_level, listed in Table 4.1. Social media images are
collected from social media in city events of King’s Day 2016-
2018, and Europride 2017, in Amsterdam, the Netherlands.

a railway track or another inaccessible area around? Therefore, we need to
identify the urban environment shown in the images, such as square, street,
canal, park, which may affect the effectiveness of methods counting peo-
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ple in the crowd. We categorise these two image characteristics as global
characteristics because they exist in all images.

4.4.2 Social media perspective characteristics

To identify characteristics on social media images that may affect the effec-
tiveness of counting people methods, we reviewed social media images from
the pilot dataset (which will be introduced in the section Data Collection).
As all selected methods for counting people (which will be introduced in
the section Selection of Crowd Size Estimation Methods) are based on the
content of images, we also focus on characteristics of images content rather
than other information of images, such as meta-data. Firstly, we found that
in only few images no people are present, which makes the social media im-
ages indeed a good resource to count people. Among all images with people
present, people are captured by the camera from different viewpoints, such
as Top, Parallel, and between Top and Parallel, illustrated in Figure 4.4(a),
which may affect the effectiveness of methods for counting people through
identifying shapes and faces. These two image characteristics (whether peo-
ple present and camera viewpoint) are also categorised as global image char-
acteristics as they exist in all images. In addition, we found that people are
present in the two layers in the picture, i.e. the frontend layer which close
to the camera lens, and the backend layer far away from the camera lens, as
illustrated in Figure 4.4(b). Images with people in the frontend are normally
selfies. People in the backend of an image are so-called gatherings (denoted
as gatherings). The different size and shapes of people in the frontend and
backend may affect effectiveness of people counting methods. Based on
the viewpoints and layers where the people are captured, images containing
people can be further categorized into three types, i.e. only selfie, selfie with
gatherings, and only gatherings. For selfies containing people in the fron-
tend, the face of people may be diverse, e.g. Full face, Partial face, Blocked
face, Back face (or Hack head), or No face (i.e. only showing a body rather
than a face). This may affect faces-based methods in counting people. For
images containing gatherings, the distribution of gatherings can be divided
into two types, i.e. Fixed and Gradient, illustrated in Figure 4.4(b). Fixed
gatherings indicate that the people have a similar distance to the camera.
Gradient gatherings, on the contrary, have different distances to the cam-
era, with people shown in a smaller size having a longer distance. The dif-
ferent distributions of gatherings lead to different size and clarity of faces
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and shapes, which may affect the effectiveness of people counting methods.
Among all images with gatherings in the backend, the clarity of people is
different: some images are quite blurry, while others are very clear. The
different clarity of gatherings in the backend may affect the effectiveness
of methods which count people based on faces and textures (e.g. cascaded
methods). We then categorize images with people in gatherings into differ-
ent levels in terms of clarity, illustrated in Figure 4.4(c), ranging from A to
E, where A indicates the highest clarity and E indicates the lowest clarity.
In clarity level A, the faces and detail feature on faces are clear and can be
identified. In level B, the face is clear. The features on the faces are observ-
able but can not be identified. In level C, only the faces are observable while
the features on the face are not distinct. The shape of people is clear. In level
D, each person is only shown as a shape. In level E, each person is shown
as a dot. The detail rules and examples for distinguishing the levels of clar-
ity are listed in the row of Gathering clarity level in Table 4.1. Further, We
categorise image characteristics of Has selfie and Selfie face types as fron-
tend image characteristics as they exist in the frontend layer of images. The
image characteristics of Has gatherings, Gatherings distribution, and Gath-
erings clarity level are categorised as backend image characteristics, because
they exist in the backend layer of images.

4.5 Selection of crowd size estimation methods

In this section we select the methods to perform crowd size estimation on
social media images. As indicated in the introduction, there is no existing
literature comparing the performance of crowd size estimation methods us-
ing social media data in the context of city events. However, counting the
number of people in an image is not a novel problem. Many works dis-
cussed this topic and proposed methods to solve this problem, see (Chen
et al., 2013; Idrees et al., 2013; Lempitsky & Zisserman, 2010; Zhang et al.,
2015, 2016b). More than 60 methods are reviewed in surveys about count-
ing people from images (Sindagi & Patel, 2018; Saleh et al., 2015; Ryan
et al., 2015). As introduced in Introduction Section, these methods can be
categorized with respect to different approaches, i.e. direct approaches and
indirect approaches. The methods using direct approaches identify persons
using handcrafted features in an image and accumulate them as the number
of people in an image. The handcrafted features refer to properties derived



4.5 Selection of crowd size estimation methods 93

Table 4.2: Selected methods for counting people in the crowd

Approach Approach category Name Features Performance

Face recognition Direct methods Faceplusplus  Face of people 99.50% accuracy in Wild (LFW) test

Object recognition Darknet Yolo Shape of people  Outperformed related methods

Convolutional neural Indirect methods Cascaded A Learned features Lowest MAE in random pictures about city events
network machine learning Cascaded B Learned features Lowest MAE in pictures of busy streets in city events™

*MAE: Mean absolute error.

beforehand by human experts using the information present in the image it-
self, such as the face, head, shoulder and legs of people (Nanni et al., 2017).
The methods with indirect approaches count people using non-handcrafted
features applied with learning algorithms or statistical analyses. The non-
handcrafted features are also called learned features, which is learned by
machine learning algorithms using data rather than handcrafted features.

In this research we select several methods to count people from images.
The selection criteria are as follows: the selected methods should be 1) di-
verse in mechanism, 2) diverse in specific features used for identifying and
counting people, and 3) should have a high performance in comparison to
related methods. To meet the first criterion, we select both direct and indi-
rect methods. For direct methods, we further consider methods with differ-
ent features for identifying and counting people, such as faces and objects.
We select Faceplusplus (Zhou et al., 2015) and Darknet Yolo (Redmon &
Farhadi, 2017), which identify people through face recognition and object
recognition, respectively, and reach high performance (Zhou et al., 2015;
Redmon & Farhadi, 2017). The selected indirect methods are convolutional
neural network based Cascaded methods (Sindagi & Patel, 2017) with ver-
sion A and B, which reach significantly better results in comparison with
related methods (Sindagi & Patel, 2017). The details of the selected meth-
ods are listed in Table 4.2 and described as follows.

Face Recognition: Faceplusplus (Face++)

Faceplusplus (Face++) is a method widely used for identifying people by
their faces (Zhou et al., 2015). The face recognition model is established
based on a deep convolutional neural network which is trained with 5 million
labelled faces with about 20,000 individuals. It reaches 99.50% accuracy
in the test of recognizing faces in the database Labelled Faces in the Wild
(LFW) (Zhou et al., 2015), a database of faces designed for studying the
problem of unconstrained face recognition. This method detects faces in
each image and provides the amount of faces in each image, based on which
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we can calculate the crowd size of each image.

Object Recognition: Darknet Yolo (You Only Look Once)

Darknet Yolo (You Only Look Once) is a state-of-the-art, neural network
based machine learning method for real time object detection (Redmon et al.,
2016; Redmon & Farhadi, 2017). It is constructed based on the Darknet, an
open source neural network framework (https://pjreddie.com/darknet/). It
can recognise a large number of objects including persons and reaches a
mean average precision of 78.6 on the PASCAL Visual Object Classes Chal-
lenge 2007 (PASCAL VOC 2007), which outperformed other algorithms
widely used in this fields such as Fast R-CNN, SSD300 and SSD500 (Red-
mon & Farhadi, 2017). This method detects people and exports the number
of people in each image.

CNN-based: Cascaded methods

The cascaded method is a state-of-the-art, convolutional neural network based
(CNN-based) machine learning method for estimating the number of people
in a high density context in an image (Sindagi & Patel, 2017). It consists
of two trained models, i.e. Cascaded A and Cascaded B. Both models are
trained with different parts of the Shanghai Tech dataset (Zhang et al., 2016b)
which contains 1,198 annotated images with a total of 330,165 people. Cas-
caded A is trained with part of images in the Shanghai Tech dataset which
are randomly crawled from Internet about the Shanghai Tech event and most
of them have a large number of people. The Cascaded B is trained with part
of images in the Shanghai Tech dataset which are taken from busy streets of
metropolitan areas in Shanghai during the Shanghai Tech event (Sindagi &
Patel, 2017; Zhang et al., 2016b). According to the comparison (Sindagi &
Patel, 2017), the performance of both cascaded models outperformed popu-
lar methods used in this fields such as MCNN (Zhang et al., 2016b), Idrees
(Idrees et al., 2013), Walach & Wolf (2016) and Zhang et al. (2015). The
Cascaded methods estimate number of people in each image. Then, for each
image the crowd size level corresponding to this number of people is as-
signed.
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4.6 Data collection and annotation

In this section, we construct a dataset containing annotated social media im-
ages in city events, for deriving ground truth to investigate the effectiveness
of different methods in crowd size estimation, as well as impact of image
characteristics on this effectiveness. To collect these social media images,
we first select a set of events and activities during these events. Then, so-
cial media images taken during these events and activities are collected from
Instagram, the most popular image based social network (Yang et al., 2016;
Gong et al., 2018a). After collecting the data, we use these social media
images to derive the ground truth (annotated dataset). As we also want to
investigate the impact of image characteristics, these images are also used
for identifying image characteristics. We introduce each step in detail in the
following.

4.6.1 Event selection

Social media data are collected from various city events and the activities
during these events. To avoid bias in selecting city events as well as activ-
ities, We identify the requirements regarding the events and activities con-
sidering diversity in terms of cities, event characteristics, and their major
activities. The selected events are listed in Table 4.3. It contains 4 differ-
ent city events with different topics, i.e. King’s Day is a celebration of the
King’s birthday in the Netherlands, Europride is a LGBT festival, Sail is a
nautical event, and Feyenoord represents the Feyenoord football fan riots in
2017. We have collected data during three editions of King’s Day event, in
2016, 2017 and 2018. The selected events are diverse in duration, ranging
from less than 1 day to 9 days. They are also diverse in cities and areas in
the city, e.g. while the Feyenoord event is in Rotterdam, all other events take
place in the city of Amsterdam. Except for the Sail event and the Feyeno-
ord event, which took place in the 1J area (bay area) and around the football
stadium, respectively, the events took place in the city centre.

4.6.2 Social media data collection

Instagram, the image based social media network, is widely used by people
to share pictures (Yang et al., 2016; Gong et al., 2018a). Therefore, we col-
lect images from Instagram to construct the social media dataset. Instagram
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Table 4.3: City events and their characteristics for constructing social media

dataset
Name Year City Area Date Term Topic
King’s Day 2016 Amsterdam City center 27-04-2016 1 day King’s birthday celebration
2017 Amsterdam City center 27-04-2017 1 day King’s birthday celebration
2018 Amsterdam City center 27-04-2018 1 day King’s birthday celebration
Europride 2017 Amsterdam City center 29-07-2017 to 06-08-2017 9 days LGBT?* festival
Sail 2015 Amsterdam 1J (bay) area 19-08-2015 to 23-08-2015 5 days Nautical event

Feyenoord 2017 Rotterdam  Around stadium 07-05-2017 after 14:30 Less than 1 day Football fan riots

*LGBT stands for lesbian, gay, bisexual, and transgender.

images are collected through the API of Instagram platforms using Social-
Glass (http://social-glass.tudelft.nl/), an integrated system for collecting and
processing social media data (Bocconi et al., 2015; Psyllidis et al., 2015a).
In the end, we collected 2,028 Instagram images sent during selected events.

4.6.3 Data annotation

The total dataset is split randomly into two sub-datasets, i.e. pilot dataset
and full dataset, each containing around 50% of Instagram images collected
during selected events. The pilot dataset is used for identifying and selecting
image characteristics, while the full dataset will be later annotated with the
image characteristics selected from the pilot dataset, and further merged with
the pilot dataset to derive ground truth and investigate the impact of image
characteristics on crowd size estimation. Table 4.4 and 4.5 lists composition
of two datasets in terms of crowd levels and images characteristics.

Pilot data annotation

The pilot dataset is manually annotated with regard to the crowd size as
the ground truth, and values of identified image characteristics in section of
Social media image characteristics.

Characteristics selection

As the image characteristics are identified from two different perspectives,
i.e. the crowd management and social media. There might be overlaps,
i.e. strong associated characteristics, exist between these two perspectives.
To analyse the impact of image characteristics on the crowd size estimation
accuracy, it is necessary to identify the associated characteristics and select
the representative one.
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We employ Cramer’s V (Cramér, 1999) to calculate the effect size of an
association between each pair of characteristics. Cramer’s V varies between
0 and 1. A value close to 0 shows little association between two character-
istics. However, a value close to 1 indicates a strong association. Heatmaps
in Figure 4.5(a) shows the strength of association between each pair of char-
acteristics. Redder cells denote strong associations while bluer ones denote
weaker associations.

(a) Identified image characteristics

(b) Selected image characteristics

Figure 4.5: The association heatmap of identified image characteristics, cal-
culated by Cramer’s V based on annotated pilot dataset.

According to Figure 4.5(a), strong associations are observed between
condition and ’urban environment’, "has selfie’ and ’selfie face’, "has gath-
erings’ and ’gatherings distribution’. For each above pair, one image char-
acteristic will be removed, if:
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e The association with other characteristics is higher than another char-
acteristic.

e It is not required by crowd management, listed in Table 4.1.

For the pair ’condition’ and ’urban environment’, the ’condition’ char-
acteristic indicating an indoor or outdoor environment is key information
for crowd management (Martella et al., 2017). It is more important than a
specific location as is indicated by the 'urban environment’ characteristic.
Thus, the ’condition’ characteristic will be kept. For the other two pairs, i.e.
“has selfie’ with ’selfie face’, and “has gatherings’ with ’gatherings distribu-
tion’, the latter characteristics in each pair, i.e. ’selfie face’ and ’gatherings
distribution’, contain richer information than the former ones, and has less
association in average with other image characteristics. Consequently, the
latter ones are kept.

Thus, the following image characteristics will be removed: ’urban envi-
ronment’, "has selfie’, and "has gatherings’. The association heatmap of the
selected image characteristics is shown in Figure 4.5(b).

Full dataset annotation

After selecting the image characteristics, we annotated the selected image
characteristics and the crowd size (ground truth) for the rest of the dataset
(Full dataset). For this annotation we have used crowd-sourcing (Schenk
etal., 2009): the selected image characteristics and crowd size of each image
are determined by multiple people and the majority judgement is taken as
the ground truth. We performed the crowd-sourcing operation using Figure
Eight (https://www.figure-eight.com/), a popular crowd-sourcing platform
where data annotation tasks are distributed to a large number of people and
the majority annotation is automatically calculated.

After the annotation of the full dataset, it is merged with the annotated
pilot dataset to come up with the annotated total dataset.

Dataset descriptive statistics

The descriptive statistics of the dataset in terms of selected image charac-
teristics are listed in Table 4.4 and 4.5, with highlights for the largest pro-
portions in the Total dataset in terms of crowd level or categories of image
characteristics. The total dataset contains 2,028 Instagram images, of which
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the pilot dataset contained around 47.14% and rest are part of the full dataset.
The crowd level distributions among all social media images show similar
pattern across datasets, i.e. almost one third of them contain no people, and
half of them contain number of people less than 20. While, Around 12% of
them contain number of people between 20 to 100. Images containing more
than 100 people are rare.

With regard to the image characteristics in both datasets, among more
than two third of images in which people are present, 74% of them in average
are taken in the outdoor, and around 89% of them are taken in the parallel
view. With regard to the frontend image characteristics, about 63% of images
which contain people are selfie photos, and 79% of such selfies captured the
full face of people. With regard to the backend image characteristics, among
all images containing gatherings, around 76% of them the gatherings are
shown in gradient distribution, i.e. the gatherings are gradually far away
from the camera. In around 36% and 27% of such cases, clarity levels are
B and C, implying that we can see the face without the detailed features of
the faces of those people in the gatherings, or we can only see their shapes,
respectively.



Table 4.4: Descriptive statistics of the annotated social media image dataset in terms of crowd level and categories of

image characteristics, part 1

Dataset

Crowd level

Global image characteristic

Name # images™

% of each dataset

2 3 4

People present,
% of each dataset

Yes No

Condition, View,
% of people present % of people present

Indoor  Outdoor Top  Parallel Between

Pilot 956
Full 1,072
Total 2,028

51.93% 13.44% 2.65% 1.53%
4832% 11.81% 4.72% 2.45%
50.02% 12.58% 3.74% 2.02%

69.55% 30.45% 100.00%
67.30% 32.70% 100.00%
68.36% 31.64% 100.00%

16.69% 83.31% 100.00% 1.02% 94.58% 4.39% 100.00%
21.59% 64.91% 100.00% 337% 84.08% 12.55% 100.00%
19.24% = 73.74% 100.00% 2.25% 89.12% 8.64% 100.00%

The cell in grey denotes it takes the largest proportion in the Total dataset in terms of the crowd level or categories of image characteristics.
The 0, 1, 2, 3, 4 denote the crowd level.
The cell valued 73.74% in column Outdoor in ’Condition, % of images people present” denotes the 73.74% of people present images were taken outdoors.

Table 4.5: Descriptive statistics of the annotated social media image dataset in terms of crowd level and categories of

image characteristics, part 2

Dataset

Frontend image characteristic

Backend image characteristics

Name % of
total

dataset

Selfie face,

% of selfie images

Part Back Mixed

Gathering., Gatherings Distribution, Gatherings clarity level,
% of % of images contain Gathering % of images contain Gatherings
people P.
Fixed Gradient A B C D E

Pilot 47.14%
Full 52.86%
Total  100.00%

75.83% 9.53% 4.66% 9.09%
81.39% 9.64% 2.47% 291%
78.60% 9.59% 3.57% 6.02%

62.37% 21.36%
59.51% 25.62%
60.88% 23.53%

78.64%  100.00% 23.24% 39.67% 26.76%  9.86% 0.47% 100.00%
74.38%  100.00% 10.43% 32.65% 28.12% 23.58% 5.22% 100.00%
76.47% 100.00% 16.72%  36.10% 27.45% 16.84% 2.88% 100.00%

The grey cell denotes it takes the largest proportion in the Total dataset in terms of categories of image characteristics.
The A, B, C, D, E denote the gatherings clarity level.
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4.7 Experimental setup

We set up experiments to perform crowd counting analysis using social me-
dia images in city events to answer two research questions (RQ-a and RQ-b)
of this study. To answer the first research question (RQ-a) we set up an ex-
periment to study the crowd size estimation accuracy of different methods.
To answer the second research question (RQ-b) we set up an experiment to
investigate the impact of selected image characteristics on the correctness
of crowd size estimation by each method. In the following subsections, we
introduce each experiment in terms of their variables, expected results and
process.

4.7.1 Experiment 1: Crowd size estimation accuracy

We set up the first experiment to assess the estimation accuracy for each
selected method to estimate the crowd size. The independent variable in this
experiment is the accuracy of the selected methods and the annotated social
media images in the dataset. The dependent variable is the crowd size of each
image estimated by the each method. In addition to the estimated crowd size,
this experiment also outputs the measures A; defined in Eq.4.1 for comparing
the effectiveness of different methods. The experiment process is listed as
follows:

e For each method, we perform crowd size estimation on social media
images in the dataset, yielding a set of crowd size estimated for each
image.

e Calculate the measures A; defined in Eq.4.1 on the set of estimated
crowd size for each method.

4.7.2 Experiment 2: Impact of image characteristics on
crowd size estimation

The second experiment is set up to investigate the impact of image char-
acteristics on the accuracy of the estimation of crowd size level estimation
by the different methods. The independent variables consist of the selected
image characteristics and the correctness of crowd size level estimated by
each method. The dependent variable is the impact (coefficient) of each
image characteristic on the crowd size level correctness for each method.
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After performing the experiment process, in addition to the image character-
istics impact, the experiment also outputs a classification model with cross-
validation performance as a side product for each method. The classification
model classify input images into bi-categories, i.e. whether the crowd size
in an image can be correctly estimated, while taking into account the image
characteristics. For instance, the crowd size in a selfie image containing peo-
ple with full faces, captured in parallel view without mass gatherings in the
backend may be correctly estimated by Faceplusplus or Darknet Yolo meth-
ods rather than Cascaded methods. The process of this experiment is listed
as follows:

e Calculate whether the estimated crowd size level is the same with the
ground truth for each image, and set the result as the dependent bi-
categorical variable.

e Train a binary classifier using logistic regression algorithm for ma-
chine learning (Dreiseitl & Ohno-Machado, 2002) for each method
with image characteristics and the estimation correctness by this method.
To assess how the classifier will generalize to an independent dataset
(Kohavi et al., 1995), we apply 5-folds cross-validation (Guyon, 1997)
in the training process.

e Record the impact (coefficient) of each selected image characteristic
from the trained model and measure the classification performance
from cross-validation by Precision, Recall and F1 _Score (Powers, 2011)
introduced in the previous chapter.

4.8 Crowd counting analysis: findings of the ex-
periment on crowd size estimation and im-
age characteristics impacts

In this section, we analyse the accuracy of the estimated crowd size for each

method, as well as the impact of image characteristics on the crowd size level
estimation for each method listed in Table 4.2.
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4.8.1 Crowd size estimation from social media images in
city events

Table 4.6 lists the results of the crowd size estimation of different methods
using social media data in city events. Here, we distinguish different levels
of estimation. When the estimated level is 1 (so less than 20 persons), we
also specify the estimated number of people.

Crowd size level estimation

According to Table 4.6, Faceplusplus (65.00%) and Darknet Yolo (72.01%)
reach 2-3 times higher accuracy than Cascaded A (24.72%) and Cascaded B
(35.43%). Faceplusplus and Darknet Yolo underestimate the crowd size in
a large number of images, while Cascaded A and B predict too high values.
As Faceplusplus and Darknet Yolo count people by identifying their faces or
shapes, the crowd size in dense images is underestimated, as the faces and
shapes might not be available in this type of images.

Table 4.6: Crowd size estimation by different methods

Crowd size level estimation # People in crowd size Level 1 estimation

# Underestimate  # Accurate est. # Overestimate  Est. Accuracy # Underestimate  # Accurate est. # Overestimate  Est. Accuracy
Faceplusplus 679 1,318 31 65.00% 635 381 8 37.21%
Darknet Yolo 531 1,460 37 72.01% 515 390 119 38.09%
Cascaded A 30 501 1,496 24.72% 371 21 632 2.05%
Cascaded B 65 719 1,244 35.43% 305 50 669 4.88%

The grey cell denotes model with the highest estimation accuracy.

To compare the estimated levels with the ground truth, we show the dis-
tribution of estimated levels for each method in Table 4.7. The diagonal
of the table shows the percentage of images that are correctly estimated by
each method. According to the table, Faceplusplus and Darknet Yolo pro-
duce higher percentage of correct estimation in less dense levels O and 1.
Instead, the Cascaded A and B produce more correct estimations for higher
levels. This may also be caused by the distinct features used by different
methods in detecting people. We can thus conclude that Faceplusplus and
Darknet Yolo are more feasible in low dense environments, while Cascaded
A and B are fit for high dense environments. While comparing the Face-
plusplus and Darknet Yolo, the latter method reaches better accuracy than
the former one; which may indicate that in social media images, even in low
dense environment, shapes are more available or valuable than faces to be



104 4 Counting People in the Crowd in City Events

Table 4.7: Crowd size level estimation by different methods

Method Ground Truth
Levels 0 1 2 3 4 Total
Face++ 0 95.00% 30.90% 45.60% 55.10% 59.50%  54.00%
1 5.00% | 69.00% 53.60% 43.60% 40.50%  45.80%
2 0.00% 0.10% 0.80% 1.30% 0.00% 0.20%
3 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
4 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Total  100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Darknet 0 94.40% 16.40% 24.50% 1920% 16.70% 41.50%
Yolo 1 5.60% = 83.50% 7430% 7820% 81.00% 58.20%
2 0.00% 0.10% 1.10% 2.60% 2.40% 0.30%
3 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
4 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Total 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
0 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
1 31.70%  32.40% 4.20% 5.10% 0.00%  26.80%
2 3590% 39.80%  40.20% 7.70% 9.50%  36.80%
3
4

Cascaded A

18.20% 15.00% 29.90% 47.40% 14.30% 19.10%

1430% 12.70% 25.70%  39.70% = 76.20% 17.20%
Total  100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
0 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
1 51.00%  50.90% 6.90% 3.80% 4.80%  42.50%
2 3590% 37.70%  52.50% 25.60% 16.70%  38.10%
3
4

Cascaded B

11.60% 11.10%  36.40% | 65.40% 40.50% 17.20%
1.60% 0.30% 4.20% 5.10% = 38.10% 2.20%
Total  100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Face ++ denotes the Faceplusplus method.
The Percentage value in each cell denotes the percentage of correctly estimated crowd size levels.
Darker cells denote higher accuracy than lighter ones.

detected for counting people. In the meantime, as the constructed dataset
contains more low dense images collected from social media, the estimation
accuracy for Cascaded methods is obviously lower than Faceplusplus and
Darknet Yolo.
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Specific number of people in crowd size level 1 estimation

According to Table 4.6, Darknet Yolo reaches the highest estimation accu-
racy (38.09%) in the estimation of the specific number of people in crowd
size level 1, closely followed by Faceplusplus (37.21%). The Cascaded A
and B methods reach very low accuracy (2.05%, 4.88%). Similar to the
observations in crowd size level estimation, the tendency of under- and over-
estimation of different methods may caused by the different features they
used for detecting people, as we described in the previous section.

To explore the relationship between the ground truth, the estimation value
and amount of such estimation for each method, we plotted in Figure 4.6
with a ground truth value on the X axis, an estimated value on the Y axis and
the number of corresponding estimation points in size. Points on the diago-
nal (Y = X) denote correct estimation. According to Figure 4.6(a) and Figure
4.6(b), the Faceplusplus and Darknet Yolo methods reach the highest accu-
racy in the range of O to 4. Instead, the accurate estimation for the Cascaded
methods, according to Figure 4.6 (c,d,e,f), are distributed more equally than
Faceplusplus and Darknet Yolo. This is consistent with the mechanism of
different methods, i.e. Faceplusplus and Darknet Yolo are more feasible in
low dense environment while Cascaded A and B are more feasible in high
dense environment.

When comparing the two Cascaded methods, the accurate estimation in
Cascaded B are more equally distributed than the Cascaded A. This is nature
that most of social media image sent during city events are captured in out-
door event area, which are more feasible for the method Cascaded B, which
are trained with busy street area in city events, than Cascaded A, which are
trained with random pictures of city events.
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4.8.2 Impact of image characteristics on crowd level esti-
mation

We perform the second experiment to investigate the impact of image char-
acteristics on crowd size level estimation for separate methods. The result
is listed in Table 4.8 and 4.9, where each dark cell indicates an image char-
acteristic (e.g. ’Condition’) with current value (e.g. Outdoor’) in the col-
umn has maximum positive impact for the corresponding method in the row.
Namely, images with characteristics in such value have larger possibility to
the correctly estimated the crowd size level by the corresponding method.
For instance, the cell with impact scored 0.88 in column ’Parallel” indicates
that images captured in ’view’ (i.e. an image characteristic) of "parallel’ (i.e.
the value of the image characteristic *View’) shows most positive impact on
crowd size level estimation than any other value in view characteristic using
the method Faceplusplus. Simply, it is more likely that Faceplusplus esti-
mates the crowd size level correctly for images with taken in parallel view.

According to Table 4.8 and 4.9, the image characteristic ’people present’
shows a negative impact for Faceplusplus and Darknet Yolo, but maximum
positive impact for the Cascaded methods. This may be caused by the Face-
plusplus and Darknet Yolo methods which tend to underestimate crowd size,
and thus increased the correct estimation accuracy in processing images con-
taining less people, in particular, no people.

We also found that indoor pictures show positive impact to all methods.
It may be caused by indoor images containing less people which reduces the
difficulties in crowd size estimation.

We observed that pictures taken in parallel view show higher positive
impact for Faceplusplus and Darknet Yolo, while top view pictures are better
interpreted by Cascaded methods. This may be caused that Faceplusplus
and Darknet Yolo, counting people by faces and shapes, require more detail
information about people than Cascaded methods, counting people through
learned features as introduced in the previous chapter.

With regard to ’gathering distribution’, all methods except Cascaded A
shows higher estimation accuracy with fixed distribution of gatherings. This
is natural that, compared with gradient distribution, the gatherings in fixed
distribution contains less people and the people have a similar size in the
image, which reduces the difficulties in detecting and counting people.

The findings show that all methods except Faceplusplus tend to correctly
estimate the crowd size of images with gatherings. The Faceplusplus instead
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reaches a higher estimation accuracy with images containing clearest gath-
erings (so in level A) than no gatherings. It is natural that for other three
methods, the gatherings which are in small size in the backend of the images
increase the difficulties for crowd size estimation. However, as a face recog-
nition based method, the Faceplusplus still can recognise small but clear
faces (so in Level A) in the gatherings.

To assess the effectiveness of the impact of image characteristics on
the crowd size estimation accuracy for each method, we tested the cross-
validation performance of the by-product classifier constructed with impact
of image characteristics. According to Table 4.9, both Faceplusplus and
Darknet Yolo reach FI_Score at 0.86, while Cascaded A and B reach 0.76
and 0.74, respectively. It indicates that Faceplusplus and Darknet Yolo reach
higher possibility (confidence) to produce correct crowd size level estimation
than Cascaded methods when characteristics of images are in most positive
impact values.



Table 4.8: The impact of image characteristics on crowd level estimation for each method, part 1

Method Global image characteristics Frontend image characteristics

People present Condition View Selfie face

Yes No Outdoor  Indoor  Unknown Parallel  Between Top Unknown No Full Part Back  Mixed  Only

selfie face face face face body

Face ++ -0.719 ~ 0.719 0.526 0.689  -1.215 0.880 0.541 -0.206  -1.215 -0.279 ~ 1.197 0.114  -0.873  0.630  -0.787
Darknet Yolo  -0.366 = 0.366 0.457 0.758 -1.215 0.874 0.358 -0.017  -1.215 -0442  0.693 0329 0.100 0.157  -0.837
Cascaded A 1354 -1.354 -0.139 0.398 -0.259 -0.098 0.167 0.190  -0.259 -0.096  0.034 0.083 0259 -0.262 -0.018
Cascaded B 1429  -1.429 -0.217 0.504  -0.287 -0.028 0.081 0.234  -0.287 -0.306  0.005 0.060 -0.142 -0.025  0.409

The Face ++ denotes the Faceplusplus method.

Each grey cell indicates an image characteristic (e.g. ’Condition”) with current value (e.g. ’Outdoor’) in the column has maximum positive impact for the
corresponding method in the row. Namely, images with characteristics in such value have larger possibility to the correctly estimated the crowd size level

by the corresponding method.

Table 4.9: The impact of image characteristics on crowd level estimation for each method, part 2

Method Backend image characteristics Classification
model
Gathering distribution Gathering clarity level performance
No Fixed  Gradient No A B C D E E(score)
gatherings gatherings
Face ++ 0.137 0239 -0.375 0.288 0376  0.080  -0.210 -0.111 -0.424 0.866
Darknet Yolo 0.020 0.329 -0.348 0.612 0.156  0.136  -0.235 -0.203  -0.466 0.869
Cascaded A -0.323 0.005 0318 0.479 0.034  0.068 -0.214  -0.241  -0.125 0.765
Cascaded B -0.276 0.142  0.134 0.390 0223  -0.066 -0.131 -0.239 -0.176 0.740

The Face ++ denotes the Faceplusplus method.
The E(score) in the column of “Classification model performance” (the last column) denotes the average Fl-score calculated in multi-folds
validation in training of classification model.
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4.9 Discussion

In this section, we discuss the research and findings in terms of the dataset,
the effectiveness of algorithms, and how the social media data and the se-
lected crowd size estimation methods fulfil the aim, i.e. estimating crowd
size in city events.

The constructed dataset shows that social media data is indeed broadly
available in city event area in large size, rather than data from sensors (e.g.
Wi-Fi, counting system) which require extra resources in data collection.
According to the constructed social media dataset in city events, 70% of im-
ages contain people. Thus, these images are valuable for crowd size estima-
tion. Particularly, 20% of total images contain more than 20 people in each
picture, which are essential in crowd size estimation for crowd management
to reduce risks and incidents. However, the unbalance of number of images
in terms of the way people are showing in the images (so as the different
perspective the people are captured from camera, the selfie or panoramic
pictures), and dense levels may affect the accuracy of methods in crowd size
estimation, because methods identify and count people depending on such
information.

With regard to social media data and the selected methods listed in Table
4.2, the findings show that direct methods (Faceplusplus and Darknet Yolo)
tend to underestimate the crowd size while indirect methods (Cascaded A
and B) tend to overestimate the crowd size. Also, direct methods are more
effective with social media images in parallel view with full face and fixed
clarity gatherings. Whereas, indirect methods are more effective when im-
ages are taken in top view with gatherings in gradient distribution. This may
be explained by the mechanism of different types of methods, i.e. the di-
rect methods detect and count people in an image by information of face
or shape of people, are more feasible with images captured in parallel view
(i.e. a viewpoint at more or less the same height as that of the people in the
photo) with full faces of people and clearly observable gatherings around the
people. In contrast, the indirect methods, such as Cascaded methods, which
detect and count people through non-handcrafted features do not require the
same information (e.g. face or shape of people) for crowd size estimation.

Moreover, the feasibility of different types of methods with social media
images in different dense, i.e. direct methods fit low dense images while in-
direct methods fit high dense images, may indicate the crowd size estimation
accuracy may be improved by selecting different methods under conditions
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which methods work best. For instance, to improve the crowd size estima-
tion accuracy, we may classify the low dense and high dense images, or split
frontend layer containing selfie people with backend layer containing gath-
erings in one image, and then assign low dense frontend images (layers) to
direct methods and assign high dense backend images (layers) to indirect
methods. To reach this, it is required to detect the image characteristics au-
tomatically and assign images with different characteristics to the different
methods. Detecting the image characteristics automatically can be done with
machine learning classification algorithms (Amerini et al., 2019; Wang et al.,
2012b; McAuley & Leskovec, 2012), i.e. a classification model can be cre-
ated and trained using annotated images, and the model can further be used
for categorising images according to different characteristics, such as taken
indoor or outdoor, whether people are present, camera viewpoint, whether it
is a selfie picture, gathering distribution and clarity level.

4.10 Summary and Conclusion

Knowing the crowd size is essential for crowd safety when managing the
crowd. Conventional solutions to derive such information depend on man-
ual observations, which are expensive, prone to observation biases, and not
suitable for global observations.

In this paper, we investigate the accuracy of four methods to estimate
crowd size using social media images in city events, and we also investi-
gate the impact of image characteristics on the estimation effectiveness for
different methods.

To perform this research, we select four methods for crowd size esti-
mation analysis from two different types. We created a dataset consisting
of social media images collected from various events and major activities.
Each image is annotated with a set of image characteristics and crowd size
as ground truth. This dataset has been used for investigating the crowd size
estimation accuracy of selected methods and the impact of image character-
istics on the crowd size estimation.

Findings show that direct methods (Faceplusplus and Darknet Yolo) reach
better estimation accuracy than indirect methods (Cascaded method A and
B). Specifically, Darknet Yolo reaches the highest accuracy in crowd size
level estimation (72.01%) and in estimating the specific number of people
when less than 20 (38.09%). The findings indicate that, social media images
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taken in parallel view with selfie people in full face and gatherings in fixed
distributed are more feasible to Faceplusplus and Darknet Yolo for crowd
size estimation, while images taken from top view with gatherings in gra-
dient distribution are more suitable to Cascaded methods. We recommend
to use Darknet Yolo method to estimate and predict the crowd size in city
events based on social media images, in terms of levels of crowd size as well
as specific number of people if it is a low dense environment.

Results of this research may be influenced by the construction bias of the
social media dataset, which are introduced by the diverse characteristics of
city events. Though we considered a set of event characteristics in dataset
construction, it may not be able to cover all diversities in the reality. Thus,
the crowd size estimation performance using social media images may be
affected in city events beyond the scope of consideration in terms of diver-
sity of event characteristics. Moreover, the bias in social media usage in
terms of users’ age and gender may also affect crowd size estimation using
social media. For instance, knowing that social media is more popular in
younger generation (Yang et al., 2016; Gong et al., 2018a), city events with
less younger participants may generate less social media images, which may
not sufficient for training and improving the crowd size estimation methods,
and also not sufficient for methods to estimate the crowd size during events.
Therefore, it may affect crowd size estimation for crowd management.

In future work, we plan to propose and explore more methods for crowd
size estimation using social media images, such as hybrid methods that inte-
grate the advances of direct and indirect methods, in such a way to improve
the estimation effectiveness for crowd management. Also, we intend to en-
large the social media dataset by adding more diverse events and activities,
and by adding more annotated image characteristics. Last but not least, we
will investigate the feasible approach to derive image characteristics auto-
matically from social media dataset.



Chapter 5

Using Social Media for Attendees
Density Estimation in City-Scale
Events

In the previous chapter, we explored methods for estimating the number
of people (crowd size) in the crowds using social media images collected
during city events. In this chapter, we estimate the density of attendees using
social media data. This answers the fourth research question, i.e. RQ4. To
what extent are social media data able to estimate the density of people
in city events?

To this end, we propose three classes of density estimation strategies (i.e.
geo-based, speed-based and flow-based), inspired by elements of pedestrian
traffic flow theory that were successfully assessed during city-scale events.
We study the performance of these strategies in the context of SAIL Amster-
dam 2015 (Sail) and Kingsday Amsterdam 2016 (Kingsday), two city-scale
events that respectively attracted 2 and 1.5 million attendees in the span of 5
days and 1 day, respectively. We defined four experimental areas for the Sail
event and one for the Kingsday event, and compare density estimates from
social media data with measures obtained from counting systems and Wi-Fi
Sensors.

Results show the potential of solutions using elements from pedestrian
traffic flow theory, which yielded estimates with strong temporal correlations
with the sensor observation, and limited average errors.

113
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This chapter is published as a journal article: Gong, V. X., Yang, J.,
Daamen, W., Bozzon, A., Hoogendoorn, S., & Houben, G. J. (2018). Us-
ing social media for attendees density estimation in city-scale events. IEEE
Access, 6, 36325-36340.
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5.1 Introduction

As cities battle for global importance and influence, city-scale public events
are becoming an important weapon of choice to foster tourism and economic
growth. Olympic games, thematic exhibitions, and national celebrations are
examples of city-scale events that take place in vast urban areas, and attract
large amounts of attendees within short time spans. The scale and inten-
sity of these happenings demand for technological solutions able to support
relevant stakeholders (e.g. event organisers, public and safety authorities,
attendees) with the monitoring of an event’s state with respect to the crowd.

For instance, it is common for public authorities to monitor the number
of attendees present in a given event terrain, to promptly identify capacity
issues and minimise the risk of incidents due to overcrowding — stampedes
are more likely to occur in high-density crowds (Helbing et al., 2005). The
estimation of attendees density requires a measurement infrastructure that is
characterised by stringent requirements in terms of spatial resolution, tem-
poral resolution, and accuracy. These measurement activities are typically
performed by personnel operating on the event terrain (Wirz et al., 2012);
the data they provide is however temporally scarce, spatially non-uniform,
and often subjective.

Ad-hoc sensing infrastructures — such as counting system and Wi-Fi sen-
sors — or pre-existing communication infrastructures — such as mobile phone
networks — are an automatic solution for the real-time measurement of the
number of individuals and/or connected devices present in a given area (Daa-
men et al., 2016). Their widespread adoption is however constrained by
economical and operational limitations. Counting system infrastructures are
expensive to set-up and operate; their monitoring capability is limited to a
fixed and relatively small area; as counting is performed by means of com-
puter vision algorithms trained to recognize human faces, heads or shoul-
ders, their accuracy decreases in non-standard operational conditions — for
instance, when it becomes too crowded, or when adverse meteorological
conditions force people to use umbrellas. The accuracy of Wi-Fi sensors is
clearly dependent on issues such as technological penetration, technology
of devices; and data from mobile communication may be only available at
coarse-grained resolution due to privacy or technological limitations.

Social media data produced by platforms like Twitter or Instagram are
increasingly used to study urban-related problems (Cranshaw et al., 2012;
Hasan et al., 2013; Quercia et al., 2015a), and to monitor the on-line liveness
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of city-scale events (Lee & Sumiya, 2010; Balduini et al., 2013). Their pop-
ularity is certainly due to their availability, ease of access, real-timeliness,
and geographical annotation. On the other hand, social media data suffer
from known limitations in terms of representativeness of the targeted popu-
lation, and (spatial and temporal) sparsity. Intuitively, not all attendees feel
compelled to share their experience on social media, or are active on such
platforms; also, event areas are differently attractive; and the event is not
equally engaging over time.

As aresult, there is a lack of scientific knowledge about the suitability of
social media as a data source for density estimation. In this paper, we aim at
filling this knowledge gap by studying how micro-posts harvested from so-
cial media can be used during city-scale events to estimate the density of at-
tendees stationing in — or moving through — a given terrain. We formalise the
problem in a probabilistic framework, and calculate the likelihood of event
attendees to be present in the targeted event terrain within a given time span.
Inspired by methods of pedestrian traffic flow theory successfully tested in
crowd monitoring applications (Yuan et al., 2016), we propose 3 density es-
timation strategies: geo-based, speed-based, and flow-based strategy.

The assessment of the performance of these strategies in real-world set-
tings is a challenge per-se, and it is often neglected in existing studies. This
work contributes the results of an analysis performed on two large-scale
sensing infrastructures, that we set-up in the city of Amsterdam during SAIL
2015 (Sail) - the largest free nautical event in the world, and King’s Day
2016 (Kingsday) - the national King’s birthday event, held once a year, and
attracting millions of people. During the Sail event, we focused on 4 terrains
located along a walking route close to where most tall ships were moored;
during King’s day, we focused on 1 terrain in the south of Amsterdam, cover-
ing a busy square between Station Amsterdam Zuid and World Trade Center
(WTC) with various shops and restaurants around. These 5 event terrains are
characterised by different morphology and relevance to the activities of both
events.

We then compared the density values estimated from social media data
with the measures obtained from the sensing infrastructure. Results show
that the proposed density estimation strategies are able to cope with data
sparsity issues typical of geo-referenced social media. Errors in density esti-
mation are in the range of 1-2 order of magnitudes, but with strong temporal
correlations with measures obtained from the sensing infrastructure. Finally,
we show that density estimation is influenced by the characteristics (e.g.
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morphological and functional) and the traffic status of the monitored ter-
rain. We stress the importance of a systematic comparison with real-world
data, and the challenging nature of our experimental setting: in our work
we are able to provide novel insights into the suitability of social media as a
data source for density estimation, and to ground them against measurements
from state-of-the art pedestrian traffic flow measurement infrastructures.

The remainder of this work is organised as follows: in the next section,
related works are discussed. In Section 5.3, we propose our method to tackle
this problem, followed by experimental setup for two cases in Section 5.4.
The results of experiments are presents in Section 5.5 and discussed in Sec-
tion 5.6. The conclusions including future research of this article is in Sec-
tion 5.7.

5.2 Related Work

A growing number of studies investigates pedestrian behaviour models aim-
ing at developing systems to automatically identify overcrowding during
city-scale events. Wirz et al. (2012) propose a pedestrian-behaviour model
to infer crowd conditions in city-scale events based on GPS location traces.
Blanke et al. (2014) study crowd mobility dynamics in city-scale events us-
ing GPS data. Weppner & Lukowicz (2013) study the problem of density
estimation by Bluetooth scans with mobile phones. However, fewer works
attempt to make use of social media data to provide insights into attendees’
behaviour during city-scale events, while numerous recent works (Cheng
etal., 2011; Cranshaw et al., 2012; Quercia et al., 2015b,a) provide evidence
that social media data can give semantically rich insights into the spatio-
temporal dynamics of urban areas.

Botta et al. (2015) show evidence of a relationship between the number
of attendees at a given location at a given time with their social activities.
They performed a correlation analysis of the number of attendees in two
cases, a football stadium and an airport, with regard to their social media
usage on Twitter, mobile calls and SMS activities on 11 event days in a
city. It showed that data generated through interaction between people can
be used to extrapolate the number of people in a given location at a given
time, which may be valuable for business and policy makers. However, the
purpose of their work is slightly different from ours. In our work we also
use social media as data source to estimate the number of attendees at a
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location during a given time period. In order to provide valuable information
for crowd management, we target on a more fine-grained analysis, i.e. in a
hourly basis and within several specific terrains. This also leads us to deal
with social media sparsity during a short time and within a small space.
Besides, we also looking into insights from social media data to interpret the
estimation result.

Liang et al. (2013) establish a model to calculate the volume of event at-
tendees through social media, considering the number of check-in users and
the duration of their stay in an event. Their model uses check-in and check-
out number of social media users to estimate population. The check-in num-
ber of people is calculated by the number of posts sent from a location. While
the check-out number of people is calculated through the number of check-in
people with the length of duration each people stay in the event. The dura-
tion time is estimated using timestamps between multiple posts sent by one
user. The advantage of this model is that it transfers a population modelling
problem into a temporal duration estimation problem making use of times-
tamp information of multiple posts sent by one user. Similar to our method,
to tackle the social media sparsity authors make use of the duration informa-
tion to estimate an emission rate, i.e. a probability of a person sending a post
during an event in a crowd. However, using the duration information as sig-
nal for estimation population of a crowd will introduce bias as fewer people
sent multiple posts in one day, which reduces the precision of the estimation.
To avoid this risk, in our method, instead of using the duration information,
we construct the probability by loosing the temporal and spatial limitation to
count people nearby.

Georgiev et al. (2014) further investigate factors which influence people
participating in an event using social media data. It shows evidence that
friends’ co-attendance and the popularity of the event are dominating factors.
In our work, we further interpret results using profile information derived
from social media data, such as age, gender, city-role, and Pol preference of
users.

5.3 Estimating Attendees Density from Social Me-
dia Data

This section introduces the problem of attendees density estimation, and
presents our proposed solutions. First, we introduce concepts from pedes-
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trian traffic flow theory useful in the context of density estimation. Then, we
describe three classes of density estimation strategies, namely: 1) geo-based
strategies, operating only on social media data; 2) speed-based strategies,
which estimate density by considering the travel speed (i.e. distance covered
per unit of time) of attendees on the event terrain; and 3) flow-based strate-
gies, that consider travel flow information (i.e. number of attendees passing
a reference point per unit of time).

5.3.1 Pedestrian Traffic State Variables

In pedestrian traffic flow theory (May, 1990; Daganzo, 1997; Daamen et al.,
2005), one of the fundamental characteristics of a moving population, from
a macroscopic point of view, is the average flow ¢ = vk. Given the average
walking speed v (m/s) and the average density k (P/m?), the flow g (P/ms)
is defined as their product.

Density is a property related to a terrain where the event takes place, i.e.
a shaped space formed with boundaries defined by a set of coordinates. To
simplify the discussion, we assume event terrains to have rectangular shapes
as in Figure 5.1. Consider an event terrain e having area A,. The density is
defined as the number of attendees P per unit area of the event terrain at a
certain moment in time zs, and is formalized as follows (Duives et al., 2015):

P(15)
Ae

k(e,t;) = 5.1)

P(t,) denotes the number of attendees at the terrain e at f;.

Speed is the distance of attendees’ movement per unit time. Consider an
attendee crossing a whole terrain e during the time window |¢,1,), the speed
is formally defined as:

LE
|11, 22)]
where L, is the distance covered by the attendee when moving through the
terrain e. When considering multiple attendees moving through a terrain in
different time windows, we could obtain a distribution of speed as a property
associated to the terrain, denoted as V(e).

For an event terrain e, the net flow of attendees traversing a terrain bound-
ary b, during the time window [f1,1,) is defined as:

v(e,tl,tz) = 5.2)

Pin(t1,12) — Powe (t1,12)

5.3
hn2) 63

Q(tI’IZ) =
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Figure 5.1: Illustration of geo-, speed- and flow-based density estimation
methods. To estimate attendees density in the terrain during
the time window t,;; = [10:00,11:00), geo-based density esti-
mation method considers the number of users posting at least
once within the terrain ( k1 ) or within the extended terrain ( kz )
during t,,in, the speed-based density estimation method ( k3 ) con-
siders attendees travel speed to account for attendees that could
potentially be present in the terrain during t,,;,, but that post on
social media in a location within walking distance to the terrain;
the flow-based density estimation method (k4) further considers
attendees flow information produced by the sensing infrastruc-
ture.

Py (t1,12) and P, (11,12) denote, from ¢, to 1, the number of attendees mov-
ing into the terrain through this boundary, and the number of attendees mov-
ing out the terrain, respectively. A flow value ¢(t1,#;) > 0 indicates that
through b, the number of attendees entering the terrain exceed the attendees
that exit it from 7] to ,; otherwise, ¢(t1,12) < 0.

5.3.2 Geo-based Density Estimation

Density, as defined in Eq. 5.1, can be measured using traditional sensing
infrastructures (e.g. counting systems and Wi-Fi sensors) by means of state-
of-the-art methods (Yuan et al., 2016).

The sparse nature of social media data, however, calls for different ways
to measure density. Intuitively, given an arbitrary event terrain e (e.g. a
square, a venue), the number of people performing social media activity at
a give time instant ¢ is normally rather small. To account for such sparsity,
we modify the definition of density by considering it a property associated
to a time span tyin = [tsart,tena). We therefore formalise density measured
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through social media data as follows:

B (estgy) = 17 E U’f”(tw”’) = 1l (5.4)
e

where U is the set of event attendees generating social media activities at
the location of the event terrain and p,(#,;,) denotes the number of posts the
social media user u post in t,,;,. The density la of a terrain e in the time win-
dow t,,;, is therefore calculated as the number of users posting at least one
micro-post in the targeted area during the considered time window. Consid-
ering sparsity of geo-referenced social media data, we choose a time window
of one hour. Figure 5.1 shows an example estimating the density of the ter-
rain for time window #,,;, = [10:00, 11:00) considering social media sparse.
We leave the investigation of density estimation in shorter time windows to
future work.

While increasing temporal boundaries for density calculation, the pre-
vious definition puts a very strict constraint on the geographical boundary
of the terrain of interest. Attendees could perform social media activity in
close proximity to the terrain area. Their communication device could also
introduce localization errors due to technical' or environmental (e.g. signal
blockage, proximity to tall buildings) issues. These errors can range from
dozens of meters” to even more than 100 meters.>

To account for such uncertainty, we consider a second definition of den-
sity where the boundaries of the considered terrain area are extended by
111.32 meters in each direction. The resulting density measurement is ex-
pressed as:

o {u[Vu € U, pu(twin) > 1}
ko (€, tyin) = " gxtzndw’”

(5.5)

5.3.3 Speed-based Density Estimation

Though the second definition in the previous section accounts for attendees
sent posts in the terrain e or in the extended terrain e during the time span
of interest, it does not account attendees who could have been active before

Ihttps://tnp.uservoice.com/knowledgebase/articles/1117027-gps-location-errors

Zhttps://www.gps.gov/systems/gps/performance/accuracy/

3http://www.radio-electronics.com/info/satellite/gps/accuracy-errors-precision.php

“https://msu.edu/ brook/publications/prec_ag/oct1998.htm

3111.32 meters are equivalent to a decimal degree precision of 3 decimal places: https:
/len.wikipedia.org/wiki/Decimal_degrees
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entering e, or after leaving it. By considering attendees travel speed, it is
possible to account for people that could potentially be present in e in the
time span of interest, but posted on social media in a location within walking
distance.

Pedestrian speed is known to approximately follow a normal Gaussian
distribution (Chandra & Bharti, 2013). City-scale events can be very crowded:
with lots of activities taking place on the event terrains, the motion of pedes-
trian can be relatively slow. This is the experimental conditions in the “Precinct”
scenario of Chandra & Bharti (2013) where V(e) ~ N(0.97,0.21%). We
therefore use this result as the assumed pedestrian speed distribution in our
study. We leave the robust analysis with respect to the assumption of pa-
rameters as well as the assumption in different terrains as future work. We
include a parameter Az that constrains the temporal scope of our model: only
users whose posts are detected in the time span [tyqr — Af,teng + At) (Where
twin = [tstart,tena)) are to be considered. As an example, for the terrain in Fig-
ure 5.1 and the time window #,,;, = [10:00, 11:00), we consider an extended
time span [09:30,11:30) (i.e. Ar = 30 minutes) to account for attendees’
travel speed. Attendees posting during this time span, e.g. posting at 09:35,
could be present in the terrain during [10:00,11:00), are therefore included
in the density estimation.

Given the speed distribution and the scoped amount of time, attendees
active on social media outside the terrain e before ¢y, (respectively, after
tenqd) Will have a probability of being in e within #,;, that is related to their
distance.

Assume a user u to be active at a distance d from the event terrain of
interest. We use pd f to denote the probability density function of traveling
speed. Intuitively speaking, the user should have a speed of at least A% in
order to reach the terrain e within As. Therefore the probability equals to
the probability of v = A% in the inverse cumulative distribution function of
speed distribution. This means that a social media user is more likely to
reach the terrain within a certain time window when performing an activity
with small distance from considered terrain. The probability of being in the
terrain within Ar can be calculated as:

Pu(e,d) = P(v(e) > %)

(5.6)
— [pasote = )
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Assuming that at the same location with distance d to the terrain there
are N(d) attendees active on social media, then N(d) x Px,(e,d) of them
will possibly be in the terrain during ¢,,;,. When considering users at lo-
cations with different distances from the terrain, the number of users that
could contribute to the density of the terrain in the considered time span can
be calculated as:

~ 1
Baetn) = { (0l U.pultin) > 1}
‘ (5.7)

+ /d N(d) x PAt(e,d)}

5.3.4 Flow-based Density Estimation

Data about attendee flows (i.e. number of attendees traversing the boundaries
of a terrain per unit of time) could also be used to support attendees’ den-
sity estimation. Such flow information can be obtained by counting systems
and/or Wi-Fi sensors, as illustrated in Figure 5.1. Values of g(b,,t;,t,) for
other moments of time, such as the previous day, previous week, or during
the event on the same day last edition, could be used to scale up attendees’
density in the terrain by scaling the probability P(e,d) in Eq. 5.6 before ty4s
(or after t,,4) according to previous traffic conditions. To model this, we con-
sider for each terrain boundary b, the number of attendees 1) active before
Istart ([tstart - Ata tstart)) and 2) after lend ([Zenda lend +At>)- We use be(be) and
caf(be) to denote the scaling factors for boundary b, considering attendees
active before ty,,; and after z,,,4, respectively. In addition, N, ¢(d) and N, ¢(d)
denote the number of social media users with distance d to the terrain before
tsare and after ¢,,4. The estimated density is calculated as follows:

~ 1
ka(e,tyin) —A{{u\Vu e U, pu(twin) > 1}+

Y (cbf(be) /dNbf(d) X Pp(e,d)+ (5.8)

e

car(be) /dNaf(d) x PA,(e,d)) }

The scaling factor ¢;¢(b.) and c,r(b,) for each boundary b, are calcu-
lated as in Eq. 5.9, to respectively account for activities performed before or
after the considered time span. In the equation, t; = ty4; and t, = t,4.
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F (be ts—Adts) : _
oy (be)— TN () <Py () if F(be,t;—At,1,)>0
’ 0, otherwise

(5.9
JaNay(d)xPa;(e.d)

)

(b ) | F (be ste te+At)| if f(bg,lg,lg+Af)<0
Ccar(be)=
e otherwise

Let us first consider the case of attendees active outside the terrain during
[tstart — At tsar). The scaling factor c,r(be) assumes a positive value when
F (be,tsiart — At tgars) > 0, i.e. when, in the considered time period there are
more attendees entering the terrain than leaving it. When, on the other hand,
F (be,tsiars — At tgar) < 0, i.e. there are more attendees leaving the terrain
than entering it, their impact can be modelled as c,s(b.) = 0, that is, no
additional attendees active on social media should be counted in estimating
the density of the terrain during [tyarr,tena)-

When attendees are active outside the terrain during [fo;q,%enqg + At) (i.e.
after the considered time span), the positive and negative of scaling factor
caf(be) are the other way around.

5.4 Experimental Setup

This section describes the experimental infrastructure designed and imple-
mented in our work.

We performed our studies in the context of two events city-scale events,
the SAIL Amsterdam 2015 nautical event (Sail) and Kingsday Amsterdam
2016 national holiday (Kingsday). First, we elaborate reasons for selecting
these two events. Then, we provide a brief introduction of each event, and
introduce their terrains focused upon in the experiment. Further, we detail
the 4 experimental testing definitions. Finally, we introduce the sensor and
social media data collection infrastructure, and the metrics used to compare
the performance of our density estimation methods (working on social me-
dia data) against the density measurement performed through the sensing
infrastructure, here interpreted as ground truth.

5.4.1 Event selection

The areas affected by Sail and Kingsday are shown in Figure 5.2. In the at-
tempt of broadening the scope and validity of our work, we selected events
sharing similar properties. Both Sail and Kingsday are 1) city-scale events
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Figure 5.2: Location of targeted terrains in Sail 2015 and Kingsday 2016 in
Amsterdam. Most of activities during the Sail event took place
in 5 colored oceans (areas), i.e. Orange, White, Blue, Green and
Red Oceans. Activities during Kingsday took place in the whole
city of Amsterdam (area bounded by dark blue line). Marked
locations indicate where the terrains considered in the research
are located. Terrains of the Sail event are located around the
IJhaven (Blue marker), while the terrain on Kingsday is located
at Zuidplein (Red marker).
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(a) Pictures from Sail event

(b) Terrains of Sail event

(c) Pictures from Kingsday event

(d) Terrain of Kingsday event

Figure 5.3: Sail Amsterdam 2015 and Kingsday Amsterdam 2016 selected
for the experiment
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taking place in the same urban environment; 2) planned, temporally con-
strained, and thoroughly organized (in contrast to seasonal events, such as
Christmas shopping, or serendipitous events, like protests); 3) popular, as
they are known to attract large crowds, regardless of weather conditions;
and 4) generalist, and they attract diverse demographics. At the same time,
the two events also have important differences, such as 1) duration, as Sail
lasts for 5 days, ending in a weekend. While, Kingsday is a single-day event,
and a public holiday, with celebrations starting from one day before the event
day and last for day after it; 2) fopic, being Sail a naval event (offering, for
instance tall-ship exhibition, nautical history experience, fireworks show),
while Kingsday is a recurrent national celebration, which offers a boat pa-
rade, free market and parties; 3) event terrain, with Sail activities centred
around the IJhaven area (where ships docked), while Kingsday activities are
scattered throughout the city.

More details about events and their terrains for this experiment are intro-
duced in the following sub-sections.

The SAIL Amsterdam 2015 Nautical Event

SAIL 6 is the largest free nautical event in the world. It takes place every
five years in the city of Amsterdam, being the largest public event in the
Netherlands. It hosts tall ships from all over the world, moored in the eastern
harbour of the city I/Haven (1J harbour) and across the 1J river for attendees
coming from all over the world to see and visit. The 2015 edition of SAIL
took place from August 19 until August 23, and attracted in total more than
2 million attendees. A high-level view of the area of Amsterdam where the
event took place is depicted in Figure 5.3(c).

The event organisers predefined several walking routes for the attendees
to follow. A detailed map of the SAIL event, its routes, and its point of inter-
est is available on the event website’. The routes included streets facing the
ships’ docking areas. Each street is characterised by different morphology
(Iength and width of attendees routes), facilities (e.g. toilets, information
desks) and exposure to the main attractions. The main route, called Orange
route, started from the Amsterdam Centraal station (Ruijterkade); it then
proceeded east towards the end of the [JHaven passing by the Veemkade;
to continue north around the Java Eiland, first traversing the Javakade, and

Shttps://www.sail.nl/EN-2015
https://www.sail.nl/media/644212/sail_perskaart_1400_990.pdf
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then heading back through the Sumatrakade. The streets in proximity to the
main attractions hosted stages (e.g. from sponsors) and markets. Buildings
close to the event hosted concerts and other initiatives, and, in general, the
part of the city nearby the IJHaven transformed to accommodate the event
and its attendees.

The weather has been warm and dry for the whole duration of SAIL
2015. The programme included events spanning all five days. August 19
was mainly characterised by the SAIL-in parade: the first ships started at
10:00 in IJmuiden and arrived around 14:00 in Amsterdam, while the last
ships entered Amsterdam around 17:00. All tall ships entered Amsterdam
via the North See Canal, to then dock in the IJHaven. During the following
three days, the tall ships were open for visits from 10:00 till 11:00. They
then departed on August 23 during the closing SAIL-out events. Every day,
a firework exhibition took place in the IJHaven around 11:00.

The authors were active in the crowd control room of SAIL 2015, and
therefore could witness the evolution of the event. The fourth day (Satur-
day) was expected to be most crowded, mainly because of locals having their
day off. Some crowd management measures have been applied, especially
on Saturday afternoon. The Veemkade, where most of the tall ships were
anchored, was very crowded, with queues forming to access the tall ships.
Around stages and other points of interest, people stood still to enjoy mu-
sic, to have social interactions with other attendees, or to consume food and
drinks. Also, the Javakade, where people walk through narrow pedestrian
bridge and watch tall ships docked in [JHaven, was very crowded.

We focused on four event terrains in Sail for this experiment, highlighted
in Fig. 5.3(b):

e Terrain 1: Ruijterkade (Blue. Length: 657m. Width: 109m. Area:
6.12ha): the terrain is located at the north of the Amsterdam Centraal
station. It continuously serves people using public transport services
(the train station, or ferries directed to the northern part of Amster-
dam). During SAIL, it served as a main access point to the event. The
terrain hosted no relevant points of interest.

e Terrain 2: Veemkade (Turquoise. Length: 485m. Width: 71m.
Area: 3.41ha): main terrain of the event, where most of the ships were
docked. The area hosts offices, bars and restaurants, and some private
residence. The terrain gave access to the majority of docked boats.
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e Terrain 3: Javakade (Red. Length: 617m. Width: 78m. Area:
4.80ha): located on the Java Island, the street directly faces the IJHaven.
The terrain is residential, with no recreational businesses. Small pedes-
trian bridges connect areas separated by canals. The terrain gave ac-
cess to several docked boats.

e Terrain 4: Sumatrakade (Green. Length: 253m. Width: 56m. Area:
1.38ha): located on the Java Island, facing the 1J. The terrain hosted
less attractions, compared to the previous two terrains and gave access
to only few boats.

During the event, all locations were devoted to pedestrian and bicycles.
Cyclist traffic was reduced during the more crowded hours.

The Kingsday Amsterdam 2016 Event

Kingsday is a national holiday held each year in April 26th in major cities
in the Netherlands. It is the birthday of King Willem-Alexander, celebrated
with joyful open air festivities. People join this yearly event with their fam-
ilies and friends. In 2016, the King’s day celebration attracted more than
1.5 million people in Amsterdam, including Dutch tourists and an organic
amount of foreign tourists.

Though a one day public holiday, Kingsday is certainly not a day of rest.
The celebrations start on the eve of King’s day - named as King’s night. Par-
ties, music, and carnival atmosphere continuing throughout the city till the
end of the big day. Following the King’s Night, the major activities taking
place on King’s day are free market, boat parade, and gay parties. On King’s
day morning from 6:00 onwards, the citywide street market in Amsterdam
facilitates attendees into trading of their secondhand wars on the streets and
in the parks, creating one of the world’s largest flea markets. South Amster-
dam has the biggest market. In the Jordaan, a crowded market is carried out
with folk singers music. Markets in the Vondelpark are dedicated for kids to
trade their toys or clothes. From 13:00 onwards, canals are packed with boat
parties, with boats sailing along the canals throughout the city with great
party vibrations on it. Various street parties and sub-events are carried out
in the city with everyone wearing orange. Gay parties are held around West-
ermarkt and Reguliersdwarsstraat. Besides parties, several big museums are
open for people who would like to experience the culture and history.
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Kingsday activities occur in the whole city. Pedestrian areas nearby
transportation hubs are particularly crowded as people were gathering there
and enjoying various activities. We focused on one terrain shown in Fig.5.3(d).

e Terrain: Zuidplein: the terrain is the forecourt of the station Ams-
terdam Zuid. It is a popular pedestrian square located between Sta-
tion of Amsterdam Zuid and the Strawinsky Avenue surrounded by
the World Trade Center (WTC) in the south of Amsterdam. Around
the square, there are various shops, sandwiches and other amenities,
attracting lots of people. It is a major pedestrian terrain connecting
Amsterdam OUD-Zuid, with the CBD area, and Station of Amsterdam
Zuid. Nearby, there are two large events in the RAI and the Olympic
stadium, which generates large pedestrian flows through this station.

5.4.2 Experimental Conditions

We investigate in this paper the properties and performance of the following
density estimation methods:

. Ia: geo-based density estimation, considering the exact geographical
boundaries of the targeted terrain;

e ky: geo-based density estimation, considering the extended boundaries
of the targeted terrain;

° I%: speed-based density estimation, using the pedestrian speed distri-
bution suggested by (Chandra & Bharti, 2013) to calculate the proba-
bility of social media activities to occur in the targeted terrain;

e k4: flow-based density estimation, using flow estimated through the
sensing infrastructure to scale the probability of social media activi-
ties.

All methods estimate density from social media data on an hourly basis.

5.4.3 Data Collection

Our experiment took place during the first four days of the SAIL event, and
the whole day of the Kingsday event, focusing on the terrains introduced
in the previous sections, i.e. the Ruijterkade, Veemkade, Javakade, Suma-
trakade for the Sail event, and the Zuidplein for the Kingsday event.
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Table 5.1: Sensing infrastructure and social media monitoring on targeted

terrains
Terrain C01t1nt1ng Wi-Fi Social media
systems Twit. Inst.
Ruijterkade  Single Both Y Y
Sail Veemkade Both Both Y Y
Javakade Single Both Y Y
Sumatrakade Single Both Y Y
Kingsday Zuidplein Both Both Y Y

Twit. = Twitter, Inst. = Instagram
Single: the sensor is equipped on one boundary of this terrain.
Both: the sensor is equipped on both two boundaries of this terrain.

Y: data of this social media network is collected in this area.

We now describe the sensing infrastructure and social media data pro-
cessing framework employed to collect experimental data.

Sensing Infrastructure

Each targeted terrain has been equipped with counting systems and Wi-Fi
sensors, as depicted in Figure 5.3(b) and Figure 5.3(d). Counting systems ran
computer vision algorithms on video feeds to count the numner of individual
heads crossing a pre-defined cross-section in the street. The counting system
provided every minute flow measurements in both directions (inflow and
outflow), and had an accuracy of 92%-98%, depending on density conditions
(Yuan et al., 2016). Wi-Fi sensors detected the presence of mobile devices
located in their proximity (Yuan et al., 2016). For each device, the sensor
hashed and stored its identifier, as well as its first and last detection time.
We estimated that about one third of the counts from counting systems were
identified by Wi-Fi sensors (Yuan et al., 2016). The matching rate between
two adjacent Wi-Fi sensors was 3% - 4% of the total flow at the cross-section
(Yuan et al., 2016).

The Veemkade terrain in the Sail and the Zuidplein terrain during Kings-
day featured a counting system and a Wi-Fi sensor for both considered bound-
aries. Other terrains had only a single boundary equipped with both sensing
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devices. Table 5.1 lists counting systems and Wi-Fi sensors for each terrain.
For boundaries without counting systems, the number of attendees travers-
ing the cross-section (and the related flow information) has been estimated
from Wi-Fi sensors, using the counting-to-Wi-Fi ratio calculated from the
other boundary. A previous study on pedestrian traffic monitoring (Yuan
et al., 2016) shows that the Wi-Fi counts which have been validated by the
data from the counting sensors are known to have a 92% accuracy in high
density conditions and 98% accuracy in low density conditions. Therefore,
we consider the data is reliable for the purpose of our study.

Social Media Data Collecting & Processing Framework

We employed SocialGlass (Bocconi et al., 2015; Psyllidis et al., 2015b),
an existing social media retrieval and enrichment framework, to listen from
Twitter and Instagram streams for geo-located posts created within the city
of Amsterdam during the first four days of SAIL 2015; for Kingsday 2016,
we included the day of the event but also the previous and following days,
for a total of 3 days of observation. We included in the analysis only geo-
located posts, to maximise the spatial accuracy of the retrieved social media
data. The inclusion of posts that are not geo-localised but related to the event
(and, therefore, potentially localisable) is left to future work.

For each post, the latitude, longitude, timestamp, content, as well as the
user id, are collected and stored in a database for further filtering and aggre-
gation. Then, a density estimation module assigned each post to a targeted
event terrain. Given as input a shape-file of the terrains, the module assesses
the time and location of each post and user for each density estimation strat-
egy. With k; and k;, posts were assigned according to the geo-boundaries
of the terrains. With k3 and k4, posts were assigned according to the geo-
boundaries of possible routes that could lead to the terrains.

Table 5.2 reports descriptive statistics about the number of geo-located
posts and unique users identified for terrains during the two events. A man-
ual inspection of all the posts from the event terrain showed that a high per-
centage of them referenced the event (Yang et al., 2016).

The basic density estimation strategy kAl captured a limited number of
social media activities. This is to be expected, considering the generally
low fraction of posts that are also geo-located — especially in Twitter, where
geo-located posts are rare (around 1%) (Hecht et al., 2011). Sumatrakade,
the less attractive terrain, featured the least number of posts. Javakade and
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Table 5.2: Descriptive statistics of social media data captured by geo-,
speed- and flow-based density estimation methods.

Twitter Instagram

#User  #Post | #User #Post

Ruijterkade 16 24 25 28
Sail Sumatrakade 4 4 1 1
ki Javakade 23 36 285 343
Veemkade 6 22 61 86
Kingsday Zuidplein 2 2 4 4
Ruijterkade 19 31 38 45
Sail Sumatrakade 24 32 284 341
ko Javakade 24 38 286 345
Veemkade 10 28 76 104
Kingsday Zuidplein 4 5 20 21
Ruijterkade 349 717 2662 3577
Sail Sumatrakade 205 283 1113 1381
kslky Javakade 193 308 1026 1362
Veemkade 466 877 3340 4554

Kingsday Zuidplein 191 355 3996 4925
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Veemkade were the most popular, especially in terms of Instagram posts and
users. This is also to be expected, given their proximity and access to tall
ships and other points of interest. In Instagram, where geo-located posts are
less sparse than in Twitter, Ruijterkade featured less posts than Javakade and
Veemkade, indicating that attendees had less reasons to take pictures from
that transit terrain. Ruijterkade has been comparably popular to Javakade
and Veemkade; this is likely due to the proximity to the central station, a
point of interest that attracts a lot of “check-in” posts from tourists and com-
muters. With other estimation strategies, the number of captured social me-
dia activities and users increases up to one order of magnitude, from more
than 300 users to around 4000 users. Sumatrakade featured the largest rela-
tive increase, due to its close proximity to Javakade.

Comparison Metrics

Density values are compared with three metrics commonly used in time se-
ries analysis: Mean Absolute Error (MAE), Mean Absolute Percentage Er-
ror (MAPE) (Hyndman & Koehler, 2006), and Pearson temporal correlation
(Hauke & Kossowski, 2011). MAE measures the mean of absolute differ-
ence between two time series: a small distance would indicate similar time
series in terms of magnitude. MAPE measures the mean of relative differ-
ence between two time series. The attendees density in a given event terrain
greatly varies over time. Also, a city-scale event is not equally interesting
through its whole duration. We therefore expect variations in the amount
of attendees that feel compelled to share their experience on social media.
Pearson temporal correlation computes the temporal correlation of two time
series: a larger correlation would indicate the two time series have similar
evolution patterns over time. The Pearson temporal correlation requires the
time series data to follow a normal distribution (Hauke & Kossowski, 2011).
We verified this condition for all density distributions using the Kolmogorov-
Smirnov test (Plerou et al., 1999).

5.5 Results

This section presents and compares the density (Persons/M?) estimation
performance of the four considered methods. We first present the estimated
densities; then, we assess their accuracy by comparing the calculated figures
against density measured by the sensing infrastructure. Finally, we perform
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Table 5.3: Density of people (#Persons /M2 ) estimated by geo-, speed-, and
flow-based estimation methods based on social media data, com-
pared with sensor data.

Sensor kA] kAz /% kA4

Ruijjterkade  2.269e-1  2.266e-5 2.639e-5 1.467e-3 2.935e-2
Veemkade 2.586e-1 4.924e-5 5.762e-5 3.256e-3 2.606e-2
Javakade 1.727e-1 1.384e-4 1.370e-4 7.495e-4 1.150e-1
Sumatrakade 1.018e-1 7.246e-5 5.611e-4 2.803e-3 3.619e-2

Kingsday Zuidplein 3.036e-1 1.302e-5 4.557e-5 8.998e-3 1.352e-1

Sail

Density of people estimated using social media is on hourly basis according to definition. 5.4

Density of people measured using sensor data is the mean of density in the same time window
as the social media based methods calculated.

a sensitivity analysis on the A7 parameter of the speed- and flow- based mod-
els.

5.5.1 Results of Density Estimation

Density estimates and sensor measurement are calculated on an hourly basis.
The technique used to process sensor measurements is described in previous
woak (Yuan et al., 2016). In k3 and k4 Ar is set to 30 minutes. Flow values
in k4 are obtained averaging, for each boundary, flow data produced during
the At preceding the considered time window. Table 5.3 reports the density
estimated by the four methods, and measured with sensors for the four SAIL
terrains and the Kingsday terrain. Figure 5.4 shows for each of the consid-
ered terrains the temporal evolution of the estimated densities, to compare
them with the density measured with sensors. Estimations from geo-based
methods k| and k; are 3-4 orders of magnitude lower than density measured
by sensors. This is due to the sparsity of social media data within the ter-
rain areas, and in the considered time frame. That k; is performing worse in
Zuidplein (for Kingsday) than on other terrains (for Sail) may be because the
area of Zuidplein (0.64ha) is smaller than the area of other terrains (de Rui-
jterkade 6.12ha, Sumatrakade 1.38ha, Javakade 4.80ha, Veemkade 3.41ha).
As social media data is sparse, the posts collected in the Zuidplein (on which
k1 is calculated based) is less than in other terrains.

Loosening the temporal and spatial constraints, kAg estimates densities 2-
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Table 5.4: Comparison between density measurement with sensor data and
density estimates using geo- (ki, kz), speed- k3, and flow-based ky

methods.
ko ko ks ka
Ruijterkade 260 281 228 .119
Sail Veemkade 353 354 258 233
MAE Javakade 218 216 173 .081
Sumatrakade .156 114 .103 .068
Kingsday Zuidplein 304 304 297 162

Ruijterkade 9999 .9998 .9879 .8474

Sail Veemkade 9995  .9992 9588 .8569

MAPE Javakade 9962 .9962 9705 5667
Sumatrakade .9995 .9764 .9344 7198

Kingsday Zuidplein 29999  .9997 .9529 5235

Ruijjterkade ~ .083  -.094  .655%**  698%**
Veemkade 031 123 .634%** 537w
Javakade 296%  308%  486%F*  690***
Sumatrakade NA 378%  586%F*  QO5*HE

Kingsday Zuidplein ~ .086  .183  .506%%% 864+

Spearman  Sail
correlation

MAE: Mean Absolute Error.
MAPE: Mean Absolute Percentage Error.

Spearman correlation marked with * and *** indicates p-value< .05 and p-value< .001, re-
spectively.

3 orders of magnitude lower than the densities measured with the sensing
infrastructure. Finally, kA4, which uses flow information to scale the density
estimated by kA3, reaches 1-2 magnitude orders lower than density measured
with sensors. In the following, we discuss the results using metrics in more
detail.
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Figure 5.4: Evolution of density (P/m?) estimates and sensor measurement
during SAIL 2015 and Kingsday 2016. A to S denote the ID of
selected periods which have similar or distinct value and tem-
poral correlation listed in Table 5. ”v+ " denotes similar value.
”v-" denotes distinct value. ”c+ " denotes similar temporal cor-
relation. ”c-" denotes distinct temporal correlation.

Mean Absolute (Percentage) Error

Table 5.4 (lines 2—11) reports the MAE and MAPE of each density esti-
mation strategy, compared with measures based on sensor data. Geo-based
density estimation methods k1 and k2 feature poor performance, with estima-
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tion errors up to 99%. The speed-based method kAg provides slightly better
performance, with an average 94% error. k4 is the best in the pool, with an
average error of 74%, decreasing to 56% in thg JavakAade terrain.

The relatively large absolute difference of k3 and k4 with regard to sensor
data may be caused by the sparsity of the geo-located social media data, i.e.
geo-located posts represent only a fraction of all the posts, especially in the
Twitter platform (Hecht et al., 2011). What is more, social media have a
relatively small penetration rate in the overall population.?

Spearman Temporal Correlation

The density measured with sensor data in Figure 5.4 shows daily patterns
for all terrains in two cases, reaching a peak between 14:00 and 16:00, and
minimum between midnight and 6:00.

Missing values are due to maintenance or disruptions with the sensing
infrastructure. Density estimated with social media data, shows a distinct
temporal pattern for each density estimation method.

In the following we analyse the performance of each method, by visu-
ally comparing the density curves in Figure 5.4, and by commenting on the
Pearson temporal correlations shown in Table 5.4 (line 12-16). Due to spar-
sity issues, kAl and kAz fail to provide usable density estimates for all terrains,
and in almost all time windows. The only exception is Javakade, where on
August 21 and August 22 an increasing number of attendees active in social
media allowed for a continuous density curve, but featuring a weak temporal
correlation (kAlz .296, kAzz .308; p-value < .05) with sensor data.

The speed-based density estimation method (kA3) produces density esti-
mates for most of the hourly time windows and for all terrains. kA3 features
strong and significant temporal correlation with the sensor density time se-
ries. The result shows the benefits deriving from the consideration of atten-
dees that could potentially be present in the terrains, but that post at locations
within walking distance from the target event terrain.

The flow-based density estimation method Ia achieves best results. Peak
hours with kA4 fall into the same range of sensor measures. This could be
explained by the scaling effect of flow data, an hypothesis supported by the
relevant improvement in terms of temporal correlation (> 0.1) that can be

8Twitter, for instance, has a 17% reach in the Netherlands (source https://www.statista.
com/statistics/279539/twitter-reach-in-selected-countries/).
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observed from Javakade and Sumatrakade. However, there are also excep-
tions such as the correlation for the Veemkade terrain decreases (< 0.1).

Daily patterns could be observed in Figure 5.4 for each terrain, reaching
the minimum between 14:00 and 18:00, and the maximum between 7:00 and
11:00. These peak hours differ from those of sensor data.

However, during the active hours (11:00-20:00) of event days the per-
formance is varying in different cells and days. This is particularly obvious
in Veemkade, where Ia estimation shows plateau while sensor estimation
reaches a peak in the afternoon.

Figure 5.4(e) shows the density estimation for the second case, Kingsday
2016, at terrain 1 Zuidplein based on social media and sensor data. Similar to
the first case, kl and k2 fail to provide usable density estimation in all time
windows. The speed-based density estimation method k3 and flow-based
density estimation method la provide results for 3 days featuring strong and
significant temporal correlation with the sensor density time series. They
all clearly shows daily patterns during three days. la featured better per-
formance on both mean absolute percentage error and correlation compared
with k3 across all days. Density estimation by k4 and sensor data on the
second day (the day of the event) reaches the highest value among all three
days, followed by the first day which is particularly active during the night.
On the third day, kAg features more stable estimation till the end of the day
because the sensor data is only available till 12:00 on the third day, as such
the kA4 is also affected by the lacking of flow information.

5.5.2 At Sensitivity Analysis

We now investigate how the performance of kA3 and la density estimation
methods changes with varying values of At, i.e. the model parameter con-
trolling the temporal scope for micro-posts not created within a terrain of
interest. We test values of At ranging from 5 minutes to 60 minutes, the
length of the time window in this method. Results are shown in Figure 5.5.
The la method is robust to variations of Az, although optimal performance
is achieved for Ar > 20 minutes. With kA3, the temporal correlation of the
density estimated in all terrains increases with increasing values of At, to
stabilise between 30 minutes and 40 minutes. Interestingly, variations are
not consistent across terrains. Veemkade, for instance, is most affected by
changes in the At parameter, especially in terms of temporal correlation. On
the other hand, estimates in Ruijterkade are the most robust. We believe that
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such inconsistent behaviour is due to differences in the properties of the ter-
rains: Ruijterkade is a transit terrain, where attendees are less likely to stop
during normal traffic conditions. Therefore, taking longer time frame into
consideration does not significantly affect the amount of social media users
accounted in the density calculation.

In the second case, the l% in Zuidplein is robust. However, the Ia 1S not as
robust as in terrains in the first case. It reaches the lowest mean absolute error
when the value of Ar is around 30 minutes, then the mean absolute error is
increased along with increasing of At, indicating that Zuidplein is more sen-
sitive with regard to the variation of temporal scope. We account the result
to the spatial characteristics of Zuidplein. As a pedestrian square, Zuidplein
connects Amsterdam OUD-Zuid, CBD area and Station of Amsterdam Zuid,
which is visited by a large number of people everyday. However, there are
several other streets and roads which also connect these places and are in par-
allel with the Zuidplein, such as Eduard van Beinumstraat, Beethovenstraat
and Parnassusweg. Therefore, loosing temporal and spatial constraints will
easily introduce errors in calculating number of people who passed Zuidplein
instead of other ways, which consequently increases errors in the density es-
timation.

5.6 Discussion

This section discusses the result of density estimation of each terrain in two
cases. In order to get more insights about similar or distinct density estima-
tions, we also look into several factors (e.g. temporal, demographic factors)
and discuss their influences.

The Ia in Javakade and Sumatrakade provide similar density estimation
on Aug 21 and Aug 22, the weekend days. The improved performance in
Sumatrakade with kAz may be explained by the contiguity of the terrain with
Javakade. It indicates that on social media the density estimation is sensitive
to surroundings.

The daily patterns observed using kA4 from social media data and sensor
data are different, which could be explained by the different types of ac-
tivities captured by the two infrastructures — respectively, pedestrian move-
ment and social media communication. Intuitively, some time slots during
the event are more worthy of communication than others (e.g. ships during
good lighting conditions, fireworks); on the other hand, the amount of atten-
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Figure 5.5: The effects of At on the performance of speed-based density es-
timation method k3 and k.

dees visiting schedules are affected by other factors (e.g. time and day of the
week). However, some of communication oriented activities, such as Fire-
works (lasting a maximum of 30 minutes) at 11pm each day in Sail event,
are not captured by kA4, 1.e. no peaks around 11pm on Ia. This may account
for the influence of the length of time window selected for this experiment,
1.e. 1h duration of time window may neutralize the high crowds during the
fireworks and low flows towards the end of the hour. Thus, shorter time
windows might capture these peaks.

Density estimation using social media featured higher performance in
the second case than in the first case. This could be attributed to the di-
verse fingerprints of events and terrains as activities during Sail enhanced
distinction of pedestrian movement and social media communication more
than activities during Kingsday in those terrains.

Results also show that during active hours (07:00-23:00), density estima-
tion performance varies for different terrains and events. In order to get more
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insights into them, we selected a set of periods which have either very sim-
ilar or very distinct density estimation through social media data compared
to sensor data (la, flow-based strategy) according to Mean Absolute Error
and Spearman Temporal Correlation shown in Table 5.5. For each period we
derived information from the crowd for various aspects such as demographic
(i.e. Age, Gender), role of people with regard to the city (i.e. resident, local
tourist, foreign tourist) and Pol preference of people, extracted through the
SocialGlass system.

During Sail event the density estimation during periods of H, I, J and K
in Javakade reaches best performance, i.e. similar value and similar tem-
poral correlation. We found that the gender distribution derived from social
media is more equal in these periods compared with other period in the same
terrain (i.e. L), or periods in other terrains (e.g. A, D, N). Results points to-
ward a relationship between the gender distribution of social media users and
the performance of density estimation. However, this does not hold in the
second case, where periods of P, Q and S reach a similar correlation while
having less distinct values but the gender distribution does not show obvious
patterns. This result suggests that other factors, such as type of events and
location of the terrain, also play a role in the performance of our methods.

With regard to periods D, E, F and G in Veemkade which show huge dis-
tinctions in density estimation with regard to the sensor based method, we
found that there are more male residents. Recent research (Yang et al., 2016)
found that male and resident social media users are less active during city-
scale events. Thus the reverse observation may indicate that the representa-
tiveness of social media data w.r.t. the reality is decreased. Consequently,
the performance of density estimation based on social media data is affected.
Veemkade 1is the narrowest terrain on the route of Orange Route connecting
Amsterdam Central Station with Javakade and Sumatrakade, and it hosted
restoration services and other Point of Interest, where people would stop,
stand still, and block or hamper the flow of attendees. These may lead to
the result that more people are detected by sensors rather than from social
media. Consequently, the density of people detected from sensors and social
media is in different value and correlation during these periods.

The selected periods A, B and C which show both distinct value and tem-
poral correlation are from Ruijterkade. We found that during these periods
there are more female foreigners active in social media, visiting Pols such
as Art & Entertainment, Food and Shop & Services in this terrain. However,
the pattern of their influences is not clear.
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Table 5.5: Selected periods with similar or distinct MAE. and Temproal Cor-
relation in density estimation based on sensor and social media

data
. Temporal Period
Terrain ID Value Correlation Day (hh-hh)
A - - 19th  12-16
Ruijterkade B - - 21st  17-22
c - - 22nd  15-23
D - - 19th  11-23
E - - 20th  09-23
Veemkade  p - 20st  10-23
Sail G - - 22nd 10-23
(Aug. 2015) H + + 20th  11-15
I + + 20th  17-22
Javakade J + + 21st  09-15
K + + 22nd  09-15
L - - 22nd  18-23
M - 19th  13-19
Sumatrakade N - + 20th  15-20
o - + 21st  11-18
P - + 19th  07-17
Kingsday . . Q - + 20th  11-16
(Apr. 2016) Zuidplein o . 20th  16-19
S - + 21st  07-12

ID: refers to the ID of periods shown in Figure 4.

Value: the value of estimated density.

Temporal Correlation: the temporal correlation of estimated density.
’+’: denotes the similar value or temporal correlation.

’-*: denotes the distinct value or temporal correlation.
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Density estimations during periods N and O in Sumatrakade show sim-
ilar temporal correlation but distinct value. We found that proportion of
gender and role of people derived from social media in these periods show
diverse values, but their patterns are not obvious, which is similar to the
periods in Zuidplein in the second case.

In Zuidplein, density estimations in periods of P, Q and S show similar
temporal correlation but distinct values, while period R shows both distinct
temporal correlation and value. We found that the proportion of gender, role
and the Pol preference of people are diverse during these periods. However,
the pattern of their impacts is not obvious.

Above insights of the selected periods indicate that demographics, role,
Pol preference of crowd, type of events, location of terrains as well as other
factors may affect density estimation performance using social media. To
fully understand their impacts, it calls for future work on factor analysis on
density estimation performance based on social media data.

5.7 Conclusions

The density of attendees in an event terrain is an important measure of
success and safety for city-scale events. In this paper we investigated the
suitability of geo-referenced social media data produced during a city-scale
event as a source for attendee density estimation. Social media have been
used in a variety of contexts to analyse the amount of attendees at high tem-
poral granularity, but low spatial granularity (e.g. city scale). However,
due to the inherent geographical sparsity of geo-located social media data,
the analysis of attendance at higher spatial granularity (e.g. street-scale) re-
ceived less attention.

This paper proposes three density estimation strategies based on pedes-
trian traffic flow theory — respectively geo-, speed- and flow-based density
estimation — that were successfully validated during city-scale events. When
applied to geo-located social media sources for all strategies and additional
flow data source for flow-based strategy, these strategies mitigate the spatial
sparsity problem by considering traffic conditions (speed distribution and
flow) to account for attendees that perform event-related social media ac-
tivity outside an event terrain of interest. Thanks to a sophisticated sensing
infrastructure deployed during SAIL 2015 and Kingsday 2016 in Amster-
dam in the Netherlands, we assessed the performance of our methods on 5
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event terrains characterised by different morphology and relevance to activi-
ties in both events. The flow-based method achieves promising performance
in all terrains, both in terms of relative mean difference (from 20% to 120%
improvement with regard to other methods) and temporal correlation (be-
tween .54 and .87). The speed-based method also features strong temporal
correlation (between .49 and .65), but with higher estimation errors. Geo-
based methods can yield useful results only when the amount of social media
activity in the targeted terrain is sufficiently high.

We show that several factors play a significant role in terms of estimation
accuracy and temporal correlation, such as the properties of a terrain, demo-
graphics, role and Pol preferences of the crowd. In Sail 2015, an attractive
and trafficked terrain like Veemkade featured lower estimation accuracy and
lower correlation than other terrains; a trafficked but less interesting terrain
like Ruijterkade featured maximal temporal correlation but low estimation
accuracy; a less trafficked terrain like Javakade featured higher estimation
accuracy, but lower temporal correlation. Across all terrains, it is observed
that maximal performance (i.e. higher temporal correlation and estimation
precision than other terrains) is achieved with equal proportion of male and
female in the crowd.

In the second case, Kingsday 2016, the trafficked terrain Zuidplein fea-
tured high correlation. The sensitivity analysis showed by loosing temporal
and spatial constrains that the speed-based and flow-based methods achieve
optimal performance when including users active at walking distance, and
within 30-40 minutes from the temporal windows of observation. The char-
acteristics of people counted for density estimation also affect the result.
Javakade in the first case featured best performance with equally distributed
gender of social media users than any other cells. Other factors, such as
role and Pol preference of people, different types of events, also introduce
influences on the result, but the patterns of their impacts are not clear.

The experimental result and the identification of influencing factors on
the one hand help to avoid bias in applying this method for density estima-
tion using social media, while on the other hand they call for future research
in order to improve the estimation performance. In the next step we plan
to take into consideration activity times of attendees, and investigate if the
actual attendee speed distribution on the event terrain can be used for op-
timizing the density estimation. Further, we are going to zoom-in on the
relation existing between traffic conditions and social media activity, to seek
for stronger evidences of laws that relate attendees density with mobile on-
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line activity. We are also going to improve our estimation methods by using
counting systems to provide speeds, using non-geo posts or posts with Pol
information (e.g. from Facebook pages) in order to overcome data sparsity,
using auto-filtering techniques to enhance posts filtering performance, and
so on. We plan to compare the performance of our methods in various con-
texts of city-scale events, having different nature, size, and position in the
city. Finally, we will explore the impact of factors, such as demographics,
role, Pol preference of crowds, on the density estimation performance.






Chapter 6

Conclusions, implications and
recommendations

In this chapter, we present our main findings and conclusions for each re-
search question, followed by the overall conclusions and implications for
practice. Finally, we provide recommendations for future research.

6.1 Main findings

The main objective of this dissertation research is to understand how social
media can be used as a data source that provides meaningful information
about the crowd for crowd management purposes. To achieve this objec-
tive, four research questions are answered in this dissertation thesis. In the
following, the main findings of this research are structured in four parts cor-
responding to these four research questions in Section 1.3. In this section,
we answer these research questions consecutively.

RQ1. To what extent are social media data able to charac-

terize crowds in city events, in terms of demographic com-

position, city-role composition, Spatio-temporal distribution,
Points of Interest preferences and word use? (Chapter 2)

To answer this research question, we selected a set of state-of-the-art meth-

ods for deriving information about crowds in terms of age, gender, city-role,
crowd temporal distribution, post position, Points of Interest and word use,

149
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and perform a case study in two city events, i.e. Sail 2015 and King’s Day
2016. The findings are as follows.

e Age: the age distribution during King’s Day (SD: 0.201) is more
evenly distributed than during the Sail event (SD: 0.213). This is in
line with our expectation regarding the event participants’ composi-
tion (i.e. the proportion of people in age groups of young, young-adult,
adult and old) of the events’ crowds according to the event programs:
King’s Day attracts families, while the Sail event attracts more (young)
adults. This provides evidence that this information is reliable.

e Gender: the observed gender composition (Male/Female, Twitter:
1.3, Instagram: 0.7) from social media is similar on Sail and King’s
Day, which is not in line with the expected gender composition in
these two events, i.e. more male visitors on Sail than King’s Day.
Only in sub-areas, such as the Javakade in Sail and the Zuidplein in
King’s Day, the gender of people observed in the former one is more
equally distributed than the latter one, which may be caused by more
recreation (bars and restaurants) and celebrities on Zuidplein, during
King’s Day give rise to the Instagram usage, which attracts more fe-
male users.

e City-role: less local tourists than residents and foreign travelers are
observed during the King’s Day (14.4%) event than during Sail (18.0%)
from social media. This may be explained by the fact that people in
other cities are more willing to travel to Amsterdam for a five-year
festival Sail event, rather than the annual festival King’s Day event.

e Crowd temporal distribution: the temporal distribution of crowd ob-
served from social media during sub-events which take place in large
areas, lasts for several hours during the daytime, e.g. the Sail-in pa-
rade and King’s Day boat parade, is in line with the expected temporal
distribution of crowd according to event programs.

e Post Position and Points of Interest: more social media usage and
visited Points of Interest are observed in the IJhaven area during Sail
than during the King’s Day event. This is in line with the event pro-
grams that activities take place during Sail are around the IJhaven area
where ships docked, while activities take place during King’s Day are
distributed in the whole city.
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e Word use: words about event topics and people’s emotions in differ-
ent events are successfully captured in the top words used in social
media. In the meantime, people are more willing to share their nega-
tive emotions, such as crowded perceptions, on Twitter.

So based on these findings above, we conclude that social media data can
be used for deriving different types of information about crowds to different
extents. With respect to demographic and city-role, the age composition (the
proportion of people in age groups of young, young-adult, adult and old) and
city-role composition (the proportion of people in groups of resident, local
traveler, and foreign traveler) of crowds derived from social media data is
in line with the expectation according to event programs, and hence seems
plausible. However, gender composition, namely the proportion of male and
female, derived from social media data is not in line with expectations ac-
cording to event programs and organizers. Moreover, the variance of tempo-
ral and spatial distribution (post position and Pol) of crowds is in line with
the expectation according to event programs. Furthermore, the top words
captured on social media during events are in line with the event character-
istics, such as event topics and expected emotion from crowds.

RQ2. To what extent are social media data able to estimate
the sentiment of crowds in city events? (Chapter 3)

To answer this research question, we performed a sentiment analysis using
social media data in several (city) events. We did so by constructing a novel
sentiment annotated dataset consisting of social media texts collected during
diverse city events. A set of selected state-of-the-art methods are validated
using the constructed dataset.

Our findings show that machine learning based (ML-based) methods
show better performance than lexicon-based methods in most situations in
terms of sentiment estimation. In particular, the ML-based method Linear
Support Vector Classifier (LinearSVC) reaches the minimal estimation error
at approximately 0.177 when trained and tested with an event-based dataset
constructed using social media data collected during city events. Because of
these, we recommend using the ML-based method LinearSVC, trained with
event-based data, to predict sentiments in a crowd using social media.

Based on these findings, we conclude that social media data can be used
for sentiment analysis using machine learning techniques, which reaches
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meaningful results as it correctly identified sentiment in 82.3% of social me-
dia posts. These results are encouraging, and suggest that social media data
could be used to help crowd managers better understand crowds attending
city events.

RQ3. To what extent are social media images able to count
people in city events? (Chapter 4)

To answer this research question, we investigated the effectiveness of four
state-of-the-art methods on estimating crowd size using social media images
in city events. We also investigated the impact of image characteristics on
the estimation performance for different methods. We selected four state-of-
the-art methods after performing a comprehensive literature review and used
the crowd size and image characteristics annotated dataset to examine the
selected methods.

We found that social media images can be used to estimate the crowd size
in the image. Findings show that the so-called direct method !, i.e. Darknet
Yolo (Redmon et al., 2016; Redmon & Farhadi, 2017), reaches better esti-
mation accuracy than so-called indirect methods 2 i.e. Cascade methods A
and B (Sindagi & Patel, 2017). Specifically, Darknet Yolo reaches the high-
est accuracy (72%) in crowd size level estimation and the highest accuracy
(38%) in estimating the specific number of people when less than twenty
people appear in an image. At the same time, the findings about image char-
acteristics impact on methods performance indicate that social media selfie
pictures in parallel view 3 with selfie people in full face * and gatherings
in fixed distributed are more feasible to Faceplusplus and Darknet Yolo for
crowd size estimation, while pictures taken from top view with gatherings
in gradient distribution are more suitable to Cascaded methods. We recom-
mend using the Darknet Yolo method to estimate and predict the crowd size

IDirect methods are methods that identify persons using handcrafted features (e.g. face,
head, shoulder and legs of people) in an image and accumulate them as the number of people
in an image.

’Indirect methods are methods that count people using non-handcrafted features
(learned features) applied with learning algorithms or statistical analyses.

3The parallel view refers to the view that the image is captured from the camera. An
image is annotated as ‘parallel’ if it is captured by a camera in parallel, rather than from top
(annotated as ‘top’) or from the view between top and parallel (annotated as ‘between’).

4Full face is a value of the image characteristic face types. A selfie image may contain
faces in full faces, partial faces, back faces, mix faces or none faces.
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in city events based on social media images, in terms of levels of crowd size
as well as the specific number of people if it is the low dense environment.

RQ4. To what extent are social media data able to estimate
the density of people in city events? (Chapter 5)

To answer the final research question, we proposed a new method to es-
timate density of people using social media data in city events based on
pedestrian traffic flow theory. It consists of three estimation strategies, i.e.
geo-based, speed-based and flow-based density estimation strategies, that
were validated during two city events, i.e. Sail 2015 and King’s Day 2016.
The main findings are as follows.

We show that the proposed density estimation methods using three differ-
ent strategies, i.e. geo-, speed- and flow-based, yield different estimation ac-
curacy. The flow-based density estimation method achieves promising per-
formance in all monitoring areas, both in terms of relative mean difference
(from 20% to 120% improvement with regard to other methods) and tempo-
ral correlation (between 0.54 and 0.87). The speed-based method also fea-
tures a strong temporal correlation (between 0.49 and 0.65), but with higher
estimation errors. Geo-based methods can yield useful results only when the
amount of social media activity in the targeted monitoring area is sufficiently
high. In the meantime, several factors play a significant role in terms of es-
timation accuracy and temporal correlation, such as the properties of a mon-
itoring area, demographics, role, and Points of Interest preferences of the
crowd. If across all monitoring areas, the maximal performance (i.e. higher
temporal correlation and estimation precision than other areas) is achieved
with equal proportion of male and female in the crowd. The sensitivity anal-
ysis showed that the speed-based and flow-based methods achieve optimal
performance when including active users at walking distance, and within
30-40 minutes from the temporal windows of observation.

6.2 Overall conclusions

Based on the findings, the following conclusions can be drawn: first, this
research provides evidence showing that information about crowds derived
from social media, entailing age, city-role, spatio-temporal distribution, Points
of Interest preference, word use, sentiment, crowd size and density estima-
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tion is in line with the estimates of the ground truth during city events stem-
ming from events programs. In the meantime, the accuracy and reliability of
the derived information from social media is influenced by event properties,
attendee profiles, and location characteristics.

Further, using machine learning based method Linear Support Vector
Classifier (LinearSVC), trained with the constructed event-based social me-
dia sentiment dataset, it is possible to estimate the sentiments of people in the
crowd during city events. The Darknet Yolo method can effectively estimate
the size of crowd from social media images during city events. Moreover,
we can conclude that, based on pedestrian traffic flow theory, social media
data can be used to formulate a new method to estimate the density of people
in the crowd.

When it comes to crowd management applications, in the event plan-
ning phase, information about crowd derived from social media collected
in history events can be used for three purposes, i.e. (a) crowd simulation,
where the historical data is used for simulating the dynamics of crowds in
terms of their movement, Spatio-temporal distribution, density, and so on,
(b) inferring crowd management guidelines, such as strategies to deal with
most likely crowded time and area, such as queues and bottlenecks, and (c)
preparing what-if scenarios, i.e. identify scenarios such as event build-up
and break-up phases of the event, and predefine crowd management mea-
sures if these scenarios occur. The sparsity of geo-referenced social media
data which may affect deriving information about crowds can be eliminated
by scaling up the number of geo-referenced social media data based on prob-
abilistic strategies discussed in Chapter 5. The bias of social media usage in
city events can be reduced (Culotta, 2014; Kuru & Pasek, 2016; Firth, 1993)
based on the insights of case studies.

In the operational phase of crowd management (e.g. real-time moni-
toring and intervention deployment), the derived (near) current information
about crowds using social media data can be used to monitor crowds, predict
accidents, and apply feasible predefined measures. Crowd managers keep
monitoring the crowds through derived information. Once the information,
such as density or sentiment of crowds, reaches predefined critical levels,
crowd managers can apply predefined measures to manage the crowds. As
the process of deriving information from social media is not in real-time, the
latency between derived information and the reality may affect the crowd
management decision making, i.e. the shorter latency the higher utility of
derived information for crowd management. Case studies in our research
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shows the latency of deriving information about crowds using social media
data can be shortened to 3 to 5 minutes using enhanced computational power
and network bandwidth in data processing.

To summarize, this research provides insights into data and methods
about deriving information of crowds using social media in city events for
crowd management. A new method to estimate the density of people in the
crowd using social media has been proposed, validated and verified.

6.3 Implications for crowd management practice

The findings and conclusions in this dissertation provide important implica-
tions for practice.

6.3.1 Adopt Web-based data sources in the crowd manage-
ment operations

Current crowd management best-practices suggest the adoption of a combi-
nation of data sources, from stewards on the event terrain regularly reporting
the current status, to continuous feeds coming from ICT infrastructures (Li,
2019). As discussed in the introductory chapter, existing solutions for deriv-
ing data of crowds has advantages and disadvantages in terms of adoption,
precision, semantic richness, and cost. Our work (Chapter 2,3,4,5) shows
that Web-based communication channels, specifically social media, can be
used to provide qualitative and quantitative information that can be useful
for crowd managers. As there are limitations also with social media data
sources (e.g. data sparsity and bias), our recommendation is to consider
them as complementary data sources in support to crowd managers’ deci-
sion making.

6.3.2 Insight into biases introduced by social media sources
and/or content analysis techniques

In the context of the two case studies, this research shows that social me-
dia data exhibits biases in various aspects, such as age, gender, city-role,
and word use. For instance, a social media platform like Instagram is more
popular with teenagers than adults; despite the more balanced demographic
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distribution of attendees during events, social media data collected from city-
scale events might reflect the bias present in the general platform population.
Content analysis methods can also introduce biases that are intrinsic to the
business logic of such technique, or are dependent on the properties of the
analysed data. For instance, a machine learning gender recognition algo-
rithm might be biased to perform better for some demographics (e.g. due
to the employed training data); at the same time, such algorithms could be
of little to no use if the processed data (e.g. social media profile pictures)
are not truthful. While bias reduction techniques exist (Culotta, 2014; Kuru
& Pasek, 2016; Firth, 1993), we acknowledge that, to some extent, some
form of bias is unavoidable. We therefore advocate for a responsible usage
of social media data for crowd management purposes, where their value and
utility is interpreted through the lenses of a good understanding of their bi-
ases in the context of their application. At the sametime, it is also possible
to use the social media data for crowd management as a complement for a
cost-effective system where the number of unbiased sensors (e.g. counting-
systems) can be reduced in combining them with social media data.

6.3.3 Promote social media usage in city events for crowd
management

Obviously, the utility of social media data for crowd management purposes
is conditional to their existence in the context of the monitored event. Our
research shows that, despite the presence of sparsity issues, publicly avail-
able social media content could be sufficient and very useful for providing
quantitative and qualitative information about city-scale events. To reduce
such sparsity, event organisers should promote the use of social media by
the event’s attendees, e.g. by means of advertising campaigns, or public
challenges and competitions. In doing so, we stress the importance of open-
ness and transparency towards their crowd management purposes, to allow
conscious and informed data creation.

6.4 Recommendations for future research

The work presented in this thesis represents a substantial step towards a bet-
ter understanding of the value and utility of social media data for crowd
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management planning and operations purposes. Based on the reported obser-
vations and findings, we elaborate on several opportunities for future work.

6.4.1 Address geo-referenced social media data sparsity

Geo-referenced social media posts, i.e. posts explicitly containing the ge-
ographical coordinates associated with the posting location, are important
for deriving information about the amount and distribution of attendees in
an event area. In our research, we apply probabilistic strategies to scale up
the number of geo-referenced posts based on estimated ground truth data.
To improve the amount of available geo-located posts, suitable existing geo-
localisation techniques for non-georeferenced social media posts should be
investigated. Geolocalization techniques allow for estimating the location of
non-georeferenced social media posts based on various types of information
contained in the posts, such as topics, timestamp, and user profile. Existing
techniques (Paule et al., 2019; Middleton et al., 2018) allows the estimation
of the location of non-georeferenced posts at different spatial granularity, e.g.
street level, block level, and city level. By building on existing approaches
(Paule et al., 2019; Middleton et al., 2018), future work should investigate
the effectiveness of such geolocalization techniques in the context of social
media posts created during city events.

6.4.2 Novel data-fusion techniques

Conventional solutions derive information about crowds based on traditional
data sources such as stewards and ICT infrastructure, e.g. camera, counting-
system, GPS tracker, Wi-Fi sensors. In our research, we use new data sources,
the social media data, to derive such information. In particular, we proposed
a new method to estimate density of crowds in city events using geo-, speed-
and flow-based strategies. Indeed, the different types of data sources must
not be seen as mutually exclusive. Future research can investigate to what ex-
tent the effectiveness of deriving information about crowds can be increased
by fusing social media data with traditional data sources. This thesis pro-
vides an example. In Chapter 5 we describe a flow-based strategy, that uses
pedestrian flow data collected from counting-systems as a prior knowledge
for a crowd density estimation model based on social media data; the fusion,
in this case, led to a 20% to 120% improvement in terms of relative mean
difference with regard to other strategies without using pedestrian flow data
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for calibration. This approach could indeed be pushed forward, considering
other types of data sources. For instance, data from GPS trackers in local
areas can help with calibrating the parameters of methods estimating density
of people in broader areas. Considering the problem of crowd sentiment es-
timation addressed in Chapter 3, videos and images captured from cameras
in localised monitoring areas may be used to inform the estimation of the
demographics and sentiment of crowds in broader areas using social media
data.

6.4.3 Gaining experience by applications during running
events

The information about the crowd extracted from social media content can
find application in two distinct phases of a crowd management effort. In the
event planning phase, the information can be used for analytics and simu-
lation purposes. In the operational phase, it can be used for assessing the
current situation for decision making. Our work had been designed and con-
ducted with both phases in mind. Future work should investigate the impact
that accuracy, reliability, and latency of information could have in the context
of real planning and operational phases.
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Summary

Events are getting more popular and more frequent in cities around the
world. In the Netherlands in 2017, the number of festivals grew to almost
1000 °. These events take place in large areas of the city, they have a com-
mon topic, they include sub-events (activities), and they have start and end
times and lasts from one day to several days. Examples of events are the
national holidays, Soul Live Festival and trade exhibitions. City events can
easily attract a large number of people. Event stakeholders, such as the event
organizers, police, municipalities and other authorities, and crowd managers
are concerned with guaranteeing the safety, comfort and general well be-
ing of the attendees. To this end, they enforce predefined crowd manage-
ment measures that are adaptive to the current state of the event environment
and of the participating crowd. This state is measured through informa-
tion about the factors influencing event planning (Li, 2019) and pedestrian
behaviour (Still, 2000; Tubbs & Meacham, 2007; Abbott & Geddie, 2000;
Zomer et al., 2015) for crowd management, such as crowd size, density,
mobility, emotion, visitor profile, and location. Conventionally, this infor-
mation is derived from data provided by stewards (operating on the ground
during the event) and sometimes pre-installed sensing infrastructures, such
as counting systems, Bluetooth/ Wi-Fi sensors, and video cameras. While
effective, these solutions suffer from several issues: they provide little in-
formation about sentiments, gender and age distribution, they are expensive,
they cannot provide Spatio-temporal information, and they are complex to
install and maintain.

The advent of web-enabled technologies provides new sources of social
media data (e.g. Twitter, Instagram, etc.) that potentially can be used from
crowd management planning and operations. Compared with traditional data

Shttps://www.eventbranche.nl/nieuws/aantal-festivals-groeit-tot-bijna- 1000-per-jaar-
aantal-bezoeken-daalt-miniem-16483.html
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sources, social media data are created by the people themselves and are of-
ten enriched with Spatio-temporal annotations. They possibly contain rich
semantic descriptions without extra sensing infrastructure needed. Such fea-
tures make social media data a promising source of information for deriving
characteristics of the crowd in city events. At the same time, social me-
dia data also suffers from issues of sparsity, bias and low accuracy for the
geo-locations. How and even if social media data can be used for crowd
management purposes is still an open research question.

In this thesis, we hypothesise that social media data can enrich consid-
erably the information needed for crowd management, both in the planning
phase and in the operations phase. In this thesis, we investigate to what ex-
tent social media are able to provide useful information of crowds for crowd
management in city events in terms of four topics, namely event characteri-
sation, attendees’ sentiments, crowd size and crowd density estimation.

For the first topic, we aim to characterise city events using social me-
dia data in terms of various aspects, including demographics of the crowd
(age and gender), visiting motive (city-role, e.g. inhabitants, local or foreign
tourists), Spatio-temporal distribution of crowds, and linguistic patterns. As
a case study, we use two city events that took place in Amsterdam, namely
Sail 2015 and King’s Day 2016; we processed data from Twitter and Insta-
gram, and we analyze the derived information with data from the events pro-
gram, and quantitative data from the crowd management infrastructure. The
analysis provides evidence showing that the derived information in terms of
age, city-role, post position, Pol’s preferences and word use, is consistent
with expected results according to the events program and event organiz-
ers. However, gender composition, referring to the proportion of male and
female, derived from social media data is not in line with expectation ac-
cording to event programs and organizers. At the same time, the derived
information about crowds is influenced by event properties, attendees pro-
file, and place characteristics.

The second topic deals with the sentiments in the crowd. Sentiments are
defined by a mental feeling or emotion (Cambria et al., 2017), which can be
positive, negative or neutral. Having the word use characteristics analysed,
to further mining the semantic characteristics about people in the crowd,
such as emotions of individuals, we explore how a social media dataset can
be used to estimate the sentiments of people in city events. To this end,
we construct a sentiment annotated social media dataset which is collected
from a set of events, and use the dataset to examine the effectiveness of
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state-of-art-methods for sentiment analysis. Our findings show that the ma-
chine learning based method Linear Support Vector Classifier (LinearSVC),
trained with the constructed sentiment dataset, correctly identified sentiment
in 82.3% of social media posts and outperforms other methods in estimating
the sentiment of the crowd in city events. We conclude that social media
data can be used for sentiment analysis using machine learning techniques.
These results are encouraging, and suggest that social media data could be
used to help crowd managers better understand crowds attending city events.

The third topic pertains to estimating the number of people in social me-
dia images. We construct a social media dataset, compare the effectiveness
of face recognition, object recognition, and cascaded methods for crowd size
estimation, and investigate the impact of image characteristics on the perfor-
mance of selected methods. The dataset is constructed considering diverse
events fingerprints. The crowd size and image characteristics are annotated
for each social media image in the dataset. Results show that object recogni-
tion based methods Darknet Yolo reach the highest accuracy (72%) in crowd
size level estimation and the highest accuracy (38%) in estimating the spe-
cific number of people when less than twenty people appear in an image
using social media data in city events. We also found that face recognition
and object recognition methods are more suitable to estimate the crowd size
for social media images which are taken in parallel view (i.e. the camera
and the people being photographed are at a similar height), with full face
selfies and in which all the people in the background have the same distance
to the camera. However, so-called Cascaded methods are more suitable for
images taken from top view with gatherings distributed in gradient. The cre-
ated social media dataset is essential for selecting image characteristics and
evaluating the accuracy of people counting methods in an urban event con-
text. It is also valuable for estimating the density of people in city events
using social media.

The final topic is about the estimation of density (as a function of time).
Using pedestrian traffic flow theory, we proposed a new method to estimate
the density of people using social media data in city events. The approach
consists of three estimation strategies, i.e. geo-based, speed-based and flow-
based density estimation strategies, that were validated using social media
data collected during two city events, i.e. Sail 2015 and Kingsday 2016.
Findings show that the flow-based method achieves promising performance
in all terrains, both in terms of relative mean difference (from 20% to 120%
improvement with regard to other methods) and temporal correlation (be-
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tween 0.54 and 0.87). At the same time, several factors play a significant role
in terms of estimation accuracy and temporal correlation, such as the prop-
erties of the terrain, demographics, role and Points of Interest preferences of
the crowd. When across all terrains, the maximal performance (i.e. higher
temporal correlation and estimation precision than other terrains) is achieved
with an equal proportion of male and female in the crowd. The sensitivity
analysis showed that the speed-based and flow-based methods achieve opti-
mal performance when including active users at walking distance, and within
30-40 minutes from the temporal windows of observation. According to the
findings, the flow-based method is useful to estimate the density of people
in the crowd in city events for crowd management.

To summarize, this research provides insights into data, methods, and
influencing factors (such as visitor profile, crowd location, mobility, emotion
and density) when deriving information about crowds using social media in
city events. A new method to estimate the density of people in the crowd
using social media has been proposed, validated and verified.

The scientific contributions in this work consist of three categories, i.e.
methodological contributions, novel insights and constructed datasets. Firstly,
the methodological scientific contribution is a new method to estimate den-
sities from social media data developed by the application of (pedestrian)
traffic flow theory concepts. Secondly, the social media data analyses are
performed as case studies in this research (Chapter 2 and 5). The data anal-
yses provide a better understanding of how social media data can be used to
derive information about crowds. Lastly, a set of social media datasets are
collected and annotated in this research (Chapter 2 to 5), from diverse city
events. These datasets can be further used for, for instance, developing and
verifying new models, studying and analysing cases.

The findings reported in this work have important implications for prac-
tice. According to the findings, we recommend crowd managers to in-
clude web-based data sources, such as social media data, in crowd man-
agement. At the same time, crowd managers should be aware of the biases
introduced by social media sources and/or content analysis techniques. To
stress the sparsity of social media data deriving information about crowds
for crowd management, it is recommended to promote social media usage in
city events.

When it comes to crowd management applications, in the event planning
phase, information about crowds derived from social media collected in his-
tory events can be used for crowd behaviour simulation, inferring crowd
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management guidelines, and preparing what-if scenarios. The sparsity of
geo-referenced social media data which may affect deriving information
about crowds can be eliminated by scaling up the number of geo-referenced
social media data based on probabilistic strategies discussed in Chapter 5.
The bias of social media usage in city events can be reduced (Culotta, 2014;
Kuru & Pasek, 2016; Firth, 1993) based on the insights of case studies. In
the operational phase, the derived (near) current information about crowds
using social media data can be used to monitor crowds, predict accidents,
and apply feasible predefined measures.

In future work, we plan to study and compare the effectiveness of inves-
tigated methods in various contexts of city events, having different nature,
size, and location in the city. We are also going to explore methods to de-
rive more aspects of information from social media about people, such as
economic status, occupation, interest topics and social networks. In addi-
tion, to deal with social media data sparsity in particular after the growing
movement called #noGeo, we plan to apply geo-localization techniques to
increase the amount of geo-referenced posts to counter the sparsity of geo-
referenced data. Finally, we plan to investigate how social media data can be
used in real-time for crowd management.






Samenvatting

Social media gebruiken om menigte te karakte-
riseren in stadsevenementen voor crowd manage-
ment

Evenementen worden steeds populairder en vaker gehouden in steden over
de hele wereld. In Nederland groeide het aantal festivals in 2017 tot bijna
1000 ©. Deze evenementen vinden vaak plaats in grote delen van de stad,
hebben een gemeenschappelijk onderwerp en bieden verschillende activitei-
ten aan. De evenementen zijn tijdsgeboden en duren meestal één of meer
dagen.

Voorbeelden van evenementen zijn de festivals tijdens de nationale feest-
dagen, Soul Live Festival en vakbeurzen. Stadsevenementen trekken over het
algemeen een groot publiek. Belanghebbenden van evenementen, zoals de
organisatoren van evenementen, politie, gemeenten en andere autoriteiten,
en menigte handhavers zijn daarom verantwoordelijke om de veiligheid, het
comfort en het algemene welzijn van de aanwezigen te waarborgen. Hier-
voor worden vooraf richtlijnen opgesteld en maatregelen getroffen om met
de massa menigte om te gaan. Dit wordt ook wel crowd management ge-
noemd.

Voor het opstellen van de richtlijnen en veiligheidsmaatregelen voor crowd
management wordt er rekening gehouden met verschillende factoren die in-
vloed hebben op de evenementenplanning (L1, 2019) en voetgangersgedrag
(Still, 2000; Tubbs & Meacham, 2007; Abbott & Geddie, 2000; Zomer et al.,
2015). De richtlijnen en maatregelen dienen wel flexibel te zijn zodat orga-
nisatoren en handhavers zich kunnen aanpassen aan de situatie in geval er

Shttps://www.eventbranche.nl/nieuws/aantal-festivals-groeit-tot-bijna-1000-per-jaar-
aantal-bezoeken-daalt-miniem-16483.html
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veranderingen optreden. Enkele voorbeelden factoren zijn: publieksgrootte,
dichtheid, mobiliteit, emotie, bezoekersprofiel en locatie. Deze informatie is
vaak beschikbaar door fysieke waarnemingen op het evenement zelf of door
gebruik te maken van vooraf geinstalleerde detectie-infrastructuren, zoals
telsystemen, Bluetooth / Wi-Fi-sensoren en videocamera’s.

Hoewel deze technieken effectief zijn, is de beschikbare data gelimiteerd.
Er is bijvoorbeeld weinig informatie beschikbaar over de gevoelens, het ge-
slacht en de leeftijdsindeling van de aanwezige menigte. Daarnaast zijn deze
technieken duur in aanschaf en bieden weinig tot geen informatie aan over
tijd en locatie. Bovendien zijn deze technieken complex om te installeren en
te onderhouden.

De opkomst van web-enabled technologieén biedt nieuwe mogelijkhe-
den aan om relevante data te verzamelen afkomstig van sociale-media plat-
formen zoals Twitter and Instagram, die gebruikt kan worden tijdens de plan-
ning en uitvoering van crowd management. Vergeleken met traditionele da-
tabronnen wordt socialmedia data door de mensen zelf gecreéerd en vaak
verrijkt met ruimtelijk-temporele annotaties. Ze bevatten mogelijk rijke se-
mantische beschrijvingen zonder dat er extra detectie-infrastructuur nodig is.
Dergelijke functies maken sociale-mediagegevens een veelbelovende infor-
matiebron voor het afleiden van kenmerken van de menigte bij stadsevene-
menten. Maar aan de andere kant kampen sociale-media gegevens ook met
problemen zoals schaarsheid, vertekening en lage nauwkeurigheid voor de
geolocaties. De vraag hoe en of social media gegevens gebruikt kan worden
is nog een open onderzoeksvraag.

In dit proefschrift veronderstellen we dat social media gegevens, in zo-
wel de operationele fase als in de planningsfase, de informatie die nodig is
voor crowd management aanzienlijk kan verrijken. We onderzoeken in hoe-
verre sociale media gegevens gebruikt kan worden om nuttige informatie te
verschaffen over menigten voor crowd management bij stadsevenementen
waarbij we focussen we op vier onderwerpen: evenementkarakterisering,
gevoelens van bezoekers, omvang van het publiek en de inschatting van de
massadichtheid.

Voor het eerste onderwerp analyseren we de karakteristieken van stade-
venementen, waaronder demografische gegevens van de menigte (leeftijd en
geslacht), reden van bezoek, de verdeling van menigten en taalkundige pa-
tronen. Voor dit onderzoek gebruiken we de social media gegevens aftkom-
stig van Twitter en Instagram van twee stadsevenementen die plaats hebben
gevonden in Amsterdam: Sail 2015 en Koningsdag 2016. De onderzoeks-
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resultaten tonen aan dat karakteristieken zoals leeftijd, rol van de stad, post-
positie, Pol’s voorkeuren en woordgebruik consistent is met de verwachte
resultaten volgens het evenementenprogramma en de organisatoren van eve-
nementen. Daar en tegen komt de geslachtssamenstelling, refererend naar
het aandeel van mannen en vrouwen, afgeleid van gegevens van sociale me-
dia, niet in overeen met de verwachting volgens evenementenprogramma’s
en organisatoren. Daarnaast zien we ook dat afgeleide informatie over drukte
beinvloed wordt door evenementeigenschappen, het profiel van de deelne-
mers en locatie kenmerken.

In het tweede onderwerp is gerelateerd aan de gevoelens van de aan-
wezige menigte. Sentimenten worden bepaald door een mentaal gevoel of
emotie (Cambria et al., 2017), die positief, negatief of neutraal kan zijn. We
hebben eerst de karakteristieken van de woordkeuzes geanalyseerd. Om de
semantische kenmerken van mensen in de menigte, zoals emoties van in-
dividuen, verder te af te leiden, onderzoeken we hoe een dataset bestaande
sociale media gegevens kan worden gebruikt om de gevoelens van mensen
in stadsevenementen in te schatten. We hebben een sentiment-geannoteerde
dataset van sociale media geconstrueerd en gebruiken deze dataset om de ef-
fectiviteit van state-of-art-methoden voor sentimentanalyse verder te onder-
zoeken. Onze bevindingen tonen aan dat de op machine- learning gebaseerde
methode Linear Support Vector Classifier (LinearSVC), getraind met de op-
gebouwde sentimentdataset, het sentiment correct identificeerde in 82,3%
van de berichten op sociale media en beter presteert dan andere inschattings-
methoden van het sentiment van de menigte bij stadsevenementen. Hieruit
concluderen we dat sociale mediagegevens gebruikt kan worden voor senti-
mentanalyse met behulp van machine learning-technieken. Deze resultaten
zijn bemoedigend en suggereren dat het gebruik van sociale-mediagegevens
een positieve bijdrage kunnen leveren om crowdmanagers te helpen bij het
beter begrijpen van menigten die naar evenementen in de stad gaan.

Het derde onderwerp heeft betrekking op het inschatten van het aantal
mensen op afbeeldingen van sociale media gegevens. We construeren een
sociale media dataset, vergelijken de effectiviteit van gezichtsherkenning,
objectherkenning en trapsgewijze methoden voor het inschatten van de me-
nigte en onderzoeken de impact van beeldkenmerken op de prestaties van ge-
selecteerde methoden. De dataset is samengesteld uit social media gegevens
van verschillende stadsevenementen. De omvang van de menigte en beeld-
kenmerken worden geannoteerd voor elk social media-beeld in de dataset.
De resultaten tonen aan dat Darknet Yolo, gebaseerd op objectherkenning,
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de hoogste nauwkeurigheid (72%) bereikt bij het schatten van de omvang
van het publiek en de hoogste nauwkeurigheid (38%) bij het inschatten van
het specifieke aantal mensen wanneer minder dan twintig mensen in een af-
beelding verschijnen.

Tevens tonen de resultaten aan dat methoden voor gezichtsherkenning en
objectherkenning geschikter zijn om de omvang van het publiek in te schat-
ten voor afbeeldingen die genomen zijn in landscapemode (d.w.z. de camera
en de mensen die worden gefotografeerd bevinden zich op een vergelijkbare
hoogte), zelfportretten met het gehele gezicht erop en afbeeldingen waarbij
alle mensen op de achtergrond dezelfde afstand tot de camera hebben. Daar
en tegen zijn trapsgewijze-methoden geschikter voor afbeeldingen die van
bovenaf zijn genomen waarbij het publiek verspreid staat. De gecreéerde
sociale media dataset is essentieel voor het selecteren van beeldkenmerken
en het evalueren van de nauwkeurigheid van methoden voor het tellen van
mensen in een stedelijke evenementcontext. Het is ook waardevol voor het
inschatten van de dichtheid van mensen bij stadsevenementen.

Het laatste onderwerp gaat over het inschatten van dichtheid (als functie
van tijd). Met behulp van de verkeersstroomtheorie voor voetgangers heb-
ben we een nieuwe methode voorgesteld om de dichtheid in te schatten van
mensen die sociale-mediagegevens gebruiken bij stadsevenementen. De aan-
pak bestaat uit drie inschattingsstrategieén: geo-gebaseerde strategieén, op
snelheid gebaseerde strategieén en op stroming gebaseerde dichtheidsschat-
tingsstrategie€n. Deze strategieén zijn gevalideerd met behulp van sociale-
mediagegevens die zijn verzameld tijdens de twee stadsevenementen Sail
2015 en Koningsdag 2016. De resultaten tonen aan dat de flow gebaseerde
methode veelbelovende prestaties behaalt op alle terreinen, zowel het relatief
gemiddeld verschil (van 20% tot 120% verbetering ten opzichte van andere
methoden) als de temporele correlatie (tussen 0,54 en 0,87). Tevens zien we
dat verschillende factoren, zoals de eigenschappen van het terrein, demogra-
fische gegevens, rol en POI-voorkeuren van de menigte, een belangrijke rol
spelen in de schattingsnauwkeurigheid en temporele correlatie. Op alle ge-
bieden wordt de maximale prestatie (d.w.z. hogere temporele correlatie en
schattingsprecisie dan andere terreinen) bereikt met een gelijk aandeel man-
nen en vrouwen in de aanwezige menigte. De gevoeligheidsanalyse toont
aan dat de op snelheid gebaseerde methoden en op flow-based methoden op-
timale prestaties bereiken wanneer actieve gebruikers op loopafstand worden
bijgehouden en zich binnen 30-40 minuten van de temporele observatieven-
sters bevinden. De resultaten tonen aan dat de flow-based methode gebruikt
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kan worden om een nauwkeurig schatting te maken van de dichtheid van
mensen in stadsevenementen.

Samenvattend biedt dit onderzoek inzicht in data, methoden en beinvloe-
dende factoren (zoals bezoekersprofiel, publiekslocatie, mobiliteit, emotie
en dichtheid) bij het afleiden van informatie over menigten gebruikmakend
van sociale media gegevens bij stadsevenementen. Een nieuwe methode om
de dichtheid van mensen in de mensenmassa in te schatten met behulp van
sociale media is voorgesteld, gevalideerd en geverifieerd.

De wetenschappelijke bijdragen in dit werk bestaat uit drie onderdelen:
de methodologische bijdragen, nieuwe inzichten in het gebruik van gegevens
uit social media en geconstrueerde datasets voor analyses. De eerste bijdrage
is de methodologisch wetenschappelijke bijdrage waarbij een nieuwe metho-
diek is voorgesteld om dichtheden van menigte in te schatten uit gegevens
van social media door gebruik te maken van toepassing van (voetgangers)
verkeersstroomtheorie concepten. De tweede bijdrage is het data analyse
onderzoek op de casus studies beschreven in (Hoofdstuk 2 en 5). De data
analyses geven een beter inzicht in hoe social media gegevens gebruikt kun-
nen worden om informatie over menigten af te leiden. Ten slotte wordt in dit
onderzoek een reeks gegevenssets van sociale media verzameld en geanno-
teerd (Hoofdstuk 2 naar 5), bestaande uit diverse stadsevenementen. Deze
datasets kunnen verder worden gebruikt voor bijvoorbeeld het ontwikkelen
en verifiéren van nieuwe modellen, het bestuderen en analyseren van andere
onderzoeksvraagstukken.

De bevindingen in dit onderzoek hebben belangrijke implicaties voor de
praktijk. Aan de hand van deze onderzoeksresultaten raden we crowdmana-
gers aan om web gebaseerde gegevensbronnen, zoals socialmedia gegevens,
te gebruiken bij crowdmanagement. Tegelijkertijd moeten crowdmanagers
bewust zijn van de onzuiverheden die worden veroorzaakt door gegevens
voor sociale media en / of analyze technieken. Om de schaarsheid te bena-
drukken van sociale media gegevens waarmee informatie over menigten kan
worden afgeleid voor crowd management, wordt aanbevolen om het gebruik
van sociale media bij stadsevenementen te promoten.

Als het gaat om toepassingen voor crowd management, kan in de plan-
ningsfase gebruik gemaakt worden van historisch verzamelde social media
data voor een simulatie van het gedrag van de menigte, het afleiden van richt-
lijnen voor crowd management en het voorbereiden van was-als situaties.

De schaarsheid van geo-gerefereerde sociale-mediagegevens die van in-
vloed kunnen zijn op het afleiden van informatie over menigten, kan worden
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ge€limineerd door het aantal geo-gerefereerde sociale-mediagegevens op te
schalen op basis van probabilistische strategieén die worden besproken in
hoofdstuk 5. Het vooroordeel van het gebruik van sociale media bij stads-
evenementen kan worden verminderd (Culotta, 2014; Kuru & Pasek, 2016;
Firth, 1993) door de verkregen inzichten van de casus onderzoeken. In de
operationele fase kan de afgeleide information over drukte afkomstig uit so-
cial media gebruikt worden om drukte te monitoren, ongevallen te voorspel-
len en vooraf gedefinieerde maatregelen te treffen.

In toekomstig onderzoek zijn we van plan de effectiviteit van onder-
zochte methoden te bestuderen en te vergelijken met verschillende contex-
ten van stadsevenementen met verschillende aard, grootte en locatie in de
stad. Tevens gaan we methoden onderzoeken om meer aspecten van infor-
matie uit sociale media over mensen af te kunnen leiden, zoals economi-
sche status, beroep, interessethema’s en sociale netwerken. Daarnaast zijn
we van plan om geo-lokalisatie-technieken toe te passen om de hoeveel-
heid geo-gerefereerde berichten te vergroten en om de schaarsheid van geo-
gerefereerde data tegen te gaan en daarbij met name om de schaarsheid van
sociale media in het bijzonder na de groeiende beweging genaamd #noGeo
aan te pakken. Ten slotte zijn we van plan om te onderzoeken hoe social
media-gegevens in realtime gebruikt kan worden bij crowd management.
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