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ABSTRACT 
The current study investigated the role of trust in students’ atti-
tudes towards personal data sharing in the context of e-assess-
ment, and whether this is different for students with special edu-
cational needs and disabilities (SEND). SEND students were in-
cluded as a special target group because they may feel more de-
pendent on e-assessment technologies, and thus, more easily con-
sent to personal data sharing. A mixed methods research design 
was adopted combining an online survey and a focus group inter-
view to collect quantitative and qualitative data. The findings sug-
gest that a considerable number of students trust e-assessment 
technology that does not require the physical presence of a super-
visor. Students who trust are more likely to perceive e-assessment 
technology as having no disadvantages, and are more willing to 
share their personal data for e-assessment purposes. The re-
sponses of SEND and non-SEND students do not differ signifi-
cantly in terms of trust. However, the results diverge regarding 
the relation between trust and perception of e-assessment tech-
nology as having no disadvantages. Practical implications for in-
formed consent are discussed. 

CCS CONCEPTS 
• Security and privacy ~ Human and societal aspects of security 
and privacy • Security and privacy ~ Social aspects of security and 
privacy 
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1 Introduction 

1.1 General Problem 
Art. 4 of the General Data Protection Regulation (GDPR) [1] 
clearly states that consent to personal data sharing should be 
“freely given”: “[…] any freely given, specific, informed and un-
ambiguous indication of the data subject’s wishes by which he or 
she […] signifies agreement to the processing of personal data re-
lating to him or her”. However, there is little consensus around 
what constitutes “freely given” or voluntary consent. Consent re-
flects one of the fundamental ethical principles, namely, respect 
to the data subjects’ (i.e., those who are requested to consent) au-
tonomy. Ach [2] describes two ways in which consent and auton-
omy can be linked to each other. First, autonomy as a feature of 
an act - a possibility to act in a particular way, which implies the 
data subject is given a choice. However, in practice, consent to 
personal data sharing is often offered on a ‘take it or leave it’ basis 
turning the choice into a dilemma [3, 4]. Second, autonomy as a 
feature of an individual. With respect to this, Appelbaum, Lidz, & 
Klitzman [5] speak of the importance of being “free from external, 
intentional, illegitimate, and causal influences” (p. 132). 

Nelson, & Merz [6] define voluntariness of consent as “an ex-
ercise of free will or choice - an act being done volitionally or with 
intent and deliberateness, and one that is free from coercion and 
undue influence” (p. 69). The authors investigated the voluntari-
ness issue by exploring characteristics of the data subjects and be-
haviours of the data controllers (i.e., those who request consent). 
Their study revealed that factors such as cognitive capacity, soci-
oeconomic status, health state, and family position may constrain 
the data subjects’ ability to make a voluntary decision. This is par-
ticularly problematic when sensitive personal data is involved, 
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such as in health care or educational assessments. A study con-
ducted by Wilkowska, & Zielfe [7] in the context of e-health illus-
trates these ethical concerns: in this study, less healthy people ap-
peared to be less concerned about the secure storage of their per-
sonal data than healthy people. Here, Burgess [8] speaks of a po-
tential trade-off between benefits and risks: even if people are 
aware of the risks involved, they may feel tempted or forced to 
provide their consent to access a particular product or service.  

Similarly, in the context of e-assessment, a trade-off may ex-
ist between, on the one hand, the wish to study remotely (e.g., to 
combine it with work), and on the other hand, concerns about per-
sonal data sharing raised by the use of state-of-the-art e-assess-
ment technologies. A previous study [9] involving technologies 
for identity and authorship verification in e-assessment showed 
that personal data sharing is considered a major disadvantage of 
such technologies by almost half of the students who participated 
in that study. About one in ten students are unwilling to share any 
personal data at all. Those who are willing to share their personal 
data are least willing to share video recordings of their face.  

To weigh benefits and risks associated with personal data 
sharing can be extremely difficult for students, and additionally, 
as Nelson, & Merz [6] described, affected by personal characteris-
tics, such as health state. Due to health issues, students with spe-
cial educational needs and disabilities (SEND) might have a differ-
ent perspective on the use of such technologies: they might feel 
more dependent, not to have a choice really, and thus, more or 
less compelled to consent. The results of the previous study [9] 
demonstrated that even though SEND and non-SEND students 
equally perceive the need to share their personal data as a major 
disadvantage, they are differently inclined towards sharing pre-
cisely the most sensitive type of personal data in that study: video 
recordings of their face. 60% of SEND students are willing to share 
these data compared to 42% of non-SEND students. 

To explain this phenomenon, Campos-Castillo [10] refers to 
trust in technology - “the belief that it will execute a set of tasks 
with minimal risks” (p. 153).  Trust in the ‘owner’ of the technol-
ogy appears to play a role as well. In a study done by Schnall, 
Higgins, Brown, Carballo-Dieguez, & Bakken [12] in the context 
of e-health, participants “emphasized the need to trust the 
“owner” of the app” to decide on “entering or sharing their per-
sonal health information” (p. 7).  However, ‘too much’ trust can 
be harmful. Campos-Castillo [10] gives the example of relying ‘too 
much’ on cruise control while driving a car. With respect to this, 
McEvily, Perrone, & Zaheer [13] describe trust as a heuristic asso-
ciated with biases “that can result in judgments that are substan-
tially flawed and costly” (p. 100).  

 Luhman [14] distinguishes between trust and confidence. 
Both feelings are built on expectations which may be disap-
pointed. However, when people are confident, they assume that 
their expectations will not be disappointed because the chances of 
that actually happening are very small. Trust, in contrast, assumes 
a situation of risk and a more or less deliberate consideration of 
alternatives. As Luhman [14] points out, the distinction between 
confidence and trust depends on perception, and both can consti-
tute the basis for consent to personal data sharing. 

When considering trust in the context of e-assessment, Ed-
wards, Holmes, Whitelock, & Okada [15] identify different layers 
of trust, namely, trust: in an educational institution (e.g., based on 
reputation); in technology (e.g., functions as expected); in the de-
ployment of technology (e.g., transparency); in personal data pro-
cessing (e.g., processed as agreed and intended). They asked stu-
dents to answer several questions about trust before and after they 
engaged with e-assessment technology. After engaging with the 
technology, students were less likely to say they fully trust the 
technology. The authors suggest that trust cannot be guaranteed 
by engaging with the technology, and may be affected by more 
factors. Students may need more time or more information to be-
come familiar and feel comfortable with the technology. Another 
study by Okada, Whitelock, Holmes, & Edwards [16] in the same 
context showed that ‘older’ students who have less experience 
with e-assessment technology are more likely to trust.  

Although some work has been done already, more effort is 
needed to research the relation between trust and students’ atti-
tudes towards personal data sharing in this specific context, espe-
cially in regard to SEND students. To address this issue, this paper 
reports on a study that investigated students’ general trust in e-
assessment technology involving identity and authorship verifi-
cation. 

1.2 Research Questions 
What is the role of trust in students’ attitudes towards personal 
data sharing in the context of e-assessment, and is this different 
for SEND students? To answer this general question, the current 
study addressed the following sub-questions:  

Q1: To what extent do students trust e-assessment technol-
ogy that does not require the physical presence of a supervisor? 

Q2: Is there a relation between trust and seeing personal data 
sharing as a major disadvantage of e-assessment technology?  

Q3: Is there a relation between trust and willingness to share 
particular types of personal data? 

Q4: Is there a relation between trust and reading the infor-
mation provided alongside the request for personal data (informed 
consent)? 

Q5: Is there a relation between trust and students’ demo-
graphic characteristics (sex, age, and educational level)? 

Q6: Do the results for the above questions differ significantly 
for SEND students? 

2 Method 

2.1 Design 
For the current study, an explanatory sequential mixed-methods  
design was adopted combining exploratory correlational analysis 
of quantitative data collected through an online survey with qual-
itative analysis of data collected through a focus group interview 
[17]. The online survey included questions investigating attitudes 
towards personal data sharing in the context of e-assessment, in-
cluding trust. These questions were part of a questionnaire that 
was developed in the context of the TeSLA project pilot 
(https://tesla-project.eu/), which aimed to test and evaluate the 
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TeSLA technology for identity and authorship verification (in-
cluding instruments for face and voice recognition, analysis of 
keystroke dynamics and writing style, and plagiarism detection) 
[18]. The online survey was presented immediately after an in-
formed consent procedure. The main findings were discussed in 
greater depth through a focus group interview that took place af-
ter participants engaged with the TeSLA technology.  

2.2 Participants 
228 students from various faculties of the Open University of the 
Netherlands completed the online survey. 71% of the participants 
were female, and more than half were over the age of 40 years. 
These figures more or less reflect the overrepresentation of female 
and older students in the student population as a whole. 35% of 
the participants were SEND students, included as a special target 
group. The focus group interview involved four students, includ-
ing three SEND students. 

2.3 Materials 
Informed consent. The informed consent procedure was conducted 
in Dutch and included an information letter and a consent state-
ment. The information letter contained 996 words addressing the 
purpose of data collection, collection and processing details, and 
contact information. Data subject rights (e.g., the right to with-
draw consent or to request deletion of personal data) were pre-
sented together with instructions on how to exercise these rights. 
The consent statement contained 303 words and was presented at 
the end of the information letter.  

Online questionnaire. Data were collected using the Bristol 
Online Survey (BOS) tool (https://www.onlinesurveys.ac.uk/), and 
included a statement about trust ‘I trust e-assessment technology 
that does not require the physical presence of a supervisor’ (scale 
of 1 to 5, where 1 is ‘Completely disagree’, and 5 is ‘Completely 
agree’), questions about perceiving personal data sharing as a dis-
advantage of e-assessment technology (yes/no), seeing no disad-
vantages (yes/no), willingness (yes/no) to share particular types 
of personal data (an image of face, a video recording of face, a 
voice recording, keystroke dynamics), reading the information 
provided alongside the request for personal data (yes/no), time 
spent reading (in minutes), and demographic characteristics (sex, 
age, educational level, SEND).  

Focus group interview questions. During the focus group in-
terview, students were asked to elaborate on their experiences 
with personal data sharing, decision-making with respect to per-
sonal data sharing, perception of advantages and disadvantages 
related to e-assessment technology. As SEND students were 
overrepresented, considerable attention was paid to the alignment 
of e-assessment technology with their needs and disabilities.  

2.4 Procedure 
Two sampling procedures were used, depending on the specific 
target group. SEND students were invited to participate in the 
study via e-mail by the university advisor for SEND students. 
Other students were invited following a two-stage sampling pro-
cedure. In the first stage, teachers of relevant courses were invited 

to participate in the pilot. These teachers subsequently invited stu-
dents enrolled in their course to participate in the pilot. All stu-
dents were presented with an informed consent form through 
which they could indicate their decision with respect to personal 
data sharing for e-assessment purposes. For SEND students, a ded-
icated course environment was created to realise an experience 
similar to that of the students enrolled in regular courses. All stu-
dents who provided consent were asked to complete an online 
survey and invited for a follow-up focus group interview. 

2.5 Data Analysis 
Quantitative data were analysed using IBM SPSS Version 24 [19]. 
Non-parametric tests were used in analysing the relations be-
tween variables. Depending on the measurement levels, these in-
cluded  Pearson chi-square, and Kendall’s tau-b. We explored the 
relations: first, between trust and seeing personal data sharing as 
a major disadvantage of e-assessment technology; second, be-
tween trust and willingness to share particular types of personal 
data; third, between trust and reading the information provided 
alongside the request for personal data; finally, between trust and 
demographic characteristics. Due to skewed distributions, data 
collected on trust were recoded into three broader categories 
(‘Disagree’ (scores 1 and 2), ‘Neutral’ (score 3), and ‘Agree’ (scores 
4 and 5)) to ensure a minimum number of cells with sufficient ob-
servations. For the focus group interview, a written report was 
produced.  

3 Results 
Q1: To what extent do students trust e-assessment technology 

that does not require the physical presence of a supervisor? 
Out of 228 participants, 64% agreed that they trust e-assess-

ment technology. With respect to this question, during the focus 
group interview, one student commented that analysing key-
stroke dynamics may be helpful to reduce unfair behaviour, but 
face and voice recognition may be easily manipulated. This sug-
gestion was rejected by another student who could hardly believe 
that students can manipulate these instruments that seemed to her 
quite safe and secure.  

Q2: Is there a relation between trust and seeing personal data 
sharing as a major disadvantage of e-assessment technology?  

Previously we reported that 45% of the participants saw per-
sonal data sharing as a major disadvantage of e-assessment tech-
nology [9]. Follow-up analysis performed in the current study 
showed that these students expressed as much trust as students 
who did not see personal data sharing as a major disadvantage. 
Interestingly, students who expressed trust were more likely to 
perceive e-assessment technology as having no disadvantages  (χ2 

(2) = 5.667, p = .059).  
Q3: Is there a relation between trust and willingness to share 

particular types of personal data? 
Previously we found that 9% of the participants were unwill-

ing to share any personal data at all [9]. Of those who were willing 
to share their personal data, only about one in two students were 
prepared to share video recordings of their face, whereas images 
of their face, voice recordings, and keystroke dynamics appeared 
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to be less sensitive. Follow-up analysis exploring the relation with 
trust showed that students who do not trust e-assessment tech-
nology more often (22% vs. 9% overall) indicated they are not will-
ing to share any personal data at all (χ2 (2) = 9.696, p = .008). Trust 
did not appear to affect willingness to share particular types of 
personal data. During the focus group interview, students did not 
elaborate specifically on willingness to share particular types of 
personal data. However, they stressed that the fact that personal 
data sharing is voluntary, and consent can be withdrawn any time 
without giving a reason considerably contributes to a sense of 
trust.  

Q4: Is there a relation between trust, and reading the infor-
mation provided alongside the request for personal data (informed 
consent)? 

Exploring the relation between trust and reading behaviour 
in more detail, we found a remarkable result: students who took a 
neutral position regarding trust more often indicated to spend 5 
minutes or more reading the information letter: 74% compared to 
51% in the group indicating no trust, and 55% in the group who 
trust (χ2 (2) = 6.153, p = .046).   

Q5: Is there a relation between trust and students’ demographic 
characteristics (sex, age, and educational level)? 

A positive relation was found between trust and age: 
‘younger’ students were less likely to trust e-assessment technol-
ogy than ‘older’ students (ꚍb = .123, p = .032). No relation was 
found between trust and sex or educational level. 

Q6: Do the results for the above questions differ significantly for 
SEND students? 

Regarding the question whether students trust e-assessment 
technology, the responses of SEND and non-SEND students were 
almost the same: 65% of SEND students said ‘Agree’ or ‘Com-
pletely agree’ compared to 63% of non-SEND students. Neither 
was a difference found between both groups when examining the 
relation between trust and seeing personal data sharing as a major 
disadvantage. However, the results did diverge for the relation be-
tween trust and perceiving e-assessment technology as having no 
disadvantages. For non-SEND students, the relation followed a 
linear pattern: trusting the technology was positively related to 
perceiving the technology as having no disadvantages. For SEND 
students, the pattern was different: here, students with a neutral 
position on trust appeared less likely to perceive the technology 
as having no disadvantages (13%) than students who trust (28%) 
and do not trust (27%). Thus, the relation reported earlier in this 
paper (Q2) appeared to hold only for non-SEND students. The gen-
eral pattern that trust enhances willingness to share personal data 
was visible in both groups, SEND and non-SEND students. For Q4, 
the remarkable result described earlier in this paper held for both 
groups. Finally, regarding Q5, the results did not differ signifi-
cantly.  

4 Conclusions and Discussion 
The current study was initiated to investigate the role of trust in 
students’ attitudes towards personal data sharing in the context of 
e-assessment, and whether this is different for SEND students. The 

findings suggest that more than 60% of the students who partici-
pated trust e-assessment technology that does not require the 
physical presence of a supervisor. Especially ‘older’ students are 
more likely to trust, which is in line with the previous study by 
Okada et al [16]. This may be because ‘older’ students are less ex-
perienced with technologies in general, and also less aware of 
risks and dangers related to personal data sharing. In contrast, 
‘younger’ students have grown up engaging with technologies 
every day that help them acquire relevant knowledge and skills in 
this field, and adapt their behaviour and attitudes towards per-
sonal data sharing accordingly.  

Furthermore, students who trust are more likely to perceive 
e-assessment technology as having no disadvantages, and more 
willing to share personal data. This might be indicative of ‘too 
much’ trust described by Campos-Castillo [10], and MsEvily et al 
[13]: people may become less critical, accept more easily, and take 
poor decisions, when they put ‘too much’ trust. However, this is 
a fine line: when does trust become ‘too much’ trust?  

Concerning reading the information provided alongside the 
request for personal data, those students who have a neutral po-
sition seem to spend more time reading the information letter. 

Finally, SEND and non-SEND students equally express trust. 
For both groups trust is positively related to willingness to share 
personal data. However, a different pattern appears in both groups 
when it comes to the relation between trust and perception of e-
assessment technology as having no disadvantages. These results 
merit further investigation.  

The current study points out that trust plays a role in stu-
dents’ attitudes towards personal data sharing in the context of e-
assessment. Taking it from a more practical point of view, there is 
a need to shift efforts towards translating knowledge we have 
about trust into practice to identify ways of improving practice. 
With respect to informed consent to personal data sharing, to en-
sure informed decision-making, various decision aids are cur-
rently being explored to help data subjects better understand their 
choices, and in the end, make a choice consistent with their needs, 
preferences, and expectations [20, 21].   

Several limitations concerned the current study. First, the 
data collected included only self-reported data. Second, the focus 
group interview demonstrated that students who participated 
were very interested in e-assessment technology, while students 
with less favourable opinions did not participate. With respect to 
this, the results of the focus group interview can be considered as 
rather optimistic.  
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