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 A B S T R A C T

The inland waterway transport sector is facing increasingly stringent legislation to reduce emissions and 
improve energy efficiency. Speed planning has the potential to provide logistically compliant, energy-efficient, 
and emission-reducing voyages for inland vessels. However, current speed planning methods do not consider 
PM and NO𝑥 emissions, nor do they consider alternative power systems to internal combustion engines (ICE) 
and full electric systems. These omissions have led to a lack of clarity on the impact of speed planning on 
the emission profile of inland vessels and the impact of alternative power systems on energy consumption. 
In this paper we propose a validated speed planning method that considers the emission profile (CO2, PM10, 
and NO𝑥) and different engine types for inland vessels in an leg-based speed planning approach while taking 
into account varying fairway water depth and speed. Through a use case we show that the vessel can achieve 
a 7.26% energy, 5.37% CO2 and fuel, 3.85% NO𝑥, and 6.77% PM10 reduction while maintaining the same 
arrival time; showing a distinct difference of this method compared to slow steaming. We also find that CO2, 
NO𝑥, PM10, and energy are not directly proportional when making speed adjustments. Finally, we analyze the 
adverse effects of emission control areas and emission limits on the energy consumption and arrival times of 
vessels with non-zero emissions propulsion.
1. Introduction

1.1. Background

Emissions have strong adverse effects globally and locally on health, 
climate, and the environment. In 2019 the European Commission 
launched the European Green Deal strategy to overcome climate change 
challenges; aiming at reducing the net greenhouse gas emissions by 
55% by 2030, and to be climate-neutral by 2050 [1]. The Commission 
also proposes to enhance long-term energy efficiency measures, includ-
ing an increase from 9% to 11.7% of the binding Energy Efficiency 
Target [2]. Moreover, the REPowerEU plan and Renewable Energy 
Directive (RED) aim to increase the 2030 target for renewables from 
40% to 42.5% [3,4]. In the transport sector this legislation is enforced 
through the ‘Sustainable and Smart Mobility Strategy’ act [5].

Inland waterway transport (IWT) is one of the most CO2-efficient 
modes of transport in terms of tonne-kilometers and is considered 
vital in transitioning to sustainable transport systems in Europe [6]. 
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However, this competitive advantage is fleeting if the sector does not 
take action to decarbonize and increase their sustainability quickly. 
To address the challenges faced by the IWT sector and deliver on 
the objectives of the European Green Deal and the Sustainable and 
Smart Mobility Strategy, the European Commission is putting forward 
an ‘IWT Action Plan 2021-2027’ [6]. The plan includes four aspects: (1) 
Shifting more freight transport to inland waterways; (2) Transitioning 
to zero-emission IWT; (3) Smart IWT; (4) Creating more attractive and 
sustainable jobs in IWT.

Many operational, design, retrofitting, and alternative fuel solu-
tions have been proposed to reduce the emissions of inland ship-
ping. A method of particular interest is voyage optimization, which 
is a method that aims to provide safe, energy-efficient, timely, and 
emission-reducing voyage planning for ships. Through voyage opti-
mization, optimal routes and speeds are selected for which emissions 
are minimized and for which constraints on voyage scale are satis-
fied. Compared to technical and retrofitting solutions, voyage planning 
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methods are quick to implement and ensure operational continuity 
through little or no downtime. Voyage optimization not only reduces 
the emissions of ships, it can also improve the energy efficiency. In 
addition, voyage optimization methods contribute to the smart nav-
igational aspect of the IWT action plan, as they can help facilitate 
the automation of navigational aspects of inland shipping. However, 
voyage planning alone is not sufficient to reach the emission and energy 
reduction goals of the EU; voyage planning can reduce the emissions 
but it cannot reduce them to zero.

1.2. Literature review of energy-efficient voyage optimization for inland 
shipping

For inland shipping there is often only one route from origin to des-
tination. Consequently, voyage optimization for inland shipping often 
becomes speed planning, rather than joint speed and route planning. 
The speed planning methods discretize the journey into parts often 
called segments, stretches, stages or legs; subsequently, the optimal 
speed for each stretch is determined for which the objective function 
is minimized. Common objectives include fuel consumption, cost, and 
emission minimization. The discretization of the journey into segments 
occurs based on location or waterway characteristics. For example, 
journey segments can be chosen as the river segments connecting 
different cities along the journey [7]; therefore, each segment connects 
two port cities, this is often referred to as port-call planning. Alter-
natively, the segments are chosen based on distinctive and varying 
conditions of the river such as water depth, water speed, locks, bridges, 
or reaching a port [8,9]. Similarly, [10] segment the journey according 
to hydrological conditions, specifically current speed and water depth, 
which enables the model to better capture local resistance variations 
and improve the accuracy of energy-efficient speed planning. In this 
way, leg-based speed planning allows the ship’s speed to change mul-
tiple times between ports, leading to higher resolution and accuracy 
compared to port-call planning; for ease of comparison we name this 
’leg-based speed planning’. The benefit of leg-based speed planning is 
that it accounts for the changing fairway and wind conditions along the 
journey. Additionally, navigational aspects such as Emission Control 
Areas (ECAs) [11], bridges, and lock planning [12] can be easily inte-
grated in this framework. For instance, each ECA along the journey can 
be represented by a single stretch for which the emissions are modeled 
and a suitable speed is selected. Locks can signify the beginning or end 
of a leg, in this fashion waiting times can be easily modeled in between 
two legs.

Some speed planning methods consider the environmental condi-
tions such as the water depth, current, and wind. These environmental 
conditions lead to a significant increased accumulated additional resis-
tances through the shallow water effect, currents and wind resistances. 
The vessel speed also influences these resistances, therefore, ideally 
these factors are taken into account in the speed plan. For instance, the 
Holtrop & Mennen resistance models are supplemented by wave and 
wind resistance models to take into account the different environmental 
conditions acting on the ship in [8]. The segments are determined 
based on waterway conditions using a k-means clustering algorithm. 
Subsequently, the speed planning is determined for three different ships 
in dry and rain season. Speed planning for a fleet of inland vessels while 
considering water depth, water speed and wind conditions is proposed 
by [9]. Another study addresses fleet-level decision making by jointly 
considering the adoption of green technologies and ship deployment for 
inland vessels under speed limits and varying currents, offering insights 
for policymakers [13].

Other papers, rather than focusing on improving the utility of the 
models have sought to improve the optimization process by apply-
ing novel methods, a shuffled frog-leaping algorithm in [14], and 
an augmented Lagrangian differential evolution algorithm [15]; they 
successfully show that by using these methods a better solution is found 
compared to particle swarm optimization, which is commonly used to 
2 
solve the speed optimization problems [8,9]. A dynamic programming 
model is used to find the optimal speed setpoints for a leg-based speed 
planning method in [7]. The method includes the current speeds on 
different segments but not other environmental states.

Some methods only consider the navigational conditions of the 
ship, ship specifications and maneuvering [12,16]. These methods often 
focus on a novel speed planning aspect but forego the detailed modeling 
of resistances and consideration of fairway conditions. For instance, the 
lock scheduling of ships is modeled for inland waterways under uncer-
tainty and subsequent speeds are selected to minimize fuel consumption 
and CO2 emissions in [12]. In contrast, the coordinated scheduling of 
multiple vessels passing through a series of locks — including those 
on tributaries — has been shown to improve overall efficiency and 
reduce emissions [17]. The effects on speed planning by utilizing green 
fuels and scrubber installations for emission reductions are considered 
by [16]. Complementary to these studies, alternative power system 
solutions such as battery and hybrid propulsion have been assessed 
for inland ships, with life-cycle environmental and economic impacts 
evaluated under carbon pricing scenarios and uncertainty analysis [18]. 
A speed optimization problem for which either costs or emissions 
are minimized, and the effects of carbon tax on speed planning is 
considered by [19].

Voyage optimization can also be combined with energy manage-
ment systems leading to joint speed and energy optimization. These 
combined methods are developed for battery-powered all-electric ships 
where a non-linear ship energy and speed optimization model is es-
tablished and the optimal speed per segment, and departure times 
can be found using a non-dominated sorting differential evolution 
algorithm [20,21]. The benefit is that in the voyage plan, the energy 
transfer required from the engines is already considered, leading to a 
more accurate speed planning and improving the overall energy effi-
ciency of the ship. The integration of energy management systems with 
speed planning methods becomes more difficult for hybrid propulsion 
systems. Additionally, speed can be co-optimized with trim to further 
reduce fuel consumption and emissions, as trim adjustments influence 
the resistance and propulsion efficiency of the vessel [22].

Almost all of the literature available on the topic of energy-efficient 
speed planning is developed specifically for sea-going vessels or short-
sea shipping. In contrast, speed planning developed for inland vessels 
can be considered under-explored as relatively few works have been 
published on this topic. What is currently still missing in literature 
is: Firstly, methods that consider more than CO2 and SO𝑥 emissions, 
namely, also particulate matter (PM), and nitrogen oxides (NO𝑥). It is 
important to consider these emissions as they can have a significant 
impact on the health of people in high density transport areas [23]. 
The quantification of these emissions for segments of inland waterways 
have already been published in [24–26]. However, these models have 
not yet been leveraged for the purposes of speed planning nor has 
impact of speed selection on emissions been clearly identified. Sec-
ondly, methods that consider speed planning for ships with different 
power systems such as fuel cells and the effects of these alternative 
power systems on energy efficiency; it is imperative to know and 
understand this effect during and after the energy transition. Through a 
speed planning method that considers CO2, PM, and NO𝑥 emissions and 
alternative power systems we can also assess the impact of legislative 
initiatives such as ECAs, emission limits and carbon tax. Thirdly, safe 
speed planning for low navigable waters has not been considered. Many 
works consider water depth as a parameter and [8] even considers 
the dry season of its use case river. However, what is missing is a 
speed planning that takes into account the squat-effect of the vessel 
and through constraints ensures that a suitable speed is selected for 
which the ship does not ground in low-navigable waters. Fourthly, a 
visualization of the solution space of speed planning and its relationship 
to various Key Performance Indicators (KPI) such as emissions, fuel con-
sumption, fuel cost, energy, and travel time. Through this visualization 
ship owners and captains can better understand the speed choices and 
sailing strategies.
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Fig. 1. The relationships between resistance, power, energy and performance indicators and their respective sources. The required inputs to apply this method 
are shown in Table  1, they include vessel characteristics, engine & powertrain specifics, emission parameters and waterway information per leg.
1.3. Aim & contribution

The effects of speed planning on energy efficiency for inland vessels 
with different power systems is not known. Additionally, NO𝑥 and PM 
emissions are not considered in the speed planning methods that have 
been established for inland shipping, even though inland vessels often 
operate near urban areas. For that reason, our aim is threefold: 1. 
Clarify the impact of speed planning on the emission profile (CO2, PM, 
and NO𝑥) of inland vessels and to visualize the solution space so that 
captains and ship owners can make better informed sailing strategies; 
2. Evaluate the impact of alternative engine types on the total energy 
consumption and fuel costs; 3. Assess the impact of different legislative 
initiatives such as ECAs, emission limits and carbon tax on the energy, 
emissions and fuel costs performance of inland vessels.

Specifically, in this paper we illustrate the capabilities of our speed 
planning models using two principally different conversion systems. 
On the one hand, internal combustion engine (ICE) related conversion 
of fossil fuels with intrinsic CO2, NO𝑥, and PM emissions and on the 
other hand, electrochemical hydrogen conversion in proton exchange 
membrane fuel cells (PEMFC) with zero emissions. We evaluate and 
compare the energy efficiency performance of vessels with these con-
version systems, while taking into account environmental conditions of 
the river such as water depth and water speed. Additionally, the two 
conversion systems are used to highlight differences in speed planning 
under future potential legislation of emission caps and emission control 
areas.

The research novelty is the development of a speed planning model 
that models the emission profile (CO2, PM, and NO𝑥) and considers 
different engine types for inland vessels in a leg-based speed planning 
approach while taking into account the fairway conditions. Therefore, 
the speed planning method presented in this paper can also be used 
to evaluate other engines and fuels that are key to transitioning to 
zero-emission inland waterways, such as green ammonia and green 
methanol.

1.4. Structure of the paper

The speed planning model is given in Section 2 in which we describe 
the resistance models of inland ships in shallow waters and relate the 
resistance to various key performance indicators such as power, energy, 
the emission profile, fuel and costs. Consequently, we define a use-case 
and validate the models in Section 3. Thirdly, we exemplify the use 
of the models through a study of scenarios and discuss their results in 
Section 4. Finally, we draw conclusions and recommend future work in 
Section 5

2. Leg-based speed planning model

The speed planning model we present in this paper is leg-based. 
The journey from origin to destination is discretized into  segments 
3 
based on distinctive waterway characteristics such as water depth and 
current velocity. The aim of the speed planning model is to find the 
optimal speed for each leg of the journey for which the overall energy 
consumption of the ship is minimized. For each leg of the journey 
the resistance, energy and emissions of the ship has to be calculated, 
therefore the models described below are all a function of the leg 
of the journey. The speed planning model can be divided into three 
parts, namely: 1. the resistance models of a ship in shallow waters; 
2. the energy and emissions models; 3. the objective function and 
constraints on ship squat, vessel speed and arrival time that define 
the optimization problem. The relationships between resistance, power, 
energy and performance indicators are shown in Fig.  1.

2.1. Resistance modeling of an inland ship in shallow waters

We use the open source models of OpenTNSim-Energy [27], which 
is built upon the Open source Transport Network Simulation
(OpenTNSim) [28], to model the ship’s resistance in shallow wa-
ters. The approach can be summarized in the following steps: 1. Use 
the Holtrop and Mennen [29] resistance models for open water; 2. 
Apply Zeng’s correction on the frictional coefficient 𝐶𝑓  for shallow 
water [30]; 3. Use Holtrop’s form factor to take viscous resistance 
into account [31]; 4. Apply the Karpov method [32,33] for velocity 
corrections of a ship in shallow waters, which influence the wake, 
transom, and model correlation resistances; 5. Apply a correction to the 
Karpov method because it tends to overestimate the resistance on ships 
in shallow water under certain conditions of draft and water depth. 
This correction (𝛽∗∗) is tuned on a use-case basis and, within each 
use case, varies as a function of water depth. Steps 1–5 are described 
mathematically below. For the sake of brevity, the parameters that do 
not deviate from the Holtrop and Mennen models will not be repeated 
in this paper; only the corrections will be elaborated.

The Holtrop & Mennen method provides a transparent resistance 
decomposition for conventional displacement hulls in deep-water con-
ditions. To extend its applicability to inland navigation, we include 
two corrections that address the dominant shallow-water mechanisms 
described by [34]: 1. Zeng’s correction for the hydraulic effect, the 
increase in viscous resistance caused by restricted waterway cross-
section (limited depth and width), and 2. the Karpov method for the 
undulatory effect, the local flow acceleration in shallow waterways that 
amplifies wave-making resistance. As noted by [35], extending deep-
water models in this way can introduce estimation errors compared 
with resistance formulations developed specifically for shallow or con-
fined waters. In our case, this drawback is mitigated by calibrating 
the resulting speed–power curves against measurements, which ensures 
reliable resistance estimates for our vessel with a block coefficient of 
0.85 operating at depth-to-draft ratios of ℎ𝑛∕𝐷𝑠 ≥ 1.5.

We choose a modeling approach, instead of a data-driven approach, 
to estimate the resistance of the ship to ensure a wide applicability of 
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the method. The method can be used for a broad range of vessel dimen-
sions, vessel draft, water depths and currents. The same is difficult to 
achieve with a data-driven approach and limited data. Therefore, the 
benefit of the model approach is that users can still apply the speed 
planning method by using some assumptions in case there is little or 
no data available. This will allow them to get an indication of how 
speed planning and alternative engines will affect the performance of 
their use case.

Step 1. The Holtrop and Mennen [29] resistance models stated in 
equation 1, show that the total resistance of a ship (𝑅𝑇 ) in [N] is the 
sum of the frictional resistance (𝑅𝑓 ), wave-making and wave-breaking 
resistance (𝑅𝑤), resistance of the appendages (𝑅𝑎𝑝𝑝), resistance due to 
immersed transom (𝑅𝑇𝑅), resistance of the bulbous bow near the water 
surface (𝑅𝐵), and model–ship correlation resistance (𝑅𝐴). 

𝑅𝑛
𝑇 = 𝑅𝑛

𝑓
(

1 + 𝑘1
)

+ 𝑅𝑛
𝑤 + 𝑅𝑛

𝑎𝑝𝑝 + 𝑅𝑛
𝑇𝑅 + 𝑅𝑛

𝐴 + 𝑅𝑛
𝐵 ∀ 𝑛 ∈ N (1)

In the speed planning model the resistance on each leg 𝑛 of the journey 
has to be calculated separately. The set of 𝑛 legs is 𝑁 . 

𝑁 = {1, 2, 3,… , 𝑛} (2)

The frictional resistance of the ship is calculated using the Holtrop & 
Mennen formulation: 

𝑅𝑛
𝑓 = 1

2
𝜌(𝑉 𝑛

𝑠 )
2𝐶𝑛

𝑓𝑆 ∀ 𝑛 ∈ N (3)

in which 𝜌 is the density of water [kg/m3]; 𝑉𝑠 is the speed of the vessel 
over water [m/s]; 𝐶𝑓  is the friction coefficient; 𝑆 is the wetted surface 
area of the hull [m2].

Step 2. To model the friction coefficient for a vessel in shallow waters 
as accurately as possible we use the method proposed by Zeng [30]. 
This approach adjusts the friction coefficient to take into account the 
additive friction resistance below the ship in shallow waters; Mathe-
matically: 

𝐶𝑛
𝑓 = 𝐶𝑛

𝑓0 + (𝐶𝑛
𝑓 ,𝑠ℎ𝑎𝑙𝑙𝑜𝑤 − 𝐶𝑛

𝑓 ,𝐾𝑎𝑡𝑠𝑢𝑖)
𝑆𝐵
𝑆

(
𝑉 𝑛
𝑠 + 𝛥𝑉𝑛
𝑉 𝑛
𝑠

)2 ∀ 𝑛 ∈ N, (4)

in which 𝐶𝑓0 is the frictional resistance curve as agreed on by the 
ITTC [36]; 𝐶𝑓,𝐾𝑎𝑡𝑠𝑢𝑖 is Katsui’s friction coefficient for a flat plate in 
unrestricted water [37]; 𝐶𝑓,𝑠ℎ𝑎𝑙𝑙𝑜𝑤 is the frictional coefficient for a flat 
plate in shallow waters derived through CFD models [30]; 𝑆𝐵 is the 
area of the flat bottom of the ship [m2]; 𝑉𝑠+𝛥𝑉  is the increased velocity 
underneath the ship’s bottom [m/s]. The velocity underneath the ships 
bottom is calculated according to Zeng’s method: 

𝑉 𝑛
𝑠 + 𝛥𝑉𝑛 = 0.4277 ⋅ 𝑉 𝑛

𝑠 ⋅ exp
(

ℎ𝑛
𝐷𝑠

)−0.07634
∀ 𝑛 ∈ N (5)

The reported uncertainty of this formula is 2.5% [30], and it is only 
suitable for ℎ𝑛𝐷𝑠

≤ 4; 𝐷𝑠 is the draft of the ship. For ℎ𝑛𝐷𝑠
≥ 4, 𝑉 𝑛

𝑠 + 𝛥𝑉𝑛 is 
assumed to be equal to 𝑉 𝑛

𝑠  [25].

Step 3. The viscous resistance of the ship is taken into account through 
a form factor. We use the form factor proposed by Holtrop [31]: 

1 + 𝑘1 = 0.93 + 0.487𝑐14

(

𝐵𝑠

𝐿𝑠

)1.068 (𝐷𝑠

𝐿𝑠

)0.461 ( 𝐿𝑠

𝐿𝑅

)0.122
(

𝐿3
𝑠

∇

)0.365
(

1 − 𝐶𝑃
)−0.604 ,

(6)

in which 𝑐14 is a coefficient accounting for the stern shape [–]; 𝐶𝑃  is 
the prismatic coefficient based on the waterline length [–]; 𝐵𝑠 is the 
beam of the ship [m]; 𝐿𝑠 is the ship’s length at the waterline [m]; ∇ is 
the ship’s water displacement [m3]; 𝐿𝑅 is a length parameter [m] and 
is estimated using the Holtrop and Mennen method [29].
4 
Steps 4 and 5. In shallow waters as the vessel speed increases the height 
of the produced waves increases also, which results in an increased 
wave-making resistance compared to deep water conditions. To take 
this effect into account we determine the Froude number: 

𝐹𝑟𝑛𝐿 =
𝑉 𝑛
𝑠,2

√

𝑔𝐿𝑠
∀ 𝑛 ∈ N (7)

in which 𝑉𝑠,2 is the adjusted vessel speed taking into account the real 
velocity underneath the ship’s bottom according to the work of [32,33]. 
The adjusted speed is calculated using: 

𝑉 𝑛
𝑠,2 =

𝛽∗∗ ⋅ 𝑉 𝑛
𝑠

𝛼∗∗
∀ 𝑛 ∈ N, (8)

in which 𝛼∗∗ is an empirical parameter that can be estimated using 
the Froude number calculated with the original speed, and the ratio of 
water depth and draft [25]. This method is an application of the Karpov 
method [32], exemplified in [24]. This Karpov method is an approach 
that overestimates the vessel speed at lower water depths leading to 
an overestimation of resistance. For that reason, we apply a correction 
(𝛽∗∗) to the estimated adjusted vessel speed. This correction factor can 
be chosen as a function of water depth and use-case characteristics.

Subsequently, the Froude number with adjusted speed (𝐹𝑟𝑛𝐿) is used 
to determine the wave-making and wave-breaking resistance (𝑅𝑊 ) 
according to Holtrop [31]. Holtrop proposes three different wave re-
sistance models for varying Froude numbers through which the wave 
resistances can be estimated more accurately for different speed ranges. 
The adjusted speed (𝑉 𝑛

𝑠,2) is used to determine the transom resistance 
(𝑅𝑇𝑅) and appendage resistance (𝑅𝑎𝑝𝑝).

Finally, for inland vessels a few assumptions can be made: 1. Most 
inland ships do not have a bulb [25], naturally this leads to a resistance 
of the bulbous bow of zero, 𝑅𝐵 = 0 ∀ 𝑛 ∈ N; 2. Most inland vessels have 
a relatively high block coefficient because they maximize cargo space. 
Therefore, we assume that the block coefficient is 𝐶𝐵 = 0.85 which is 
the maximum value for which the Holtrop and Mennen [29] method 
is applicable; 3. The afterbody form of the ship has a normal section 
shape, leading to 𝑐14 = 1 [31]; 4. An average appendage resistance 
factor of 1 + 𝑘2 = 2.5, which is consistent with suggested values in the 
Holtrop and Mennen work [29].

2.2. Energy and emissions modeling

To evaluate the speed plan we model various Key Performance 
Indicators (KPI) and relate them to the total ship resistance and speed. 
The KPI we model are power, energy, emissions, fuel consumption, 
fuel cost, and travel time. We can relate resistance to power with the 
following: 

𝑃 𝑛
𝐷 =

𝑅𝑛
𝑇 ⋅ 𝑉 𝑛

𝑠

𝜂𝑛𝑑 ⋅ 1000
∀ 𝑛 ∈ N, (9)

in which 𝑃𝐷 is the power delivered to the propeller [kW], which is 
estimated by taking into account the hydrodynamic efficiency of the 
ship, 𝜂𝑑 . The hydrodynamic efficiency can be calibrated specifically for 
the use case and as a function of water depth. The energy demand at 
the propellers [kWh] for stretch 𝑛 is 𝐸𝑛 : 

𝐸𝑛 = 𝑃 𝑛
𝐷 ⋅

𝑑𝑛
3600𝑉 𝑛

𝑜𝑔
∀ 𝑛 ∈ N, (10)

in which 𝑑𝑛
3600𝑉 𝑛

𝑜𝑔
 is the sailing duration [h] on stretch 𝑛, and can be 

estimated by relating distance traveled (𝑑) [m] and speed over ground 
(𝑉𝑜𝑔). The total energy demand at the propellers of the ship during the 
trip (𝐸𝑡𝑟𝑖𝑝) [kWh], is the sum of the energy demand on the stretches 
(𝐸𝑛); similarly, the total travel duration, 𝑡𝑡𝑟𝑖𝑝 [h], is the sum of the travel 
duration on each stretch 𝑛.

The speed over ground can be inferred by the ship speed and current 
velocity, 𝑉  [m/s]. In this formula the current direction is taken as 
𝑐
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positive when flowing in the same sailing direction as the ship. 
𝑉 𝑛
𝑜𝑔 = 𝑉 𝑛

𝑠 + 𝑉 𝑛
𝑐 ∀ 𝑛 ∈ N (11)

The expected fuel consumption [tonne] on leg 𝑛 for engine type 𝑗 can 
be estimated using [38]: 

𝜆𝑗𝑛 =
𝐸𝑛𝛽

𝑗
𝑛

𝜌𝑗𝑓 𝜂
𝑗
𝑐

∀ 𝑛 ∈ N, 𝑗 ∈ 𝐽 , (12)

in which 𝛽𝑗𝑛 is the partial engine load correction factor [–]. The engine 
load 𝐿𝑛

𝑓  is explicitly calculated for each edge as: 𝐿𝑛
𝑓 =

𝑝𝑛𝐷
𝜂𝑔𝜂𝑡

⋅ 100
𝑝𝑚𝑎𝑥

, 
where 𝑝𝑛𝐷∕(𝜂𝑔𝜂𝑡) is the engine brake power on edge 𝑛 (derived from 
delivered power, vessel speed, resistance, and propulsive efficiency), 
𝑝𝑚𝑎𝑥 is the maximum rated engine power, and 𝜂𝑔 and 𝜂𝑡 are the gearing 
and transmission efficiencies respectively [–]. This ensures that the load 
reflects the vessel’s actual operating condition on each route segment. 
Based on this computed load percentage, we look up the corresponding 
correction factor 𝛽𝑗𝑛 from reference datasets: [39] for internal combus-
tion engines and [38] for fuel-cells, ensuring that fuel consumption 
remains explicitly load-dependent. 𝜌𝑗𝑓  is the fuel density [kWh] of 
the fuel used corresponding to engine 𝑗, and 𝜂𝑗𝑐  is the overall energy 
conversion efficiency covering the powertrain before the propellers for 
each associated powertrain relating to engine 𝑗; 𝐽 is a set of engine 
types that can be evaluated using the speed planning models provided 
in this paper. 
𝐽 = {𝐸𝑛𝑔𝑖𝑛𝑒 𝑡𝑦𝑝𝑒 1, 𝐸𝑛𝑔𝑖𝑛𝑒 𝑡𝑦𝑝𝑒 2,… , 𝐸𝑛𝑔𝑖𝑛𝑒 𝑡𝑦𝑝𝑒 𝑗} (13)

The associated fuel costs 𝐶𝑛 [euro] are simply the multiplication of fuel 
price, 𝑝𝑗 in [euro/tonne], and fuel consumption: 

𝐶𝑗
𝑛 = 𝜆𝑗𝑛𝑝𝑗 ∀ 𝑛 ∈ N, 𝑗 ∈ 𝐽 (14)

The total fuel consumption of the trip (𝜆𝑡𝑟𝑖𝑝 [tonne]) and total fuel costs 
for the trip (𝐶𝑡𝑟𝑖𝑝) are the sums of the leg-wise fuel consumption 𝜆𝑗𝑛
and leg-wise fuel costs of all stretches 𝑛 ∈ 𝑁 , respectively. The final 
KPIs that we define are emissions. We use a method presented by the 
Netherlands Organisation for Applied Scientific Research (TNO) [40] 
in which energy consumption is related to different emission types 𝑖: 

𝛿𝑖𝑛 =
𝐸𝑛
𝜂𝑔𝜂𝑡

⋅ 𝛿𝑖𝑓 ⋅ 𝛿𝑖,𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 ∀ 𝑛 ∈ N, 𝑖 ∈ 𝐼, (15)

in which 𝛿𝑖𝑛 is amount of emissions of emission type 𝑖 [g]; 𝛿𝑖𝑓  is the 
emission factor for emission type 𝑖 in [g/kWh] estimated through values 
reported per engine type me [39,40], and 𝛿𝑖,𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 is the partial engine 
load correction factors for leg 𝑛 and emission type 𝑖 [40]. Therefore, 
this method takes into account that different engine settings leading 
to different emission patterns for CO2, NO𝑥 and PM10; 𝐼 is the set of 
emissions and is defined by: 
𝐼 = {CO2,PM10,NO𝑥} (16)

These emissions are applicable in case of engine type 𝑗 being an internal 
combustion engine. However, if for instance 𝑗 is a proton exchange 
membrane fuel cell, then the emissions are assumed zero. The total 
emissions over the trip (𝛿𝑖𝑡𝑟𝑖𝑝) is the sum of the leg-wise emissions (𝛿𝑖𝑛).

2.3. Objective function and constraints

Constraints are applied on the state and decision variables which 
may be selected by end-user preference. Upper- and lower-bounds are 
set on the KPI trip-wise fuel cost, fuel consumption, emission types, 
travel time, and energy consumption: 
KPI𝑡𝑟𝑖𝑝 ≤ KPI𝑡𝑟𝑖𝑝 ≤ KPI𝑡𝑟𝑖𝑝 (17)

Constraints on the minimum and maximum speed over ground are 
imposed also. These bounds take into account the physical restriction 
on speed given the installed engines and water depth, and speed 
5 
limits on fairways. A maximum limit on the speed is also imposed by 
calculating the squat effect (𝑧𝑛) [m] of the ship, and aiming to maintain 
a minimum clearance between the ship and the bottom of the fairway. 
The maximum squat is calculated with [41]: 

𝑧𝑛 =
𝐶𝐵 ⋅ 𝑆0.81

𝑛 ⋅ (𝑉 𝑛
𝑠 )

2.08

20
∀ 𝑛 ∈ N (18)

in which 𝑆𝑛 is the blockage factor on edge 𝑛 denoting how much of the 
cross-sectional area of the waterway is taken up by the cross-sectional 
area of the submerged vessel. Mathematically this is: 

𝑆𝑛 =
𝐵𝑠 ⋅𝐷𝑠
𝑏𝑛 ⋅ ℎ𝑛

∀ 𝑛 ∈ N (19)

where 𝑏𝑛 is the waterway width. The constraint relating squat to vessel 
speed is: 
ℎ𝑛 ≥ 𝐷𝑠 + 𝑧𝑛 + 𝜆 ∀ 𝑛 ∈ N (20)

In which 𝜆 is the prescribed minimum distance of safety [m] between 
the bottom of the ship and the riverbed. Therefore, the constraint 
enforces that there is always a minimum clearance between the ship 
and riverbed taking the draft and squat of the ship into account. Since 
𝑧𝑛 grows with vessel speed, Eq.  (20) effectively defines an upper bound 
on 𝑉 𝑛

𝑠 , reducing the feasible speed in shallow waterways. The vessel 
speed constraints are given by: 
𝑉 𝑛
𝑠,𝑚𝑖𝑛 ≤ 𝑉 𝑛

𝑠 ≤ 𝑉 𝑛
𝑠,𝑚𝑎𝑥 ∀ 𝑛 ∈ N (21)

The objective function has the form and aims to minimize the total 
energy consumption of the trip: 

min
𝑢

𝐽 =
𝑁
∑

𝑛=1
𝐸𝑛 (22)

where 𝑢 represents the set of decision variables of the problem formu-
lation. It should be noted that any KPI such as trip-wise fuel cost, fuel 
consumption, total emissions per emission type and travel time can be 
chosen as the minimization objective. 

𝑢 =
⎛

⎜

⎜

⎝

𝑉 1
𝑠
...
𝑉 𝑛
𝑠

⎞

⎟

⎟

⎠

(23)

The optimization problem is a constraint non-linear optimization 
problem, including a non-linear constraint, Eq.  (20), which is a function 
of the decision variables. To solve the optimization problem a sequen-
tial quadratic programming approach with a multi-start procedure can 
be applied to ensure the global optimum is found. The threads of the 
multi-start method use different initial solutions and converge either to 
a local or global optimum; consequently, the best solution is selected. 
However, to give more insight in the optimization problem we have 
applied an alternative method, namely we choose to increment the set 
of decision variable values with 1.8 km/h (1 knot) and compute all 
solutions for all combinations of speed setpoints. This approach allows 
us to visualize not only the results but the whole solution space and the 
relationships between KPI, see Fig.  4.

3. Use-case and validation

To exemplify the method presented in the previous chapter and to 
validate the approach we study a use-case. The Herso 1 is a CEMT 
class IV inland freight vessel sailing upstream from Linz (Austria) to 
Regensburg (Germany) for a total distance of 244 km. The speed 
planning method determines the appropriate vessel sailing speed on 
each of the legs of the journey, for which all imposed constraints are 
satisfied and energy consumption is minimized. By determining the 
vessel speed per leg, we can ensure the energy efficiency over the 
journey is achieved while considering the varying conditions of water 
depth and currents locally. The navigation circumstances of passing 
locks and vessel crossing are not considered in this framework. The 
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Fig. 2. Graphical overview of the use-case scenario including the fairway conditions, engine types and the position of the transnational waterway Regensburg-Linz 
on the revised Trans-European Transport Network (TEN-T). TEN-T image retrieved from [42].
Fig. 3. The power–speed curve in of the ship in different water depths ℎ for 𝑉𝑠 ∈ [9, 20] km/h. (a) model estimation results, (b) full scale measurements.
Source: Data from Schweighofer & Suvacarov [43,44]
energy efficiency is scoped for main engine propulsion only, as was 
already reflected in the model setup.

All the relevant journey, ship, engine, powertrain, and emission 
parameters of the use-case are summarized in Table  1. The use-case is 
the same as studied in the paper by Schweighofer and Szalma [44], as 
the vessel is considered representative for the Danube. The Herso 1 is 
powered by a conventional Stage-V diesel internal combustion engine 
(ICE). However, in this work we assume that the Herso 1 can also be 
operated using a green hydrogen fueled proton-exchange membrane 
fuel cells (PEMFC). We do not consider a hybrid mode in this work; 
the ship uses one type of propulsion throughout the journey. For that 
reason, the vessel with PEMFC can be considered as a second separate 
use-case. We assume that the loading rate and draft is the same for 
both cases (see Fig.  2). The chosen journey is part of the revised Trans-
European Transport Network (TEN-T), and both Regensburg and Linz 
are core multi-modal logistics platforms. This cross-border waterway 
plays a key role in the Rhine — Danube Corridor, Western Balkan 
European Corridor, and Central European H2 corridor. We divide the 
journey in 8 distinct legs each with their own length (𝑑𝑛), water depth 
(ℎ𝑛) and current velocity (𝑉 𝑛

𝐶 ). We study the case of low water levels, 
because these are of particular interest due to the climate change 
induced persistence of low water levels in the Danube. Additionally, 
6 
this case has not been studied before for speed planning for inland 
vessels.

We make a few assumptions for the use case namely: 1. An energy 
conversion efficiency (𝜂𝑗𝑐 ) of 0.38 and 0.45 for the ICE and PEMFC 
respectively [39,45]; 2. A fuel energy density (𝜌𝑗𝑓 ) of 11.67 and 33.30 
kWh/tonne for diesel and green hydrogen fuel respectively; 3. A gear-
ing and transmission efficiency of 0.96 and 0.98; 4. A hydrodynamic 
efficiency between 0.35 and 0.5 as a function of the water depth which 
is chosen to specifically reflect the operational data of the Herso 1; the 
range is considered normal for inland vessels [46,47]; 5. A fuel price 
in euros per tonne of 1882 and 8000 for diesel and green hydrogen, 
respectively [48]. The green hydrogen price is chosen in accordance 
with the Hydrogen Valleys platform; 6. Emission factors in g/kWh of 
603, 0.015, and 1.8 for CO2, PM10, and NO𝑥 respectively [39,40]. 7. 
We have assumed a constant waterway width (𝑏𝑛) of 150 [m].

The bounds on vessel speed shown in Table  1 are derived as follows. 
First, the operating range of vessel speed over ground in deep water 
without depth restriction is set based on available engine power, here 
[0–20] km/h. Next, for each leg the vessel squat is estimated as a 
function of speed, and the squat constraint (Eq.  (20)) together with 
the prescribed minimum clearance 𝜆 = 0.3 m and local water depth 
defines the maximum allowable speed over ground, 𝑉 𝑛 . This step 
𝑜𝑔,𝑚𝑎𝑥
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Table 1
Summary of all the use case parameters.
 Parameter Variable Value  

Journey parameters
 Origin Linz, Austria  
 Destination Regensburg, Germany  
 Total travel distance [km] 𝑑𝑡𝑟𝑖𝑝 244  
 Waterway width [m] 𝑏𝑛 150  
 Set of legs [–] 𝑁 {1, 2, 3, 4, 5, 6, 7, 8}  
 Leg lengths [km] 𝑑𝑛 ∀𝑛 ∈ 𝑁 [48.25, 46.05, 32.23, 18.87, 27.4, 19.2, 37, 15]  
 Leg water depth [m] ℎ𝑛 ∀𝑛 ∈ 𝑁 [7.5, 3, 3, 7.5, 7.5, 6.5, 10.6, 5.6]  
 Leg current velocity [m/s] 𝑉 𝑛

𝑐 ∀𝑛 ∈ 𝑁 [−0.22, −0.67, −1.02, −0.28, −0.42, −0.53, −0.22, −0.19] 
 Ship parameters

 Ship type CEMT Class IV (M6) inland freight vessel  
 Length at waterline [m] 𝐿𝑠 85  
 Beam [m] 𝐵𝑠 9.5  
 Draft [m] 𝐷𝑠 2.0  
 Block coefficient [–] 𝐶𝐵 0.85  
 Transom area [m2] 𝐴𝑇 3.8  
 Wetted area appendages [m2] 𝑆𝑎𝑝𝑝 49.27  
 Appendage resistance factor [–] 1+k2 2.5  
 Correction factor [–] 𝛽∗∗ 0.75 for ℎ𝑛 ≤ 3; 0.85 for 3 < ℎ𝑛 ≤ 6; 0.95 for ℎ𝑛 > 6  
 Hydrodynamic efficiency [–] 𝜂𝑑 0.35–0.53  

 General parameters
 Gravitational constant [m/s2] g 9.81  
 Water density [kg/m3] 𝜌 1000  
 Kinematic viscosity of water [m2/s] 𝜐 1.1384 ⋅ 10−6  
 Wave resistance parameter [–] 𝑑 −0.9  

 Engine and powertrain parameters
 Engine type I Stage-V Internal combustion engine (ICE)  
 Engine type II Proton-exchange membrane fuel cell (PEMFC)  
 Set of engines J {ICE, PEMFC}  
 Energy conversion efficiency before propellers 𝜂𝑗𝑐 ∀𝑗 ∈ 𝐽 [0.38, 0.45]  
 Gearing efficiency [–] 𝜂𝑔 0.96  
 Transmission efficiency [–] 𝜂𝑡 0.98  
 Net energy density of fuel [kWh/tonne] 𝜌𝑗𝑓 ∀𝑗 ∈ 𝐽 [11.67, 33.30]  
 Fuel price [euro/tonne] 𝑝𝑗 ∀𝑗 ∈ 𝐽 [1882, 8000]  

Emission parameters
 Set of emissions I {CO2, PM10, NO𝑥}  
 Emission factors [g/kWh] 𝛿𝑖𝑓 ∀𝑖 ∈ 𝐼 [603, 0.015, 1.8]  

 Constraints
 Minimum speed per leg [km/h] 𝑉 𝑛

𝑠,𝑚𝑖𝑛 ∀𝑛 ∈ 𝑁 [6.61, 6.66, 7.18, 6.41, 7.71, 6.58, 6.26, 7.78]  
 Maximum speed per leg [km/h] 𝑉 𝑛

𝑠,𝑚𝑎𝑥 ∀𝑛 ∈ 𝑁 [15.61, 12.06, 10.78, 15.41, 14.91, 15.58, 17.06, 14.98]  
 Maximum travel time [h] 𝑡𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 25  
 Minimum clearance [m] 𝜆 0.3  
lowers the upper bounds in shallow stretches such as legs 2 and 3. 
The effect of local current is then added to obtain the maximum vessel 
speed 𝑉 𝑛

𝑠,𝑚𝑎𝑥. Finally, vessel speed is discretized in steps of 1.8 km/h 
to visualize the solution space. The lower bounds 𝑉 𝑛

𝑠,𝑚𝑖𝑛 are obtained 
by decrementing from 𝑉 𝑛

𝑠,𝑚𝑎𝑥 until the lowest feasible speed is reached 
that still ensures a vessel speed over ground of at least 8 km/h. This 
procedure accounts for the combined influence of installed power, 
draft, squat, water depth, and current in defining the feasible speed 
range. Instead of determining such static bounds a priori, it is also 
possible to apply the squat constraint and an installed power constraint 
dynamically within the optimization problem itself, but here we opted 
for predefined bounds to improve transparency of the solution space.

3.1. Validation of models

For the energy-efficient speed planning method it is important 
to have an acceptable estimation accuracy of the energy demand at 
the propellers (𝐸𝑛) for each leg of the journey. Since the energy is 
determined through the power delivered to the propeller at a given 
speed for a specific sailing duration, the model can be validated through 
the power–speed relationships at different water depths Fig.  3, and the 
accuracy of the estimated trip sailing duration with current influence 
Table  2. Furthermore, the estimation of delivered power and fuel 
7 
consumption is dependent on the model configuration of the energy 
conversion efficiencies at given engine loads. This estimation (using 
the same engine parameters as Herso 1) of diesel fuel consumption 
is validated by the trip fuel consumption report of the ship Table 
2; the estimation of green hydrogen consumption is based on the 
validated PEMFC powertrain energy conversion efficiency according 
to [45], and empirical partial load correction factors [38]. The data 
used for validation and calibration of our models was retrieved from 
the scientific works of [43,44]; additionally, viadonau [49] supplied 
data on waterway conditions per leg, vessel configurations, and the 
operational profile of the ship. The calibration and validation of these 
models are specific to the use case.

The difference between the estimation and measurement of power 
demand can be attributed to various factors that have an influence 
on the resistance of the ship that our model does not take into ac-
count such as hull fouling, various external factors, uncertainty in the 
exact propulsive efficiencies, and the propeller behavior at different 
water depths [47]. To take these factors into account we choose a 
hydrodynamic efficiency (𝜂𝑑) between 0.35 and 0.5 as a function of 
the water depth. These values have been calibrated to minimize the 
estimation error for our use case specifically; they are also in the 
common hydrodynamic efficiency range for inland vessel in shallow 
waters [46,47].
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Table 2
Validation results on sailing duration and fuel consumption for upstream, downstream and round trips in Regensburg–Budapest 
corridor. The measurement data is from Schweighofer & Suvacarov [43,44].
 Sailing duration [h] Difference [%] Fuel consumption [tonne] Difference [%] 
 Estimated Measured Estimated Measured  
 Upstream trip 52.41 51.78 1.2 6547 6609 −0.94  
 Downstream trip 46.56 45.00 3.4 1797 1773 1.3  
 Round trip 98.98 96.78 2.3 8344 8382 −0.44  
In Fig.  3 the model estimation of delivered power (𝑃𝐷) is validated 
for different water depths. The different water depths are chosen to 
reflect the differences in the speed–power curves for varying water 
depths; however, it should be noted that our models are continuous and 
are not constrained to these speed–power curves for these specific water 
depths reported. For the speed range between 9 and 20 km/h, which is 
regarded as the common speed range for IWT vessels, the power–speed 
curve deviation between model estimation and measurement is 8.7% on 
average for this use case. This value is determined by comparing our 
model estimations with the full-scale measurements from Schweighofer 
& Suvacarov [43,44]. An model with an average error of 8.7% is consid-
ered a good estimation [50,51]; especially considering the power–speed 
curves are at different water depths which can significantly impact the 
estimated power. The achieved accuracy is only for this particular use 
case, we cannot state that similar values can be achieved for other use 
cases and ships.

The estimated trip sailing duration and diesel fuel consumption are 
within 3.4% and 1.3% deviation when compared to the real world data, 
respectively, as shown in Table  2. For the upstream case that we study 
in this paper the sailing duration deviates only 1.2%, indicating that 
the current influence is adequately reflected in our model. The fuel 
consumption estimation is less than 1% deviant from the real data. 
This relatively low fuel consumption error is specific to the present use 
case, where the deviations in sailing duration and in the speed–power 
estimation partly offset each other. In other operating conditions or for 
other vessels, these errors could equally amplify each other, leading to 
larger deviations in fuel consumption. Therefore, the close agreement 
reported here is not generalizable beyond this case study.

The emission estimations are calculated according to the validated 
method proposed by TNO [40]. They have reported the method to be 
based on a large amount of measurements for both the CO2 and NO𝑥
estimation, and can be assumed to be reliable and accurate. However, 
the PM estimations are based on scarce measurements, complimented 
with estimations based on assumption. Therefore, the PM estimations 
are less reliable; this is unsurprising, as PM emissions are notoriously 
hard to measure. The method of estimating the emissions also includes 
a partial engine load correction factor leading to a more reliable 
estimation method compared to emission estimations based solely on 
engine type, (average) engine power or (average) engine running time.

4. Results and discussion

The main benefits of our speed planning models are fourfold, 
namely: (i) they are able to reduce the energy consumption of the 
vessel through speed planning without necessarily lowering the speed, 
by considering the fairway conditions; (ii) evaluate the impact of speed 
on different emission types per leg; (iii) evaluate the impact of different 
engine types on the total energy consumption and fuel costs; (iv) 
evaluate the impact of different legislative initiatives on the energy and 
emission performance on ships.

To showcase these benefits we define 6 distinct scenarios; in each of 
these scenarios we operate the Herso 1 between Linz and Regensburg 
for a maximum allowable travel time of 25 h (𝑡𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 = 25). Scenario 
1 and 2 show the worst- and best-case scenarios from an energy 
perspective for the Herso 1 operating with an ICE and diesel fuel. 
Scenario 3 shows the best-case scenario from an energy perspective 
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where the Herso 1 is operating with PEMFC and green hydrogen. In 
scenario 4 a human skipper selects the speeds for the Herso 1 operating 
with an ICE. In scenario 5 there are emission control areas (ECAs) in the 
ports of Regensburg and Linz and we apply a constraint on the vessel 
speeds near these ports to lower the emissions (𝑉 𝑛

𝑠,𝑚𝑎𝑥 = 10 ∀𝑛 = 1, 8). 
In scenario 6 we assume there is a legislative limit and constraint on 
the total trip emissions (𝛿𝐶𝑂2

𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 = 2000, 𝛿𝑁𝑂𝑥
𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 = 14). Scenarios 5 and 

6 are both operating the Herso 1 with an internal combustion engine.
While no formal MARPOL Annex VI ECAs exist for inland water-

ways, Scenarios 5 and 6 represent two ECA-like operational limitations. 
Scenario 5 models a port-area speed restriction (slow steaming) to 
reduce engine load, fuel use, and emissions during approach and ma-
neuvering. Scenario 6 reflects a global tonne-kilometer emission cap 
for the journey. Comparable aims can be seen in current regulations, 
such as the EU Stage V engine standards for inland waterway ves-
sels [52], and in port-level emission-sensitive tariff structures like 
those of Rotterdam, where dues are adjusted based on engine emission 
performance [53]. These measures in our modeling therefore represent 
plausible extensions of existing regulatory trends.

In Fig.  4 we graphically show the solution space of the optimization 
problem for the Herso 1 operating with an internal combustion engine. 
Each line going from left to right gives the combination of 8 speed 
setpoints on the 8 legs of the journey. These speed setpoints lead to 
a particular energy consumption, emission pattern, fuel consumption, 
fuel costs, and travel time. The gray lines are infeasible solutions as 
they do not satisfy the arrival time constraint. All the purple lines are 
feasible solutions. The optimal solution from an energy perspective is 
given in black, this is the solution to scenario 2. Scenario 1 is the 
worst-case scenario and is given in blue. The numerical solutions to the 
scenarios are described in Table  3. From the comparison of scenario 1 
and 2 we can see that speed planning has a big influence on the total 
energy consumption and the other KPI. For the same arrival time, the 
total energy can be reduced from 7.88 kWh to 3.83 kWh, which is 
an energy reduction of 51%. The complete comparative performance 
between these scenarios can be found in Table  4.

Since it is unlikely that the skipper will choose these incredibly 
unfavorable speed setpoints shown in scenario 1 we introduce scenario 
4. This scenario shows a realistic speed selection by a skipper, shown 
in Fig.  4 through the green solution. By contrasting the optimal solu-
tion found by our speed planning method (scenario 2) we show that 
compared to the skipper we are able to achieve a 7.26% energy reduc-
tion, 5.37% CO2, fuel and fuel costs reduction, a 3.85% reduction in 
NO𝑥, and 6.77% reduction in PM10. Interestingly, the average weighed 
speed in scenario 2 is higher by 0.39%, yet we achieve a significant 
energy reduction. Therefore, we show that the proposed speed planning 
method is distinctly different from slow steaming; we achieve energy 
reductions by taking into account water depth and current — without 
compromising logistically on arrival times — by finding the optimal 
speed setpoints during the journey on the different legs.

By comparing scenario 2 (ICE) to scenario 3 (PEMFC) we learn 
that the speed setpoints and energy consumption are identical, see 
Table  3. This is unsurprising because we estimate the energy as a 
function of the power demand at the propellers. The power demand 
at the propellers is a function of the hydrodynamic efficiency, total 
resistance, and vessel speed. Since both scenarios have the same ship, 
propeller, and journey parameters, this will lead to the same energy 
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Fig. 4. The solution space of the optimization problem for a ship with an internal combustion engine and a constraint on travel time of 25 h.
Table 3
The 6 different scenarios, their speed setpoints and resultant energy use, CO2, NO𝑥, PM10, fuel use, fuel cost, and total 
travel time. Boxed values are directly effected by the constraints of that scenario.
Scenario 𝑉 1

𝑠 𝑉 2
𝑠 𝑉 3

𝑠 𝑉 4
𝑠 𝑉 5

𝑠 𝑉 6
𝑠 𝑉 7

𝑠 𝑉 8
𝑠

(km/h) (km/h) (km/h) (km/h) (km/h) (km/h) (km/h) (km/h)
1. Maximum energy use (ICE) 15.61 12.06 10.78 6.41 7.71 15.58 6.26 11.38 
2. Optimal energy use (ICE) 12.01 8.46 7.18 11.81 9.51 10.18 11.66 11.38 
3. Optimal energy use (PEMFC) 12.01 8.46 7.18 11.81 9.51 10.18 11.66 11.38 
4. Skipper selects speeds (ICE) 13.81 8.46 8.98 10.01 9.51 10.18 9.86 7.78 
5. ECAs in ports (ICE) 8.41 8.46 8.98 11.81 13.11 11.98 11.66 9.58 
6. Emissions limits (ICE) 6.61 6.66 7.18 10.01 9.51 8.38 9.86 7.78 
Scenario Average Energy CO2 NO𝑥 PM10 Fuel Fuel Total

speed use (kg) (kg) (g) use cost travel
(km/h) (kWh) (kg) (EUR) time
(km/h) (kWh) (kg) (EUR) (h)

1. Maximum energy use (ICE) 11.02 7.88 4929.08 20.98 125.18 1553.11 2922.95 25.02
2. Optimal energy use (ICE) 10.17 3.83 2654.18 14.25 68.21 836.31 1573.94 24.97
3. Optimal energy use (PEMFC) 10.17 3.83 0 0 0 256.81 2054.56 24.97
4. Skipper selects speeds (ICE) 10.13 4.13 2804.86 14.82 73.16 883.79 1663.29 25.03
5. ECAs in ports (ICE) 10.13 4.15 2813.72 14.87 73.64 886.58 1668.54 24.97
6. Emissions limits (ICE) 7.99 2.78 1991.59 13.87 62.35 627.53 1181.01 31.65
Table 4
Relative energy, emissions, and fuel savings in different scenarios.
 Comparison 𝛥Average 𝛥Energy 𝛥CO2 (%) 𝛥NO𝑥 (%) 𝛥PM10 (%) 𝛥Fuel 𝛥Fuel  
 speed (%) use (%) use (%) cost (%)  
 Scenario 2 compared to 1 −7.71 −51.40 −46.15 −32.08 −45.51 −46.15 −46.15 
 Scenario 3 compared to 2 0 0 −100 −100 −100 – +30.53 
 Scenario 2 compared to 4 +0.39 −7.26 −5.37 −3.85 −6.77 −5.37 −5.37  
 Scenario 2 compared to 5 +0.39 −7.71 −5.67 −4.17 −7.37 −5.67 −5.67  
demand. However, taking into account the overall energy conversion 
efficiency covering the powertrain before the propellers (𝜂𝑗𝑐 ) we notice a 
difference in fuel consumption and cost. For the fuel cell case we have a 
better energy conversion (𝜂𝑃𝐸𝑀𝐹𝐶

𝑐 = 0.45) compared to the combustion 
engine case (𝜂𝐼𝐶𝐸

𝑐 = 0.38). Nevertheless, the fuel costs associated 
with the green hydrogen are 30.53% higher due to unfavorable prices, 
Table  4. In future, we expect the emission tax will raise the price 
of diesel fuel quickly and governments might subsidize the use of 
green hydrogen [54,55]. This trend could cause the fuel costs of green 
hydrogen to become lower than the diesel fuel cost in the next 10 to 
15 years.

In scenarios 5 and 6 we consider the ideas that in the future (i) ports 
will have emission control areas and (ii) ships will have a maximum 
permissible amount of emissions over the journey, respectively. For 
scenario 5, we apply a constraint on vessel speed of 10 km/h on legs 
9 
1 and 8, which represent travel near Linz and Regensburg. This speed 
limit ensures that low emissions (≤ 0.25 g

km  PM10 and ≤ 0.05 kg
km  NO𝑥) 

are achieved around the port cities. It should be noted that in principal 
it is not true to say that lower speeds guarantee lower emissions; espe-
cially when considering the higher partial engine load correction factor 
(𝛽𝐼𝐶𝐸) at lower engine loads. By considering these speed constraints we 
can give an indication of how the energy efficiency between hydrogen 
powered vessels and diesel powered vessels will diverge through the 
imposition of ECAs. Additionally, it is common practice to lower the 
vessel speed around port areas. Therefore, this scenario also serves the 
purpose to analyze the consequences of this behavior.

In Tables  3 and 4, we show that the optimal scenario uses around 
7% less energy compared to the scenario with emission control areas 
(ECA). This indicates that diesel powered vessels will be 7% less 
energy efficient compared green hydrogen powered vessels for this use 
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Fig. 5. The solution space of the use case with a constraint on energy consumption, highlighting the varying local relationships between emission types.
case in a future with emission control areas; since hydrogen powered 
vessels would not have to slow down to adhere to the ECA restrictions. 
Interestingly, the total emissions over the journey are lower for the 
scenario without ECAs with 5.67%, 4.17%, and 7.37% compared to 
scenario 5 with ECAs, for CO2, NO𝑥, and PM10, respectively. This is 
because ships tend to increase their speed outside of the ECAs to make 
up for lost time in the emission control areas. So although the ECAs 
reduce emissions locally, they could increase the emissions globally.

For scenario 6 we consider stringent emission constraints over the 
whole journey (𝛿𝐶𝑂2

𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 = 2000, 𝛿𝑁𝑂𝑥
𝑡𝑟𝑖𝑝,𝑚𝑎𝑥 = 14). In this particular 

scenario it is not possible to deliver the cargo on time, in fact the 
ship arrives about 6.65 h late. This shows there are implications on the 
reliability of delivery times for non-zero emissions vessels. Therefore, 
these legislative initiatives steer ship owners to adopt low emission 
measures as these emissions constraints effect not only the energy 
consumption and fuel costs, but also the logistical reliability of the 
cargo arriving on time.

As is evident from the different scenarios, the various emissions are 
not linearly related. Different engine setpoints lead to varying effects 
on CO2, NO𝑥, and PM10; diesel engines have different regions in their 
fuel maps that are favorable for the different emission types. In Fig.  5 
we show this graphically where we apply a constraint on total energy 
consumption. We note that in orange is the optimal solution from a fuel 
use and costs perspective, however, from a NO𝑥, and PM10 perspective 
the solution is not near the optimum. Similarly, the purple solution is 
NO𝑥 and PM10 optimal, but from the CO2 and fuel perspective it is 
the worst-case scenario. Finally, the yellow solution is the worst-case 
scenario from the NO𝑥, PM10 and travel time perspective but is near 
optimal for fuel and CO2. Because emissions do not scale directly with 
energy, in urban areas it would be better to use speed planning that 
minimize these emissions that are harmful to human health rather than 
the energy, fuel or CO2.

We have shown a 7% energy reduction using the proposed speed 
planning method. However, different use cases will lead to different 
energy reduction potentials. For that reason, we show a sensitivity 
analysis of energy consumption as a function of travel time, CO2, 
fuel, PM10, and NO𝑥 in Fig.  6. We have normalized the values of 
the KPI between 0 and 1. From the analysis we show there is an 
exponential relationship between travel time and energy; as more travel 
time is allowed in the optimization problem, the energy consumption 
10 
decreases exponentially. This is unsurprising because travel time and 
speed are directly related through distance, and speed relates to resis-
tance exponentially. The CO2, fuel use and costs are linearly related to 
energy. NO𝑥 and PM10 are globally approximately linear to the energy. 
However, locally the slopes of the different emissions vary and will 
therefore show a different response in energy consumption; this is the 
phenomenon we showed in the scenarios and Fig.  5.

5. Conclusion

To clarify the impact of speed planning on the emission profile of 
the ship, energy efficiency for different engine types, low navigable 
waters, and to assess the effect of different legislative initiatives we 
developed a leg-based speed planning method. Currently, the speed 
planning methods do not model the complete emission profile (CO2, 
NO𝑥, PM10), nor do they examine alternative power systems to ICE or 
full electric power systems. The proposed method takes these factors 
into account while considering the varying fairway conditions such as 
water depth and water speed. The models are calibrated and validated 
through the use-case (Herso 1) vessel sailing to and from Linz, Austria 
to Regensburg, Germany.

Through the study of different scenarios we show that:

• The vessel is able to achieve a 7.26% energy, 5.37% CO2 and 
fuel, 3.85% NO𝑥, and 6.77% PM10 reduction, while achieving the 
same arrival time, indicating a distinct difference of the proposed 
method compared to slow steaming.

• CO2, NO𝑥, PM10, and energy are not directly proportional when 
making speed adjustments.

• Emission control areas increase the overall emissions and energy 
consumption of vessels because ships will speed up outside the 
ECAs to maintain the desired arrival times.

• Emission caps force slow steaming on vessels resulting in arrival 
time constraints not necessarily being satisfied. These effects are 
only felt for vessels with non-zero propulsion types.

• The plans to increase carbon tax and the overall high energy 
conversion efficiency of fuel cells help promote the uptake of low 
or zero emission measures.

In future, we aim to take into account the dynamic and uncertain 
fairway conditions in an adaptive and robust optimization approach. 
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Fig. 6. Sensitivity analysis of energy consumption for varying normalized values of travel times, emissions, and fuel.
This would lead to more reliable speed planning and arrival times, 
and improved energy performance. Furthermore, in this work we have 
omitted the fact that alternative power systems require alternative 
bunkering strategies and that it affects the load rates of the ship. 
Therefore, it would be interesting to look at swapping, recharging 
and refueling strategies in conjunction with the speed planning for 
alternative power systems and fuels such as green ammonia and green 
methanol. Finally, we plan to compare the accuracy of different re-
sistance models specifically developed for inland and shallow-water 
vessels with the adjusted Holtrop & Mennen approach used here, to 
better quantify model limitations and potential improvements.
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