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A β-Compensated NPN-Based Temperature Sensor
With ±0.1 ◦C (3σ) Inaccuracy From −55 ◦C to

125 ◦C and 200fJ · K2 Resolution FoM
Nandor G. Toth , Graduate Student Member, IEEE, and Kofi A. A. Makinwa , Fellow, IEEE

Abstract— This article presents a CMOS temperature sensor
that achieves both state-of-the-art energy efficiency and accuracy.
An NPN-based front end uses two resistors to efficiently generate
a PTAT and CTAT current, whose ratio is then digitized by
a continuous-time (CT) 16-modulator. A β-compensation tech-
nique is used to mitigate base current errors associated with the
NPN’s finite β. Component mismatch and 1/ f noise are mitigated
by applying chopping and dynamic element matching (DEM),
while the spread in VBE and the ratio of the two resistors are
digitally trimmed at room temperature (RT). Fabricated in a
0.18-µm CMOS process, the sensor draws 2.5 µA from a supply
voltage ranging from 1.4 to 2.2 V. Measurements on 40 samples
show that it achieves an inaccuracy of ±0.1 ◦C (3σ ) from −55 ◦C
to 125 ◦C. Furthermore, it is both highly energy efficient, with
a resolution figure of merit (FoM) of 200fJ · K2, as well as very
compact, occupying only 0.07 mm2.

Index Terms— β-compensation, continuous-time (CT)
16-modulator, current-mode readout, NPN-based temperature
sensor, resistor ratio calibration.

I. INTRODUCTION

OVER the last two decades, BJT-based temperature
sensors have consistently demonstrated their ability

to achieve high accuracy [less than ±0.2 ◦C (3σ) error
from −55 ◦C to 125 ◦C] after a single room tempera-
ture (RT) trim [1]. In integrated frequency references, such
high-accuracy temperature sensors are used to compensate for
the temperature dependence of their analog subblocks [2], [3],
[4]. Since the temperature sensor’s noise will then manifest
itself as phase noise, such sensors must also achieve high
resolution in an energy-efficient manner.

To achieve high accuracy, BJT-based sensors have typically
combined switched-capacitor (SC) 16-modulators [5], [6],
[7] with precision techniques, such as chopping and dynamic
element matching (DEM). In this manner, inaccuracies as
low as ±0.06 ◦C (3σ) from −55 ◦C to 125 ◦C have been
achieved [8]. However, their resolution is then dominated by
kT /C noise, which typically limits their energy efficiency,
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Fig. 1. Simplified circuit diagram of a current-mode PNP-based front end
(left) and NPN-based front end (right).

as expressed by the resolution figure of merit (FoM) [9],
to several pJ · K2 [1].

More recently, continuous-time (CT) current-mode readout
circuits have been proposed [10], [11]. These convert the
temperature-dependent voltages generated by a BJT-based
front end into currents, which can then be digitized by a
CT 16-modulator without introducing kT /C noise. In this
manner, an NPN-based design achieved a state-of-the-art res-
olution FoM of 190 fJ · K2 [12]. Unfortunately, its inaccuracy
was not specified. In previous work, we reported a PNP-based
current mode design that achieved an inaccuracy of ±0.1 ◦C
(3σ) from −55 ◦C to 125 ◦C, as well as a resolution FoM
of 850 fJ · K2 [11]. The goal of this work is to design a
current-mode temperature sensor, whose inaccuracy is similar
to that of [11], while also achieving an energy efficiency
similar to that of [12].

Fig. 1 (left) shows a simplified circuit diagram of the
PNP-based front end used in [11]. Two PNPs are biased at a
current ratio p to generate 1VBE. The virtual ground of opamp
A1 closes a voltage loop comprising two base–emitter volt-
ages and the voltage drop across a resistor, thus establishing
IPTAT = 1VBE/R. This current can then be accurately mirrored
to the input of a 16-modulator. However, the input-referred
noise Vn of A1 will then be added to 1VBE. Since this noise
will impact the sensor’s resolution, a significant amount of
power must be dissipated in A1, which reduces the sensor’s
energy efficiency.

A simplified circuit diagram of an NPN-based front end
is shown in Fig. 1 (right). Since the collectors of the NPNs
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are not tied to the substrate, a similar voltage loop can be
made without a noisy opamp. This reduces both the sensor’s
power consumption and noise [12]. However, due to the finite
current gain (β) of the NPNs, their collector current is only
approximately equal to IPTAT. As a result, simply mirroring
this current to the input of the 16-modulator, as in [12],
will incur significant β-dependent errors. In addition, the
vertical NPNs available in the target 0.18-µm process are more
stress-sensitive than their PNP counterparts [13]. Furthermore,
the leakage of the reverse-biased junction formed by their
deep n-well collectors and the substrate can cause significant
collector current errors at high temperatures [14].

This article, an extended version of [15], presents a current-
mode NPN-based front end that uses a β-compensation
technique to mitigate β-dependent errors and thus achieves
both excellent energy efficiency and accuracy. DEM is
applied to mitigate current mirror and BJT mismatch, while
resistor-ratio mismatch is mitigated by a low-cost calibration
scheme. The resulting sensor achieves a resolution FoM of
200fJ · K2 and an inaccuracy of ±0.1 ◦C (3σ) from −55 ◦C
to 125 ◦C after an RT trim, both of which represent the state-
of-the-art performance.

The rest of this article is organized as follows. Section II
discusses various ways of dealing with β-dependent errors in
current-mode front ends. Section III describes the design of the
proposed sensor and its error-reduction techniques in detail. Its
circuit implementation is discussed in Section IV. Section V
presents the measurement results and compares them to the
state of the art. This article ends with conclusions.

II. β-COMPENSATION FOR NPN-BASED FRONT ENDS

The current-mode BJT-based temperature sensors typically
use a 16-modulator to determine the temperature-dependent
ratio of a PTAT current (IPTAT) and a CTAT current (ICTAT)

[11], [12]. Since the sensitivity of 1VBE is an order of mag-
nitude lower than that of VBE (−1.9 mV/K), the accuracy of
IPTAT usually determines the overall accuracy of such sensors.

In Fig. 2, two NPNs with an emitter area ratio of r are
biased at a unit current ratio p via their collectors to generate
the following signals:

VBE = ne
kT
q

ln
(

IC

IS

)
(1)

1V BE = VBE2 − VBE1 = ne
kT
q

ln(pr) (2)

where ne is the BJT’s nonideality factor, k is the Boltzmann
constant, q is the unit electron charge, and IC and IS are the
BJT’s collector and saturation current, respectively. Resistor
R1 then sets the emitter current of Q1 to IPTAT = 1VBE/R1.
The base current of the two NPNs (IB1 + IB2) is supplied by
a buffer to avoid disturbing the collector currents.

However, in a current-mode temperature sensor, the signal
of interest is the current that is mirrored to the ADC (IADC),
which is proportional to IC. Due to the finite β of Q1 (∼20 at
RT), its base current (IB1) will result in a β-dependent error

IADC =
1V BE

R1
− IB1 = IPTAT

β

β + 1
. (3)

Fig. 2. Circuit diagram of a current-mode NPN-based front end.

Fig. 3. Circuit diagram of a current-mode NPN-based front end with R-based
β compensation.

Unfortunately, this error is non-PTAT and so will only be
partially mitigated by the PTAT trim that is generally used to
correct for VBE spread. In the target 0.18-µm CMOS process,
simulations show that this β-dependent error will result in a
worst case temperature error of ±0.65 ◦C from −55 ◦C to
125 ◦C after an RT PTAT trim.

One way of compensating such β-dependent errors is to
place a second resistor R′

1 in series with the base of Q2

[16], as shown in Fig. 3. This adds an IB2 component to the
voltage across R1, which compensates for the IB1 component
that is effectively subtracted by Q1, resulting in the following
expression:

IADC =
1V BE + IB2 R′

1

R1
− IB1 ≈ IPTAT

(
1 −

1β

β2

)
. (4)

However, as shown in Fig. 4, an NPN’s β also depends on its
collector current density (Jc). Since the NPNs must be biased
at a certain JC ratio to generate 1VBE, this means that there
will always be a difference (1β) in the βs of Q1 and Q2. Since
1β varies over temperature and process corners, the resulting
error in IADC still cannot be removed by a PTAT trim and
results in a worst case corner spread of ±0.2 ◦C (r = 7).

In this work, a β-compensation technique is proposed that
uses an IB-current mirror to compensate for the missing base
current. As shown in Fig. 5, a copy of the average of IB1
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Fig. 4. NPN’s β versus its collector current density at different temperatures.

Fig. 5. Circuit diagram of the front end with I -based β compensation
(left) and a comparison of the β-compensation current for I - and R-based
β compensation.

Fig. 6. Maximum temperature error after trimming and normalized resolution
FoM versus emitter area ratio.

and IB2 (IB,av) can be obtained by supplying the NPN’s base
currents via a 2:1 current mirror. IADC can then be expressed
as follows:

IADC =
1V BE

R1
− IB1 +

IB1 + I B2

2
≈ IPTAT

(
1 −

1β

2β2

)
. (5)

It can be observed that this results in a 1β error that is only
half that of the R-based compensation circuit shown in Fig. 3.

According to (2), maximizing r increases 1VBE, which,
in turn, improves energy efficiency. However, it also increases
the JC ratio, resulting in a larger 1β error and worse accuracy
(Fig. 4). Fig. 6 illustrates the simulated tradeoff between
inaccuracy (after an RT PTAT trim) and resolution FoM
(normalized at r = 5). For the proposed sensor, r = 7 was
chosen as a good compromise, resulting in a worst case
trimmed inaccuracy of ±0.1 ◦C from −55 ◦C to 125 ◦C.

Fig. 7. Simplified circuit diagram of the single-level DAC and the current
signals and bitstream average versus temperature.

III. PROPOSED SENSOR TOPOLOGY AND TECHNIQUES

As in [11], a digital representation of temperature is
obtained by balancing a fixed ICTAT with the variable output
of an IPTAT DAC, which is controlled by the bitstream of a
16-modulator. As discussed in Section II, an accurate IPTAT
is generated by an NPN-based front end with the help of the
proposed β-compensation technique, while, as shown in Fig. 7,
an accurate ICTAT is generated by using the modulator’s 1st
integrator to force VBE over a resistor R2 = m R1 [17].

A. DAC and Current Scaling

As shown in Fig. 7, the sensor employs a 1-bit DAC
that switches between 0 and IPTAT. Compared to the DAC
used in [11], which switches between IPTAT and 4IPTAT, this
reduces the peak DAC current by 4×. It also reduces the
integrator’s input current (IDSM) proportionally and thus the
power dissipation of its opamp A2, which must be designed
to source/sink this current. With the chosen topology, a bit-
stream is generated, whose average µ can be expressed as
follows:

µ = 1 −
1
m

·
VBE

1V BE
= 1 −

X
m

(6)

where X = VBE/1VBE. To ensure that IPTAT and ICTAT are
balanced properly over the targeted temperature range (Fig. 7,
middle), the coefficient m is set to 24, so that µ ranges
from 0.07 to 0.71 over the military temperature range (Fig. 7,
right). Compared to [11], where µ ranges from 0.08 to 0.9,
the OSR of the 2nd order 16-modulator must be increased
by ∼10% to maintain the same SQNR, which is acceptable
considering the achieved reduction in DAC complexity and
power. As explained in [8], µ can be linearized by applying
the following formula:

µlin =
α

α + X
=

α

α + 24(1 − µ)
(7)

where α is a digital constant.

B. Dynamic Error Reduction

Fig. 8 shows a block diagram of the proposed sensor.
To achieve high accuracy, various dynamic error correction
techniques are applied. As in [3], the integrator’s opamp A2
is chopped at fs to remove both its offset and 1/ f noise.
Furthermore, the mismatch of the IC- and IB-current mirrors is
again mitigated by bitstream-controlled (BSC) DEM at fs [18].

Authorized licensed use limited to: TU Delft Library. Downloaded on December 10,2024 at 12:10:48 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 8. Block diagram of the full sensor.

Since p = 1 and IDAC = IPTAT, only three IC- and IB-current
sources require DEM, which simplifies the digital logic and
ensures a small residual error. A current dumper is added to
reduce DAC-related switching transients [11].

NPN mismatch is mitigated by applying barrel-shifting
DEM. Since the NPNs have a shared base connection, this is
implemented by switches placed at the collector and emitter of
each unit NPN (2 × 2 µm). A full DEM cycle, which consists
of eight states, then takes place at fs /1536, thus ensuring that
the full conversion of 3072 cycles (2 · 1536) is not limited by
quantization noise. The choice of such a low DEM frequency
results in negligible quantization noise folding.

C. Resistor Calibration

In [11], the resistor ratio m is calibrated by reconfiguring
the 16-modulator to extract the resistor ratio, after which the
mismatch is compensated in the digital domain. This requires
two conversions, during which the ambient temperature must
be stable to avoid readout errors. In this work, this foreground
calibration is implemented by connecting the integrator to
1VBE via the multiplexer S2 (Fig. 8). The current flowing
through R2 will then be IPTAT/m, where m is the resistor
ratio. It follows that the modulator now balances IPTAT against
IPTAT/m, resulting in the following expression for the bitstream
average:

µRCAL = 1 −
IPTAT/m

IPTAT
= 1 −

1
m

≈ 0.96 (8)

from which m can be extracted. The total integrated thermal
noise is sufficiently low (<0.005%) after a 0.1-s conversion.
Note that a second-order 16-modulator is still stable for dc
signals close to full scale. Any deviations in m can then be
compensated by applying the following formula in the digital
domain:

µcalibrated =
µ − 1

24 · (1 − µRCAL)
+ 1. (9)

Since temperature variations affect IPTAT and IPTAT/m in
a similar manner, ambient temperature drift does not cause
errors, greatly relaxing the requirements on temperature sta-
bility during calibration. Furthermore, the calibration can be
performed in about 0.1 s, making it a low-cost operation.

D. Voltage Calibration

Voltage calibration [19] is also implemented as a low-cost
alternative to RT calibration. It involves connecting (via S2)

a known external reference voltage VEXT to the integrator
instead of VBE. This allows 1VBE, and therefore the die
temperature, to be extracted using (2), after which any errors
can be digitally trimmed. The accuracy of the estimated die
temperature is limited by the spread in the NPN’s nonideality
factor ne and by the 1β-dependent error in (4). However,
voltage calibration is a fast and low-cost alternative to a
traditional temperature calibration since it requires no external
temperature reference and no additional time to allow it to
achieve thermal equilibrium with the die [11].

IV. CIRCUIT IMPLEMENTATION

A. Front End

Fig. 9 shows a more detailed circuit diagram of the pro-
posed front end. The three IC-current mirrors are implemented
as cascoded pMOS transistors biased in strong inversion
(gm /ID = 2.5). This ensures good matching, large rout
(>250 G� over PVT), as well as a low noise contribution. As a
result, their noise contribution to µ is only 25% at RT, so that
R1 and the NPNs dominate the noise, contributing 50% and
25%, respectively. As discussed in the previous section, DEM
is applied to further improve their matching. Since the virtual
ground of the ADC is at 1VBE during resistor calibration,
placing the DEM switches at the drains of the cascodes would
cause large switching transients during DEM transitions. For
this reason, the DEM switches are placed between the current
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Fig. 9. Circuit diagram of the front end and the DAC.

sources and the cascodes [12]. This ensures that the voltages
around the DEM switches are identical irrespective of the
ADC’s virtual ground.

The IC-current mirrors are biased by opamp A1. Since the
biasing loop does not directly affect IPTAT, its noise and error
contribution is negligible. Therefore, it is designed as a simple
and low-power five-transistor OTA. It realizes a loop-gain
bandwidth of ∼120 kHz at RT, resulting in switching transients
that contribute less than 10-mK error. A Miller capacitor
(Cm = 800 fF) and a nulling resistor (Rn = 450 k�) are
added to stabilize the loop. A1 also ensures that the NPN’s
collector voltages are identical, which reduces static errors in
the collector current ratio related to the NPN’s early effect
(VA ≈ 45 V at RT) and the pMOS’s finite rout. Due to
its small error and noise contribution, there is no need to
chop A1.

As discussed in Section II, the NPN’s base current IB
is added to IC to obtain an accurate copy of IPTAT. Like
the IC-current mirrors, this is achieved by using cascoded
PMOS current sources biased in strong inversion. The same
BSC-DEM signals are used to control the cascoded DEM
switches. As shown in Fig. 9, the IB-current mirrors are biased
using an additional IB branch, which sets the collector voltages
to VGS of an HVt NMOS (VGS,M1). This voltage tracks VBE
and ensures that VCE is large enough (>300 mV at 125 ◦C)
to keep the NPNs saturated over the temperature range. Since
the bias current of M1 has a negligible effect on IPTAT, the
corresponding current source is not incorporated in the DEM
cycle. Unlike the design in [7], this biasing circuit does not
need an additional opamp. Furthermore, it requires a voltage
headroom of only VBE + VDS, which allows the current sources
to be biased further into strong inversion.

Since the NPN DEM switches at the emitters are in series
with R1, their IR drop directly affects 1VBE, thus requiring a

Fig. 10. Circuit diagram of the NPN-DEM switches and their signal
generation.

low RON. Additionally, insufficient ROFF at high temperatures
would cause large leakage currents (Ileak), resulting in errors in
the generated IPTAT. A combination of high ROFF and low RON
is achieved by using I/O switches controlled by clock-boosted
(CB) signals, which are generated by a DEM shift register (SR)
(Fig. 10). As a result, the worst case RON and ROFF (at 125 ◦C,
VDD = 1.4 V) are 5 k� and 75 G�, respectively. To cancel
the effect of their RON to the 1st order, the switches are sized
at a 1:7 ratio corresponding to the currents they conduct. This
results in an absolute error of 80 mK, which will be further
reduced by resistor calibration.

B. Delta-Sigma Modulator

The current signals are digitized by a 1-bit, 2nd-order, CIFF
16-modulator with a CT 1st integrator. It operates at a clock
frequency of 80 kHz and an OSR of 3072, resulting in a
conversion time of 38.4 ms.

As in [11], the 1st integrator is designed as a two-stage
opamp with a single-ended common-source 2nd stage. The
integrator’s input common-mode voltage can be VBE (normal
operation) as well as 1VBE (resistor calibration). For this
reason, the 1st stage of the opamp is designed as a PMOS-
input folded-cascode, which can operate over a large input
voltage range. A Miller capacitor (230 fF) and nulling resistor
(200 k�) are used for stability. The opamp has a dc gain of
110 dB, resulting in a gain error much less than 0.01% as
is required during resistor calibration. A GBW of 350 kHz
ensures that the error resulting from switching transients is
below 30 mK during normal operation and less than 0.01%
required during resistor calibration. Since the DAC currents
are reduced by 4× compared to [11], Cint (15 pF) could be
reduced proportionally, resulting in significant area savings.
The DAC switches are implemented with I/O devices, which
exhibit negligible leakage at high temperatures. As in [11],
the 2nd integrator is implemented as an area-efficient SC
integrator using 3.5× less power and 8× less area than the
1st integrator.

The DAC current dumper generates a copy of the virtual
ground from the unused DAC current. Under normal operation,
VBE is generated using a unit-NPN load, while during resistor
calibration, a unit resistor is used to generate 1VBE (Fig. 8).
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Fig. 11. Micrograph of a single sensor.

Fig. 12. Power breakdown of the sensor.

V. MEASUREMENT RESULTS

The proposed temperature sensor was fabricated in a stan-
dard 0.18-µm CMOS process. The die photograph is shown
in Fig. 11. Each die contains two sensors, so that differential
measurements can be performed to cancel ambient temperature
drift [20]. All digital control signals are generated by a digital
controller clocked at 320 kHz. For flexibility, the nonlinearity
removal and decimation filter were implemented off-chip.

A. Area and Power Consumption

A single sensor draws 2.5 µA from a 1.4-V supply at RT.
Fig. 12 shows a detailed power distribution of the proposed
sensor, which is dominated by the power dissipation of the
BJTs and the 1st integrator. Since the bias amplifier A1 has
relaxed noise requirements, its power dissipation is negligible.

The proposed sensor occupies only 0.07 mm2. Fig. 13 shows
that this area is dominated by resistors (R1 and R2) and
capacitors (Cint1 and charge pump). As shown in [11], the
addition of a decimation filter, polynomial engine, and an SPI
interface would not significantly increase the sensor’s area and
power consumption.

Fig. 13. Area breakdown of the sensor.

Fig. 14. FFT of the bitstream.

Fig. 15. Temperature resolution plotted versus conversion time.

B. FFT and Resolution

Fig. 14 shows a fast Fourier transform (FFT) of the bit-
stream when the modulator is operating in the free-running
mode. It can be seen that most of the 1/ f noise comes from the
PMOS current mirrors, followed by the NPNs. After applying
DEM to both, a 1/ f noise corner well below 100 MHz along
with a quantization noise corner of 200 Hz was achieved. The
remaining tones are related to the low-frequency NPN DEM
and are suppressed by the notches of the sinc2 decimation
filter. As shown in Fig. 15, after applying both types of
DEM, the sensor achieves a thermal-noise limited resolution
of 1.2 mK (σ) in 38 ms, which results in a resolution FoM of
200 fJ · K2.
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Fig. 16. Histogram of the normalized resistor ratios extracted from
40 sensors.

Fig. 17. Measured temperature spread of 40 sensors before trimming (top
left), with RT trim (top right), with RT trim and resistor-ratio calibration
(bottom left), and with voltage- and resistor-ratio calibration (bottom right).

TABLE I
ACCURACY-IMPROVEMENT TECHNIQUES

C. Extracted Resistor Ratios

Using resistor calibration, the on-chip resistor ratio can be
extracted. Fig. 16 shows a histogram of the normalized resistor
ratios of all measured samples. Even though very different
resistor ratios are used, it shows a standard deviation (0.046%)
that is similar to [11]. Achieving sub-0.01% matching would
have required a resistor area larger than 2 mm2, emphasizing
the need for resistor calibration in low-cost designs.

Fig. 18. Non-β-compensated temperature spread before batch calibration
(top left), after batch calibration (top right), with resistor-ratio calibration a
PTAT RT trim (bottom left), and an offset RT trim (bottom right).

Fig. 19. Power supply sensitivity of 16 samples.

Fig. 20. Clock frequency sensitivity of 16 samples.

D. Accuracy

To determine the sensor’s accuracy, 40 sensors on 20 dies
were characterized in a temperature-controlled oven, with
the samples mounted in close thermal contact with a cali-
brated pt-100 thermistor. The batch-calibrated inaccuracy is
±0.6 ◦C (3σ) (Fig. 17, top left), with a residual nonlinearity
of ±0.02 ◦C (α = 12.1). This improves to ±0.2 ◦C (3σ)

after an RT trim (Fig. 17, top right). After applying resistor-
ratio calibration, the target inaccuracy of ±0.1 ◦C (3σ) is
achieved (Fig. 17, bottom left). Replacing the temperature trim
with a low-cost voltage calibration increases the inaccuracy to
±0.25 ◦C (3σ) (Fig. 17, bottom right), which is sufficient for
most applications. Table I presents the effectiveness of each
accuracy-improvement technique. Chopping, BJT-DEM, and
IC-CM DEM contribute the largest accuracy improvements,
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TABLE II
PERFORMANCE SUMMARY AND COMPARISON WITH STATE OF THE ART

Fig. 21. FoM and area versus RIA after a one-pt trim for the state-of-the-art CMOS temperature sensors.

while IB-CM DEM and resistor calibration contribute smaller,
but still significant accuracy improvements.

Similar measurements were performed, where β compensa-
tion was turned off by opening switch S1 (Fig. 8). Fig. 18
(top left) shows the absolute error caused by removing β

compensation. This error exceeds 10 ◦C at low temperatures,
where it causes the 16-modulator to clip. Recalculating the
batch-calibration coefficients (α = 11) results in a similar
nontrimmed spread of ±0.6 ◦C (3σ); however, the residual
nonlinearity increases to ±0.2 ◦C (Fig. 18, top right). Applying
a PTAT-trim at RT results in an inaccuracy of ±0.45 ◦C
(3σ) (Fig. 18, bottom left), which improves to 0.35 ◦C (3σ)

(Fig. 18, bottom right) when replacing this with an offset-trim
instead. Clearly, removing β compensation adds a 2nd error
on top of the spread in VBE, so that high accuracy cannot be
achieved with just a single trim. This illustrates the need for
β compensation in current-mode NPN-based front ends.

E. Power Supply and Clock Frequency Sensitivity

Fig. 19 shows the power supply sensitivity at RT of 16 sam-
ples as VDD is varied from 1.4 to 2.2 V. It shows a PSS of

0.04 ◦C/V down to 1.4 V, demonstrating the ability of the
sensor to operate over a large supply range.

Fig. 20 shows the sensor’s sensitivity at RT to changes in
clock frequency. As the clock frequency increases from 50 to
100 kHz, its sensitivity to switching transients increases.
An average clock frequency sensitivity of 0.7 mK/kHz is
found, which indicates that errors related to switching tran-
sients were successfully minimized.

F. Comparison to the State of the Art

Table II summarizes the performance of the proposed sensor
and compares it with that of other state-of-the-art BJT-based
temperature sensors, which achieve similar accuracy and/or
energy efficiency [1]. The proposed sensor demonstrates excel-
lent all-around performance, achieving both high accuracy and
energy efficiency while occupying only a small area. This
favorable tradeoff is illustrated in Fig. 21, which shows the
performance of several one-pt trimmed CMOS sensors [1].
Among high-accuracy temperature sensors (RIA < 0.2%), the
proposed temperature sensor is 2× more efficient and occupies
2× less area than the state of the art.
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VI. CONCLUSION

This work presents an NPN-based temperature sensor
implemented in 0.18-µm CMOS that achieves both state-
of-the-art one-point trimmed accuracy and energy efficiency
while occupying a small area. A compact NPN-based front
end is proposed along with an efficient circuit implementation
to remove β errors introduced by the NPNs. Applying tech-
niques, such as DEM, chopping, and resistor ratio calibration,
along with a PTAT trim results in an accuracy of ±0.1 ◦C
(3σ) from −55 ◦C to 125 ◦C. Furthermore, the sensor achieves
200fJ · K2 resolution FoM while occupying only 0.07 mm2.
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