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Abstract—Although electrical simulation has become a vital tool
in the design process of memory devices, memory testing has not
yet been able to employ electrical simulation as an integral part
of the test generation and optimization process. This is due to the
exponential complexity of the simulation-based fault analysis, a
complexity that made such an analysis impractical. This paper de-
scribes new methods to reduce the complexity of the fault analysis
from exponential to constant with respect to the number of ana-
lyzed operations, thereby making it possible: 1) to use electrical
simulation to generate test patterns; and 2) to perform simula-
tion-based stress optimization of tests. The paper also discusses
ways to analyze the impact of idle time on the faulty behavior. In
addition, results of a fault analysis study performed to verify the
new analysis method are shown, where the new analysis reduces
the analysis time by a factor of 30.

Index Terms—Defect simulation, dynamic RAM (DRAM),
memory testing, pattern generation, stress optimization.

I. INTRODUCTION

T HE increasing complexity of the faulty behavior of
memory devices, associated with the ever increasing

costs of memory testing, makes it important to look for new
innovative ways to tackle fault analysis and test issues for
memories [1]. More often than not, test development is done
in a brute force fashion: applying a large number of patterns to
identify the best read-write sequences, while scanning a large
range ofstresses (STs)to identify the beststress combinations
(SCs)to detect the desired faulty behavior.

The complexity of the fault analysis is particularly demanding
for dynamic RAMs (DRAMs), as a result of their vulnerability
to faults involving multiple memory operations (calleddynamic
faults), since each additional analyzed operation requires an ex-
ponential increase in fault analysis time [2]. Previous work on
dynamic faults has either been limited to the impact of specific
types of memory operations (sequences of reads, for example)
[3], or only concerned with analyzing a limited number of dy-
namic sequences to limit simulation time [4].

Added to the complexity of analyzing dynamic faults, DRAM
testing heavily employs modifications to various STs, either to
ensure a higher fault coverage of a given test or to target specific
failure mechanisms not detected at nominal operational condi-
tions [5]. A test designer, faced with the task of pattern gener-
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ation in combination with ST optimization for a given defect,
can greatly benefit from an internal understanding of the faulty
behavior to reduce the time needed to come up with an effective
test.

In this paper, a new fault analysis approach is introduced to
approximate the total (infinite) faulty behavior for a given de-
fect using electrical simulation. The analysis provides a deeper
insight into the faulty behavior of the memory and greatly ac-
celerates the fault analysis process in a way that is independent
from the number of investigated operations. This makes possible
both simulation-based pattern generation and ST optimization
within a reasonable amount of time.

Section II starts with a description of the basics of fault
modeling. Section III outlines the conventional way to perform
fault analysis using electrical simulation. Then, Section IV
presents the new simulation-based analysis approach. Sec-
tion V discusses STs and the way they are optimized in
practice, followed by a description of the simulation-based ST
optimization approach in Section VI. Section VII presents the
results of the fault analysis performed to validate the approach,
and Section VIII ends with the conclusions.

II. M ODELING MEMORY FAULTS

This section presents the modeling language used to describe
the memory faulty behavior observed in a defective memory.

A. Basics of Fault Modeling

Functional fault models (FFMs)are informally understood as
the deviation of the observed memory behavior from the func-
tionally specified one, under a sequence of performed memory
operations. Therefore, two basic ingredients are needed to de-
fine any FFM: 1) a sequence of performed memory operations;
and 2) a list of corresponding deviations in the observed be-
havior from the expected one.

1) Any sequence of performed operations on the memory
is called anoperation sequence. An operation sequence
that results in a difference between the observed and the
expected memory behavior is called asensitizing oper-
ation sequence . For example, the for an up-transi-
tion fault (TF ) in a cell requires that the cell is initialized
to zero, after which a one has to be written into the cell.
The observed memory behavior that deviates from the ex-
pected one is called afaulty behavioror simply afault. For
TF , the faulty behavior is that after the write-one opera-
tion has been performed, the cell still contains a zero.

In order to describe any faulty behavior in the memory,
it is important to be able to describe any operation
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Fig. 1. Taxonomy of FPs.

sequence performed on the memory. An operation se-
quence has aninitialization part and anoperation part

. The initialization part represents the data present in
the memory cells prior to the start of a test; this may be
random (due to power-on, for example) or deterministic
(due to a previously applied test). The operation part
represents operations performed to sensitize the faulty
behavior; these can either be writesor reads . There-
fore, any memory operation sequence expected to result
in a faulty behavior can be represented by the following
notation:

where
cell address used,
initialization or written data into , ,
type of operation on , ,
number of initializations, and
number of operations.

The initialization part is applied to cells (denoted as
), while the operation part is applied tocells (denoted

as ). Note that the value of in of the operation part
represents the expected value of the read operation, which
may be different from the actual read value detected on
the output in case of a faulty memory. As an example
of the notation, if an operation sequence is denoted by

, then the sequence starts by accessing cell
(which contains a zero) and writing a one into it, then
reading the written one.

2) The second ingredient needed to specify a fault model
is a list of deviations in the observed behavior from the
expected one. The only functional parameters considered
relevant to the faulty behavior are the stored logic value
in the cell and the output value of a read operation.

Considering the above, any difference between the observed
and expected memory behavior can be denoted by the following
notation , referred to as afault primitive (FP)[6].
describes the operation sequence that sensitizes the fault;de-

scribes the value of the faulty cell, ; and describes
the logic output level of a read operation, . has
a value of zero or one when the fault is sensitized by a read op-
eration, while the “-” is used when a write operation sensitizes
the fault. For example, in the FP , which is a TF ,

means that cell is assumed to have the initial value
zero, after which a one is written into. The fault effect
indicates that after performing a to , as indicated by ,
remains in state zero. The output of the read operation
indicates that does not end with a read operation. The notation
for the FP can be simplified to .

FPs can be classified into different classes, depending on
as shown in Fig. 1. Let be the number ofdifferentmemory
cells initialized or accessed in , and let be the
number of operations ( or ) performed in . For example, if

, then , since two cells ( and )
are present in , while , since only one operation is
performed ( to ).

Depending on , FPs can be divided into the following
classes.

1) If , then the FP sensitized by the corresponding
is called asingle-cell FP.

2) If , then the FP sensitized by the corresponding
is called acoupling FP. If then it is described

as atwo-coupling FPor a two-cell FP. If , then
it is described as athree-coupling FP, etc.

In case an FP is a coupling FP , then one of the
cells in the should be considered as avictim (v)while the other
cells are considered asaggressors (a). In any FP, the described
faulty behavior is related to a victim while the aggressors are
considered to contribute to the fault.

Depending on , FPs can be divided into the following
classes.

1) If , then the FP sensitized by the corresponding
is called astatic FP.

2) If , then the FP sensitized by the corresponding
is called adynamic FP. If , then it is described

as atwo-operation dynamic FP. If , then it is
described as athree-operation dynamic FP, etc.
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TABLE I
ALL POSSIBLESINGLE-CELL STATIC FPS

The notion of FPs makes it possible to give a precise defini-
tion of an FFM as understood for memory devices. This defini-
tion is presented next. An FFM is a nonempty set of FPs.

B. Characteristics of FPs

The most well-known class of FPs is the class of single-cell
static FPs, where at most one operation and only one cell
is associated with sensitizing the fault. The restriction to
single-cell static FPs restrictsin the FP notation
to . Table I shows all
single-cell static FPs possible in the FP description. The faults
listed in the table are state faults (SFs), write destructive faults
(WDFs), transition faults (TFs), read destructive faults (RDFs),
incorrect read faults (IRFs), and deceptive read destructive
faults (DRDFs) [7]. From the table, two observations can be
made about the capability of this notation to describe different
sorts of single-cell static faulty behavior.

1) A write operation is capable of sensitizing four FPs.
2) A read operation is capable of sensitizing six FPs.

In total, if precisely one operation is performed, then ten FPs
can be sensitized.

As operations are added to, in order to investigate the dy-
namic faulty behavior of the memory, the possible number of
different s, and the associated number of dynamic FPs, in-
creases rapidly. For a single-cell FP,typically starts with an
initialization of either zero or one, followed by one of three pos-
sible memory operations , , or for each increment in

. As a result, the possible number of differents can be cal-
culated by [2]

When no operation is performed , the number of
possible FPs is two, and when one or more operations are per-
formed, is able to sensitize ten different FPs for each incre-
ment in , as summarized in the following relation:

single-cell FPs

Fig. 2. Plot of#S and#FP as a function of#O.

Fig. 2 plots the number of possibles and the number of pos-
sible FPs against , where the exponential nature of these re-
lations can be clearly seen. A straightforward attempt to inves-
tigate the dynamic faulty behavior of the memory, by directly
applying all possible s, is limited by the practical analysis time
and computing power available. Using the analysis approach
presented in this paper, the totalinfinite space of dynamic faulty
behavior can be approximated within a short amount of analysis
time.

C. Extending the FP Description

In Section II-B, faults are defined in such a way that they can
describe the three generic memory operations ( and )
in any possible sequence. However, FPs need not only handle
performed operations, but also the absence of performed opera-
tions. A typical commodity DRAM today has a capacity of 256
Mb, and has an I/O interface with a maximum width of 32 b,
which means that the average probability of a given cell being
accessed when an operation is performed amounts to a mere
32 256 000 000 125 10 , in case the memory is actually
accessed.

This shows that it is more probable for a cell to stay idle than
actually being accessed, a fact that may have profound implica-
tions on the faulty behavior of a memory cell. Extending the FP
description has to account for two different types of idle time:
1) idle time in the sensitizing operation sequencebefore the
fault is sensitized; and 2) idle time in the faulty behavior
after the fault is sensitized. Note that idle time can have no im-
pact on a faulty output , since the output is directly latched
and observed externally.

1) Idle Time in : idle time included in the sensitizing op-
eration sequence may take one of two different forms:

• Optional idle time—This idle time does not influence sen-
sitizing the fault by ; in other words, sensitizes the
fault whether there is idle time in or not. This type of
delay time can be represented by three dots in ,
since these three dots are usually used in tests to mean
an arbitrary sequence of operations. For example,

means that starting with a zero stored in,
we can wait an arbitrary amount of time and then write
oneinto .
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Fig. 3. DRAM memory cell with an open defect.

• Necessary idle time—This idle time is needed to sensitize
the fault by ; in other words, only sensitizes the fault
when the idle time is included in. This type of delay can
be represented by , which stands for “Delay,” since

is usually used in test description to indicate a neces-
sary idle time. For example, means that
starting with a zero in , we have to wait for amount
of time then a write-one is performed.

These two types of idle time are important, since they set dif-
ferent conditions on the tests needed to detect the faulty be-
havior described by the FP. Optional idle time can be viewed as
a don’t carecondition within that could be used to simplify
the needed memory test, while necessary idle time is required
in the memory test. As a result, optional idle time results in re-
ducing test complexity while necessary idle time increases test
complexity.

2) Idle Time in : In addition to the need to describe the
absence of performed operations, there is also a need to add
a timing parameter for the faulty behavior description, since
it is possible that the faulty behavior itself is time dependent.
This can be done by introducing a timing parameteras a sub-
script to to indicate that the FP is only detectable
within a period after performing the sensitizing operation se-
quence . This type of faulty behavior is referred to astransient
faultsand is discussed in more detail in the literature [8].

III. CONVENTIONAL ANALYSIS

In this section, the conventional fault analysis approach,
called theprecise simulation, is discussed. The section starts
with an example, then the properties of the precise simulation
are presented.

A. Example of Analysis

Consider the open defect within a DRAM cell, as
shown in Fig. 3, where Spice simulations are to be used to
analyze the faulty behavior resulting from this open. The
simulation model used here is the same one used in Section VII
to generate the results of the analysis study (refer to that
section for more information on the model). The analysis
takes a range of possible open resistances into consideration (1

, for example). The injected open in the cell
model creates a floating node of the cell capacitor, the voltage
of which may vary between and GND.
Determining which of the two sides of an injected open is
floating depends on the type of the open. The floating node for
opens within memory cells is taken to be the node connected to
the cell capacitor, since the other node is controlled by the pass
transistor.

Next, the fault analysis is performed for some points in the
plane, which is called theanalysis space. Therefore,

a number of values for and are selected to perform the
fault analysis. This usually corresponds to applying a grid on
the analysis space giving rise to a number of intersection points
where the analysis is performed.

For each point in the analysis space, the faulty behavior of
the memory is analyzed by simulating a number of memory op-
erations. The more operations are simulated, the more accurate
our understanding of the faulty behavior becomes. However, the
number of different possibles grows exponentially with re-
spect to according to the relation . There-
fore, the more operations are performed, the more time it takes
to carry out the analysis, which makes it important to limit the
number of used operations. For example, if sequences of only
two operations are considered to be performed on a
single memory cell, then different sequences of

and are possible. Each of these sequences has to be
performed at each point in the analysis space.

Fig. 4 shows the fault analysis results performed for the open
shown in Fig. 3. The results were generated usings of at most
two operations [4]. The results are organized as fault regions
in the analysis space, and they change gradually (i.e., contin-
uously) with respect to and . For example, Region B5
in Fig. 4 contains the fault TF , while Region
A1 contains the static fault TF and the dynamic
fault RDF

B. Fault Analysis Time

In this section, we will try to estimate the time needed to
perform the fault analysis using the precise simulation approach.
The time needed can be described by the following relation:

where is the number of points in the analysis space, is
the number of s to be performed for each point (equals ),
and is the time needed to simulate each. Furthermore,
can be further decomposed into , where
is the number of points taken along theaxis of the analysis
space, and is the number of points taken along theaxis of
the analysis space. can also be further decomposed as

, where is the simulation time needed for a single
memory operation. In summary, the simulation time needed for
the precise analysis can be written as

We use the analysis performed in Fig. 4 as an example, where
is taken to be the axis and is taken to be the axis.

1) 10 points (10 values on a linear scale, GND
2.4 V)

2) 15 points (2 values per decade on a loga-
rithmic scale, 10 M )

3) 18 (two-operation s)
4) 10 s of simulation time
5) 2
This adds up to

s h. Note that despite the restriction of
the analyzed to two, the simulation still takes a long time
to perform.
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Fig. 4. Conventional fault analysis results of the open in Fig. 3 in the(V ; R ) analysis space.

IV. NEW ANALYSIS

In this section, the new fault analysis approach, called the
approximate simulation[9], is discussed. The section starts with
an example, then the properties of the approximate simulation
approach are presented.

A. Example of Analysis

The new approximate simulation approach is different from
precise simulation in that it enables investigating the analysis
space for operation sequences withany , but with a limited
amount of analysis time. It achieves this by compromising the
accuracy of the results.

Consider the defective DRAM cell shown in Fig. 3, where
an open makes the voltage across the cell capacitor
relatively floating. The analysis takes a range of possible open
resistances 10 M and possible cell voltages

into consideration.
Next, a number of values are selected for which the

analysis is to be performed. In this approach, three different
result planes are generated, one for each memory op-

eration ( , and ). Each result plane describes the impact
of successive , successive , or successive operations on

for a given value of . Fig. 5 shows the three result planes
for the three memory operations performed for the open shown
in Fig. 3.

Plane of : This result plane is shown in Fig. 5(a). To gen-
erate this figure, the floating cell voltage is initialized to
(because a operation is performed) and then the operation

sequence is applied to the cell. The net result of
this sequence is the gradual decrease (depending on the value
of ) of toward GND. The voltage level after each op-
eration is recorded on the result plane, resulting in a number
of curves. Each curve is indicated by an arrow pointing in the
direction of the voltage change. The arrows are numbered as

, where is the number of operations needed to get to
the indicated curve. We stop performing the sequence when
the voltage change as a result of operations becomes

0.24 V, a value that is arbitrarily selected at first, but can
afterwards be reduced if it turns out that moreoperations are
needed to describe the faulty behavior. This selection ofre-
sults in identifying up to four different curves in the plane.
The midpoint voltage (the cell voltage that makes up the
border between a stored zero and one) is also indicated in the
figure with a solid vertical line. The sense amplifier threshold
voltage is shown in the figure as a dotted line. is the
cell voltage above which the sense amplifier reads a one, and
below which the sense amplifier reads a zero.

Plane of : This result plane is shown in Fig. 5(b). To gen-
erate this figure, is initialized to GND and then the opera-
tion sequence is applied to the cell. The result
is a gradual increase of toward . The voltage level after
each operation is recorded on the result plane, which gives
a number of curves in the plane. The curves are indicated in the
same way as the curves in the plane of. We stop the se-
quence when becomes less than some arbitrarily selected
small value (0.24 V in this example). It is interesting to note the
bump in the curve [1] of Fig. 5(b) at about 300 k .
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Fig. 5. Result planes of the approximate simulation for the operations (a)w0, (b)w1, and (c)r.

Remember that any memory operation starts with the sense am-
plifier sensing the voltage stored in the cell and amplifying it.
Above 300 k and for any stored cell voltage , the
sense amplifier fails in sensing the stored zero, and senses a one
instead, which helps the operation in charging up the cell
to a higher . is also indicated in the figure using a solid
vertical line. is shown in the figure as a dotted line.

Plane of : This result plane is shown in Fig. 5(c). To gen-
erate this figure, first is established and indicated on the re-
sult plane (shown as a bold curve in the figure). This is done by
performing a read operation for a number ofvalues and recur-
sively identifying the border above which the sense amplifier
detects a one and below which the sense amplifier detects a zero.

As increases, turns closer to GND, which means that it
gets easier to detect a one and more difficult to detect a zero.1 .
Then the sequence is applied twice: first for that is
marginally lower than (0.12 V lower in this example), and
a second time for that is marginally higher than (0.12 V
higher). The voltage level after eachoperation in both read se-
quences is recorded on the result plane, which generally results
in two sets of curves on the plane. Each set of curves is indicated
in the same way as for the curves in the plane of. Note that

1This is caused by the fact that the precharge cycle sets the bit line voltage to
V . Therefore, asR increases, a zero stored in the cell fails to pull the bit
line voltage down during a read operation, and the sense amplifer detects a one
instead of a zero
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with (the part below the bold curve in the figure), only
one operation is enough to set to GNDp; therefore, there
are no curves in this part of the plane.

B. Approximating the Behavior

It is possible to use the result planes of Fig. 5 to analyze a
number of aspects of the faulty behavior. We mention four as-
pects here and show how to derive them from the figure.

• Predict faults in any fault region of the conventional pre-
cise simulation.

• Approximate the behavior resulting from any operation
sequence performed on the defective memory.

• Indicate theborder resistance (BR), which is the value
where the cellstartsto cause faults on the output for any
sequence of operations.

• Generate a test that detects the faulty behavior of the defect
for any resistance value and any initial floating voltage.

1) It is possible to predict any fault region observed by the
precise simulation shown in Fig. 4. For example, Region B5
in Fig. 4 with the fault TF can be derived from Fig. 5(b) that
describes the impact of a sequence ofoperations on .
The curve of (1) starts at for low values, then
it decreases rapidly and becomes lower than around

200 k , only for a small range of values. At this
point, the operation fails to set a high enough voltage
within the cell and TF is sensitized. This shows that it is
possible use the approximate analysis to derive the faulty
behavior of the precise analysis.

2) The three result planes can also be used to approximate the
faulty behavior ofany sequenceof memory operations. For
example, the results shown in Fig. 5 can be used to find
out the behavior of, say, for 100 k . The
behavior is evaluated as follows
• Starting with an initial 2.4 V, check the

value of after performing one operation,
0.7 V ; see dashed line of Step 1 in

Fig. 5(a).
• Using the new 0.7 V, check the value of after

performing one operation, 0.7 V
1.9 V ; see dashed line of Step 2 in Fig. 5(b). The figure
shows that starting with GND, one opera-
tion pulls up to 1.9 V. This means that starting with

in the cell, a operation should pull
up to at least 1.9 V.

• Using , check the behavior of the read oper-
ation, 1.9 V 2.2 V , output .
This means that the memory behaves properly and no

fault is detected using the sequence for
100 k .

3) The approximate simulation can also be used to state the
border resistance, which is the value below which the
memory behaves properly forany possible operation se-
quence. For the fault analysis shown in Fig. 5, the memory
would behave properly for any operation sequence as long as

200 k . To understand why, note that a fault would
only be detected when a operation fails to charge up
above , or a fails to discharge to below , where

is indicated by the dotted curve in Fig. 5(a) and (b) and
the bold curve in Fig. 5(c). In both cases, performing a
after the detects the faulty behavior. This situation takes
place on the result planes at the intersection between the first
write operation curves, or , and the curve.
The curve intersects curve at 200 k , as
indicated by the dot in Fig. 5(a). Note that the curve
in Fig. 5(b) does not intersect the curve, which means
that operations can never result in detecting a fault.

4) The approximate simulation can also be used to generate
a test that detects the faulty behavior caused byany de-
fect resistance for any initial floating voltage , in
case a fault can be detected. In the case of Fig. 5, faults
can be detected with 200 k . Inspecting the figure
shows that with 200 k , and with any voltage ,
the sequence will detect a fault and result in
the destruction of the written zero in the cell. This, in turn,
means that the faulty behavior can be represented by FP

. For 200 k , this can be vali-
dated by noting that performing two operations charges

up from any voltage (GND or higher) to . With
, the sequence detects a fault as discussed in point

(2) above. As increases, the faulty behavior becomes
more prominent and easier to detect, since decreases
rapidly toward GND. With 300, any read operation
with any initial results in one on the output, which means
that the sequence fails. Therefore, the detection condi-
tion detects any faulty behavior
for . Note that the faulty behavior as discussed here does
not take idle time into consideration, since this is analyzed
later in detail in Section IV-D

C. Fault Analysis Time

The approximate simulation is much less time consuming
than the precise simulation. The time needed can be described
by the following relation:

where is the number of points in the analysis space, is
the number of s to be performed for each point, and is the
time needed to simulate each. In the approximate simulation,

, since we use only s, a sequence of , , and .
Furthermore, , where is the number of points
taken along the axis of the analysis space ( is dropped,
since we do not take any point on theaxis). can be further
decomposed as , where is the simulation time
needed for a single memory operation.

The for the approximate simulation depends on how
fast a given charges the memory cell. However, in order to
keep a simulation accuracy along theaxis that is approxi-
mately as good as that of the precise simulation, we need at
most points along the axis, which means that we need at
most . Operations, however, usually chargefast
for most of the range, thereby reducing the average
needed. In summary, the worst case simulation time needed for
the approximate analysis can be written as
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Fig. 6. Result plane when no operations are performed.

We use the analysis performed in Fig. 5 as an example, where
is taken to be the axis while is taken to be the axis.

1) 15 points ( values per decade on a loga-
rithmic scale).

2) = 3 ( , , and s).
3) = 10 s of simulation time.
4) (this is the average over the range).

This adds up to
s h, which is about 30 times faster than precise

simulation. The difference can be much higher if the number of
operations increases. The general theoretical worst case speedup
of the approximate simulation approach can be given by

Speedup

which is an exponential speedup with respect to.

D. Analysis of Idle Time

The approximate analysis described in Section IV-B is able to
approximate the faulty behavior of any sequence of the memory
operations , and , yet it is not able to account for the
faulty behavior resulting from idle time in the memory. In order
to account for idle time, an additional result plane is needed to
identify the faulty behavior of the cell when no operations are
performed. Fig. 6 shows such a result plane, where the impact
of waiting on is presented for a cell with the defect shown in
Fig. 3.

The figure shows that when no operations are performed, the
voltage within the cell increases gradually, but very slowly, as a
result of naturally occurring leakage currents through the pMOS
pass transistor of the cell. After about 5 ms of idle time, the
voltage in the cell increases from 0 V to about 0.7 V, as
indicated by the first vertical line from the left in the figure. Note
that idle time curves have the form of vertical lines in the figure,

which means that the impact of leakage current onis rather
independent from the value of . This can be attributed to the
relatively long time needed for leakage to develop, compared to
the very short time the cell needs to be charged or discharged.

The information provided in the figure regarding the way
behaves as a result of idle time makes it possible to evaluate the
time dependency of the observed faulty behavior. As discussed
in Section IV-B, without considering idle time, the faulty be-
havior resulting from the open defect shown in Fig. 3 can be de-
scribed by FP . There are three different
time dependency aspects to be evaluated for each observed FP
(see Section II-C): [1] including optional idle time, [2] including
necessary idle time, and [3] transient fault considerations.

1) It is important to consider the possibility of including op-
tional idle time in an FP, since it may result in relaxing
(i.e., reducing the complexity of) the test generated to de-
tect the faulty behavior. For example, the most relaxed
version of FP is represented in the
form , where any optional
idle time can be included between any two memory op-
erations in . Since, according to Fig. 6, any idle time
results in the slow and gradual increase of, then op-
tional idle time may be added after any of the two
operations (idle time works with the effect), yet it is
not possible to add idle time after the operation (idle
time works against the effect). In conclusion, the FP
description most suitable to describe the faulty behavior
is FP

2) Necessary idle time is needed when a fault can only be
sensitized by waiting for some time , while a sen-
sitizing operation sequence is performed. In the case of
DRAMs, a memory cell is expected to fail when it is left
idle for a specific period defined in the memory speci-
fication, calledretention time . Therefore, from a
DRAM point of view, loss of information as a result of
idle time is only considered the result of a fault when

. When 200 k , Fig. 6 shows that
as increases, the time delay between and

curves gradually decreases, since the voltage differ-
ence needed to cause a fault decreases asincreases.
Therefore, the faulty behavior in the cell is more accu-
rately described by FP ,
where .

3) Transient faults take place when the fault effect sensitized
by remains only temporarily sensitized, and is soon
eliminated as a result of leakage currents in the cell. Since
the fault considered here results from a faulty read oper-
ation that is directly detected on the output, it is not pos-
sible for this fault to be transient [8].

In conclusion, the faulty behavior resulting from
the defect shown in Fig. 3 can be represented using
FP , where .
The least value for (i.e., zero) should be used in the de-
tection condition to ensure that the faulty behavior is detected,
which means that the operation should be performed directly
after operation. The detection condition needed to detect
this FP is, therefore, .
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Fig. 7. Total space of STs.

Fig. 8. Clock signal as a stress.

V. STRESSSPECIFICATION

In this section, the specific parameters used to optimize
memory tests in general are discussed for each type of stress
(ST): voltage, timing, and temperature. Fig. 7 shows the total
space of STs to be discussed in this section.

A. Types of Stress

The exact specification of the used STs depends on the de-
vice being tested and the amount of control we have on the in-
ternal behavior of the memory. In general, there is at least one
voltage supply for the memory, the voltage level of which
can be controlled at test time. Some more complex memory de-
vices may have more than one supply voltage ( and )
to power different parts of the memory. In this paper, we assume
one supply voltage , which has control on the voltages of the
cell array. According to memory specification, there is a range
within which this voltage may vary (10 , for example).

In addition to voltage, there is timing. Almost all recent
memory devices are so-called synchronous memories, referring
to the fact that all events that take place in the memory are
governed by a global clock signal (an input signal to any
synchronous memory). For the use of timing as a ST, this clock
signal can be modified in two different ways: by changing
the period of the clock (also called the cycle time, ) or by
changing the duty cycle time . The cycle time is the time the
clock takes to cycle back to the same voltage level, while the
duty cycle is calculated as the ratio between the time the clock
spends at voltage high and the time the clock spends at voltage
low . Fig. 8 graphically depicts , and

.
Temperature may also be used as a ST to optimize testing.

Temperature has proven to be a very effective ST to bring de-
vices closer to failure. In general, a higher testing temperature
results in a higher fault coverage for many tests. For some spe-
cific defects, however, a higher temperature is less effective in
testing and may result in hiding faults [10]. Testing at different
temperatures is expensive and, therefore, only a limited number
of temperature changes are practically acceptable in the test
flow.

Fig. 9. Shmoo plot to optimize the cycle time and supply voltage.

Section VI presents the approach proposed by this paper to
optimize these three different stresses with respect to a given
memory test as a specific defect is targeted.

B. Shmoo Plotting

A Shmoo plot is an important method used to optimize STs
for a given memory test [11]. Two STs (S1 and S2) are chosen
to be optimized in a given range. A test is then applied to the
memory and, for each combination of S1 and S2, the pass/fail
outcome of the test is registered on the Shmoo plot. This cre-
ates a two dimensional graphical representation of the pass/fail
behavior of the memory under the applied test. Fig. 9 shows an
example of a Shmoo plot, where theaxis represents the clock
cycle time and the axis represents the supply voltage . The
figure shows, for example, that a lower voltage and a shorter
cycle time are the most stressful conditions for the applied test.

Shmoo plotting has the advantage of direct optimization of a
pair of STs for a given test on a chip, in case the chip is known to
have the targeted defect. Shmoo plotting suffers, however, from
the following disadvantages

1) Depending on the length of the test, generating a Shmoo
plot may take large amounts of time, since the test has to
be repeated for each combination in the plot [12].

2) The tester provides only a restricted controllability and
observability of internal parts of the circuit under test
[13].

3) It is not always clear how the externally observed failure
of the memory relates to the internal faulty behavior
caused by the targeted defect.

4) Since only a limited number of memory devices are in-
vestigated, the resulting STs may not be the most optimal
for the investigated test and targeted defect.

For a test designer attempting to optimize a given test for a
specific defect using Shmoo plots, the above-mentioned prob-
lems make optimization a rather difficult and challenging task.
The work presented in this paper targets these problems and pro-
vides more insight into the faulty behavior, an insight that guides
a test designer through the process of test optimization, so that
test development time can be reduced.



1380 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 22, NO. 10, OCTOBER 2003

VI. TEST OPTIMIZATION

In this section, a method is introduced to optimized memory
tests using electrical simulation with respect to timing, temper-
ature, and voltage. First the optimization methodology is intro-
duced, which is then applied for each of the three STs.

A. Optimization Methodology

The fault analysis concept that enables simulation-based opti-
mization of STs is the ability to state the border resistance (BR)
of a defect [14]. BR is the resistive value of a defect at which
the memory starts to show faulty behavior. Using this important
piece of information, the criterion to optimize any ST can be
stated as

A change in a given ST should modify the value of the border
resistance in that direction which maximizes

the resistance range that results in a detectable functional fault:

Since it is still only possible to identify the border resistance
of defects within a DRAM memory cell, we can optimize STs
for tests designed to detect cell defects only. In this section, we
describe the approach used to identify the border resistance of
cell defects.

Optimizing any ST can generally be done by performing a
full fault analysis (generating the three result planes as shown
in Fig. 5) for each ST value of interest, and by inspecting the
impact of each ST value on BR. This method is both labor in-
tensive and time consuming. Fortunately, it is sometimes pos-
sible to deduce the impact of different STs on the value of BR
by performing a limited number of simulations only. Below, this
method is outlined in an example to optimize STs for the detec-
tion condition derived for the open in Fig. 3 with respect to,
T, and .

The result planes in Fig. 5 have been generated for
60 ns, 27 C and 2.4 V. The planes show that, for
nominal STs, the border resistance has a value of about
200 k . This value is determined by the intersection point of the

curve and the curve as shown in Fig. 5(a). Therefore,
increasing the range of the failing can be done in two ways.

• By reducing the ability of to write a low voltage into
the cell. This stresses the operation and results in
shifting the curve to higher voltages.

• By reducing the range of cell voltages in whichdetects
a zero. This stresses theoperation and results in shifting
the curve to lower voltages.

These two conditions can be easily inspected using a limited
number of simulations of the and the operation, as the ST
in question is modified. In the following, this inspection process
is shown for each ST.

B. Optimizing Timing

Fig. 10 shows the simulation results of reducing from 60
ns to 55 ns. The figure has two panels: the top is for applying
a operation and the bottom for applying an. The axis
in the figure represents the time axis, while theaxis gives the
stored cell voltage .

Fig. 10. Simulation of reducingt from 60 ns to 55 ns withV = 2.4 V,
R = 200 k
 andT = +27 C.

Applying : The top panel outlines the cell voltage
while performing a operation with 60 ns and 55 ns.
In the simulation, the initial cell voltage is (logic 1),

200 k , and 27 C. By the end of the write opera-
tion, the value of is 1.0 V for 60 ns, while 1.9 V
for 55 ns. This indicates that reducing the cycle time re-
duces the ability of to write a zero into the cell. As a result,
reducing is considered more stressful that increasing
for the operation.

Applying : The bottom panel outlines the cell voltage
while performing a operation with 60 ns and 55 ns.
In the simulation, 1.1 V, which is slightly below ,

200 , and 27 C The figure shows that after
about 13 ns, is pulled low and a zero is written back
to the cell, which means the sense amplifier senses a zero for
both values of . This indicates that the ability of the sense
amplifier to detect a zero or a one does not change as a result of
changes in timing. This means that has no impact on .

In conclusion, decreasing is more stressful for the
operation than increasing it, and it has no impact on the detected
value of the . Therefore, the cycle time should be reduced to
increase the stress on the performed memory test.

C. Optimizing Temperature

Fig. 11 shows the simulation results with 33 C
27 C and 87 C. The figure has two panels: the top is for
applying a operation and the bottom for applying an

Applying : The top panel outlines the cell voltage
while performing a operation with 33 C, 27 C
and 87 C. The simulation used (logic 1),
200 k , and 60 ns. By the end of the write operation (at

60 ns , the value of is 1.1 V for 87 C,
1.05 V for 27 C, while 1.0 V for 33 C.
This indicates that increasing the temperature reduces the ability
of to write a zero into the cell. This behavior can be at-
tributed to the gradual decrease in drain current as temperature
increases, which is in turn caused by the decreasing mobility of
charge carriers with increasing T. As a result, increasing T is
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Fig. 11. Simulation withT = �33 C,+27 C and+87 C, V = 2:4V ,
R = 200 k
 andt = 60 ns.

considered more stressful than decreasing T for theopera-
tion.

Applying : The bottom panel outlines while performing
an operation with 33 C, 27 C, and 87 C. The
simulation used an initial cell voltage 1.3 V, which is
slightly above , and 200 k . The sense amplifier
detects a one with 27 C, while it detects a zero with
both 33 C and 87 C. This behavior is caused by a number
of temperature-related mechanisms with opposing effects on
the faulty behavior, such as the increased transistor threshold
voltage (promotes detecting one), the increased drain current
(promotes detecting zero), and the decreased leakage current
(promotes detecting zero) with decreasing T. This indicates that
increasing or decreasing temperature from27 C shifts the

curve to the right. As a result,27 is considered as a more
stressful condition than both33 C and 87 C for the op-
eration.

In conclusion, the most stressful T can either be at room tem-
perature or high temperature. To specify which of these should
be selected, the border resistance has to be identified for high T
and compared with the border resistance for room T. The border
resistance can be identified by performing a number of simula-
tions to construct the curve and the curve. This has
been done, and the results indicate that high temperature is more
effective than room temperature since it reduces the border re-
sistance by 5 k .

D. Optimizing Voltage

Fig. 12 shows the simulation results with 2.1 V, 2.4
V, and 2.7 V. The figure has two panels: the top is for applying
a operation and the bottom for applying an.

Applying : The top panel outlines the cell voltage
while performing a operation with 2.1 V, 2.4 V,
and 2.7 V. The simulation used (logic 1),
200 k , and 27 C. By the end of the write operation (at

60 ns), the value of is 1.0 V for 2.4 V, 1.2 V
for 2.7 V, while 0.9 V for 2.1 V. This in-
dicates that increasing the supply voltage reduces the ability of

Fig. 12. Simulation withV = 2.1 V, 2.4 V, and 2.7 V,t = 60 ns,R =

200 k
, andT = +27 C.

to write a zero into the cell. As a result, increasing is
considered more stressful than reducing for the oper-
ation.

Applying : The bottom panel outlines the cell voltage
while performing an operation with 2.1 V, 2.4 V, and
2.7 V. In the simulation, 1.1 V, which is slightly below

, 200 k , and 27 C. The figure shows that
after about 13 ns, is discharged for 2.4 V and 2.7
V, which means that the sense amplifier detects a zero with these
voltages. On the other hand, is charged up for 2.1 V,
which means that the sense amplifier detects a one. This indi-
cates that increasing the supply voltage increases the range of

values that result in detecting a zero. As a result, increasing
is considered less stressful than reducing for the op-

eration.
In conclusion, increasing is more stressful for the

and less stressful for the. This provides no information on
the way stresses the test. Therefore, the border resistance
should be identified by performing a number of simulations to
construct the curve and the curve with 2.7 V
and 2.1 V. This has been performed and the results indicate that
the border resistance is 170 kfor 2.1 V, 200 k for

2.4 V and 220 k for 2.7 V. This means that
2.1 V is the most effective voltage, since it gives the

lowest border resistance.

E. SC Evaluation

After identifying most stressful values of each ST, it is im-
portant to apply the resulting SC and construct the fault analysis
planes of , , and again to see whether new detection con-
ditions are needed to detect the faulty behavior. Fig. 13 shows
these result planes using the SC: 2.1 V, 55 ns,
and 87 C.

The figure shows a number of interesting changes in the be-
havior as compared to Fig. 5, as listed below.

1) The border resistance represented by the intersection
point of the curve and the curve is reduced to
about 50 k [see the dot in Fig. 5(a)].
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Fig. 13. Result planes withV = 2.1 V, t = 55 ns, andT = +87 C, for the operations (a)w0, (b)w1, and (c)r.

2) The reduction in the border resistance has been achieved
by limiting the effect of a single and increasing the
range of values that gives a one on anoperation.

3) With the used SC, a new detection condition should be
used that includes more operations to charge the cell
to a high enough voltage. The detection condition is

.
4) The applied SC induces a fail in the operation for

the range of 150 k to 200 k [see the two dots in
Fig. 5(b)]. But this value does not represent a border
resistance, since fails at a lower .

5) The used SC is very stressful, since (even with
0 a operation cannot discharge from to
GND, and cannot charge up from GND to .

VII. A NALYSIS RESULTS

The optimization method outlined in Section VI-A has
been applied to optimize tests to detect the faulty behavior
of a number of DRAM cell defects. This section presents the
simulation methodology first, then the analysis results are
discussed.

A. Simulation Methodology

The used electrical simulation model is a simplified design-
validation model of a real DRAM manufactured in 0.35-m
technology. The simplified model includes one folded cell array
column (2 2 memory cells, two reference cells, precharge
devices, and a sense amplifier), one write driver,and one data
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Fig. 14. Simulated cell defects. (a) Opens. (b) Shorts. (c) Bridges.

TABLE II
SIMULATION BASED OPTIMIZATION RESULTS FORDEFECTSSHOWN IN FIG. 14

output buffer. The used simulation tool is the electrical Spice-
based simulator Titan, which is a proprietary simulator devel-
oped by Siemens/Infineon.

Fig. 14 shows the seven analyzed defects: three opens, two
shorts, and two bridges. Opens are added resistive components
on signal lines within memory cells. Shorts are resistive connec-
tions to or GND. Bridges are resistive connections between
nodes within the memory cell.

For all defects, the cell voltage has been used as the
floating node voltage in the analysis. For defects within cells,
all array voltages other than are initialized to their precharge
voltage at the beginning of each memory operation.

B. Simulation Results

Table II summarizes the simulation results. The first column
lists the analyzed defects as shown in Fig. 14. Defects described
by “true” are simulated on the true bit line, while defects de-
scribed by “comp.” are simulated on the complementary bit line.
The column “Nom. border ” gives the value of the border
at a nominal SC. The columns with the STs give the direction
in which these STs should be modified in order to stress the
memory test. The table also lists the stressed value of the border

and the corresponding detection condition.
Note that the border value as well as the direction of ST op-

timization are the same for true and comp. defects in the table. In

addition, the detection conditions for the comp. entries have the
same structure as their true counterparts, but with ones and zeros
interchanged. This is due to the fact that the physical voltages
stored within the cell are the same for the true and complemen-
tary defects.

When a higher stress is applied to a defective memory,
the objective is to increase the resistance range in which the
memory fails. This means that the border resistance should
decrease under stress for opens (Ot, Om, and Ob), and should
increase under stress for shorts (Sg and Sv) and bridges (Bb and
Bw). The table shows that the applied SCs are very effective in
increasing the range of the failing. In terms of testing, this
means that the applied SCs increase the coverage of a given
test. For example, the border resistance of cell opens (Ot, Om,
and Ob) have been reduced from 200 to 50 k.

For all analyzed defects, reducing the clock cycle time has
proven to be more stressful than relaxing the clock. This can
be explained by noting that reducing reduces the time the
memory has to charge or discharge the cell, which affects the
write operation and not the read operation. Since the more
stressful situation occurs when we limit the ability of a write to
influence , it follows directly that reducing is the more
stressful condition.

For all analyzed defects, increasing the temperature has
proven to be more stressful than reducing the temperature.
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This can be attributed to the fact that all simulated defects are
modeled using regular ohmic resistances, the value of which
does not change in the simulation. Modeling the defects to
increase their with decreasing T (which is the case with
silicon-based defects) may result in a different stress value for
T.

If the impact on the border resistance of the three STs used in
the analysis is compared, it shows that is by far the most ef-
fective ST. This is followed by , and finally by T which has
the least effect on the border resistance. This can be explained
by noting that the value used for low 55 ns is very aggres-
sive, since it is less than the lowest limit in the memory specifi-
cations. For and T, however, the used values are within the
memory specification.

The table shows that all defects start to fail in the resistance
range 200 k . Open resistances, in particular,
start to cause faults above a value of 200 k, which is a relatively
high value when compared to the open-channel resistance of 4.5
k for the pass transistor. This indicates, for example, that the
signal lines within cells are rather insensitive to process varia-
tions, and that strong opens are needed to cause a failure in the
cell.

The table also shows that, in order to detect any faulty be-
havior caused by cell shorts and bridges, detection conditions
are needed with only two operations. For faults caused by opens,
a detection condition with four memory operations is needed.
This indicates that mostly simple sequences are needed to detect
the faulty behavior of cell defects. This conclusion supports the
long held assumption that most important memory faults have a
simple dynamic behavior with a small .

VIII. C ONCLUSION

This paper presented a new approach for memory test gen-
eration and stress optimization of cell defects, using defect in-
jection and electrical Spice simulation of a memory model. The
three main contributions of the paper are the following.

1) A new Spice-based test generation approach shown to
provide a significant speedup in the analysis time, as com-
pared to more conventional approaches.

2) A method to use defect simulation to optimize stresses for
memory tests. The method provides more insight into the
optimization process, since it internally studies the impact
of each stress for the targeted defect.

3) A way to analyze the impact of idle time on the faulty
behavior.

The paper presented the results of a study performed to
verify the newly proposed test generation approach. The results
show that the new analysis method reduces the analysis time
by a factor of 30 compared to the conventional analysis, and
that stresses (timing, temperature, and voltage) are effective in
bringing defective devices closer to failure.
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