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Summary

Offshore wind farms are being built at an unprecedented pace in the North Sea. The Dutch government isaiming for a CO2 neutral energy supply by 2050 and vast cost reductions have turned (offshore) wind energyinto a worthy competitor for other (green) energy sources. Most of the planned wind farms in the Dutch NorthSea are located in areas where the seabed is covered with sand waves. In the North Sea these sand waveshave lengths of 100-1000 m, heights of 1-8 m and they migrate with rates of up to 10 m/year (Morelissen et al.,2003). Sand wave migration and changes in shape, may cause a significant rise or drop in local bed level. Thisbed level variation over time could decrease the stability of foundations or bed protections or cause exposure ofcables and pipelines.Various offshore infrastructural projects, like offshore wind farms, thus require long term (30-50 years) predic-tions of the seabed dynamics. Currently data-driven methods are used to determine the range of expected bedlevels. However, the uncertainty in these predictions is significant, with sand waves being the largest source ofuncertainty. Furthermore, no real understanding of the systems at hand forms the base of these predictions. Notmany attempts have been made to accurately model sand wave dynamics in real-life situations using a processbased model. Since sand waves often have steep slopes in migration direction, a need for small numerical gridsizes arises. On the other hand oceanic hydrodynamics are affected by large scale bed forms. To include (theinfluence of) these bed forms, large model domains are required. This makes numerical modelling of sand wavefields rather difficult due to the balance between grid sizes and computation time.The newly developed Delft3D Flexible Mesh (FM) model may be able to overcome some of these problems.Through the use of unstructured grids, the desired level of detail can be reached in certain sand wave areas.In combination with the possibility to run simulations in parallel, on multiple cores, computation times can bereduced significantly. However, the Delft3D FM model has not yet been used for the prediction of sand wavedynamics. The aim of this research is to find the opportunities and challenges of the Delft3D FM model forquantitative modelling of sand wave dynamics in the North Sea.
First a model-model comparison is carried out between the Delft3D FM and the Delft3D-4 model. Delft3D-4,being the predecessor of Delft3D FM and established in the field of sand wave modelling, provides a benchmarkupon which confidence in the Delft3D FM model can be built. This comparison is based on a widely usedsimplified sand wave model set-up. From this analysis it is concluded that the Delft3D FM model is capableof reproducing the key processes leading to sand wave growth and migration. The dependencies of the growthand migration rates on hydrodynamic forcing and sand wave length are similar between Delft3D-4 and Delft3DFM. Some inequalities in absolute growth rate are found in the short wave length range, but these can be at-tributed to a difference in implementation of the bed slope related transport. The strength of this transport modecan easily be tuned through the bed slope parameter (αbs). Furthermore, the behaviour towards equilibriumis comparable for both models. Given this good agreement between the models, the remainder of the study iscarried out using Delft3D FM.
Subsequently the performance of the Delft3D FM model is assessed through a 2DV (2 Dimensional Vertical)case study, with a model sand wave bathymetry based on measurements. This case study, situated in theNorth Sea, is used to study the importance of different tidal constituents as well as some model sensitivities.In all model cases the Delft3D FM model showed a quick reduction in slope steepness in the first part of thesimulation period. This slope reduction is not found in the sand wave measurements and is possibly causedby a mismatch of the boundary conditions. In the remainder of the simulation the sand wave height increasedsteadily. From measurements no, or little sand wave growth is observed. This artificial growth is likely causedby excluded processes, such as suspended sediment transport. The M4 tidal component is identified as animportant driving force for the local sand wave migration. Moreover, the addition of a residual current causedfurther migration of the sand waves. The differences in morphological results with the simulation including the
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full tidal signal indicate that other tidal components might also be of importance. From the sensitivity analysisit is observed that both the bed slope parameter (αbs) and the bed roughness (C) have a significant influenceon both sand wave growth and the final slope steepness. Although the separate factors were unable to improvethe morphological results, they are identified as important tuning parameters.
Lastly, a 3D case study is carried out. This case study gives insight into the viability of the widely used 2DVmodel set-up and is used to explore the importance of 3D effects. From this case study it is concluded thateven in a fairly regular sand wave field, without much variation in sand wave migration direction, 3D effectsin hydrodynamics can be of importance. In a 3D model the variations in flow velocity and direction over asand wave field are better represented. Furthermore, the ellipsoidal character of the tide leads to 3D patternof bed load transport directions. At the location of steep sand waves slopes the direction of sediment transportis significantly influenced by bed slope transport. This might cause deviations between the sediment transportdirection and the flow direction at the bed. These factors make the inclusion of a third dimension in sandwave modelling important for a good representation of sediment transport. In areas where tidal sand banks arepresent, these 3D effects are expected to be even larger (Leenders, 2018).
Through the case studies various opportunities and challenges for predicting sand wave dynamics using Delft3DFM are discovered. The Delft3D FM model showed a significant reduction of computation times for a 2DV caseusing a single core compared to Delft3D-4. For parallel simulations, using multiple cores, an approximatelylinear further reduction of computation time is observed in a 2DV setting. Furthermore, the possibility of un-structured grids presents a solution for the small grid sizes needed in sand wave areas. Other computationalgains are realized through a morphological scale factor (which is also incorporated in Delft3D-4), optimizedtime-step management and a new type of boundary conditions. This new boundary condition imposes bothwater level and flow velocity over depth in both horizontal directions. In this way the local flow conditions areaccurately represented and the influence of bed forms outside the model domain can easily be incorporated.This potentially eliminates the need for buffer zones.Challenges for the application of Delft3D FM on sand wave cases are found in amongst others the availabilityof data. When less data on local hydrodynamics is available the accurate representation of processes drivingsand wave dynamics becomes more difficult. Furthermore the inclusion of sub-grid processes, like the growthand migration of megaripples, could be problematic. In the model case studies no calibration was carried out.This calibration could potentially increase the effort needed to apply Delft3D FM to real life sand wave cases.Furthermore, the Delft3D FM model is still in development and significant differences between the results ofdifferent versions of Delft3D FM were observed. Care should be taken when applying a new version of Delft3DFM. The model is however being developed in collaboration with users which ensures quick feedback and thusstimulates improvement of the results between versions.
Recommended research includes extended exploration of the 3D effects influencing sand wave dynamics. Further-more, improvement of morphological results and optimization of the model set-up will increase the applicabilityof Delft3D FM in an engineering setting. A model run forced by two Riemann boundaries showed improvedmorphological results, although the hydrodynamics were not well represented. These results might indicatewhere differences with reality originate. Examples of such differences are overestimation of peak velocities, ex-clusion of wind-driven currents and exclusion of processes like suspended sediment transport, free surface wavesand grain size sorting. Further exploration of these factors could enhance the predictive capacities of Delft3DFM. Applying the model at other locations in the North Sea will help determine the overall applicability of themodel.Through this extended research the full potential of the Delft3D FM model can be discovered and prepared forfuture engineering applications. Insights gained into the processes influencing sand waves dynamics, throughthe use of Delft3D FM, could pave the way for more nature based solutions, thus reducing the need for dredg-ing. In this way Delft3D FM could contribute to reducing risks, costs and environmental impact of offshoreconstruction projects in sand wave areas.
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1 | Introduction

1.1 Motivation
In light of the Paris Climate Agreement, the Dutch government has set challenging goals for the transitionto renewable energy sources. By 2050 the whole Dutch energy supply should be CO2 neutral. An effectivesolution for this demand for green energy sources, in a densely populated country like the Netherlands, isformed by offshore wind farms (Rijksoverheid, 2020). Likewise, the European Union is planning great efforts toreach self imposed green energy goals. By 2030 the European offshore wind capacity should be fivefold thecurrent capacity. By 2050 this number of offshore wind turbines should again be five times higher, leading toa capacity increase from 12 to 300 gigawatts between 2020 and 2050 (Van Raaij, 2020). The timing of theseplans is no coincidence and can partly be attributed to the vast cost reductions of offshore wind energy. Oneplanned Dutch offshore wind farm was tendered in 2018 at only 30% of the price estimated in 2013. These costreductions can be attributed to, amongst others innovation, expansion of scales, reduced costs of raw materialsand improvement of financing possibilities (Algemene Rekenkamer, 2018).The shallow North Sea makes a suitable place for offshore wind energy and new wind farms are built at anunprecedented pace. Much of the North Sea however, is covered with bed forms which may pose a threat tooffshore activity (Nemeth et al., 2003). These bed forms can be categorized as shown in Table 1.1 and varywidely in size and migration rate. Megaripples, although the most dynamic of the bed forms, are usually toosmall to pose a threat to for example foundations or pipelines. At the other side of the spectrum tidal sand banksare (almost) static, which means that their effects on hydrodynamics is highly predictable and morphologicalchanges due to these bed forms are non existent on a time scale of decades. Tidal sand waves may have asignificant wave height and migration speed, which makes them troublesome for offshore activities (Matthieu etal., 2012).

Table 1.1: Bed form characteristics (Morelissen et al., 2003)
Bed form Length [m] Height [m] Migration rate

Megaripples 1-10 0.01-0.1 100 m/yearSand waves 100-1000 1-10 0-10 m/yearTidal sand banks 5000-10000 10-30 0-1 m/year
A significant part of the North sea is covered with sand waves and most of the planned Dutch windfarms arelocated in areas with sand waves (see Figure 1.1). Sand waves in the North Sea can grow to over 7 m in height(Damen et al., 2018) and migrate with several meters per year. Over the lifespan of offshore structures such aswind turbines, cables and pipelines, this may cause a significant rise or drop in local bed level. This bed levelvariation over time may decrease the stability of the foundation or bed protection or cause exposure of cablesand pipelines. Furthermore, the migration of sand waves can accelerate siltation of navigational channels. Theprediction methods for sand wave growth and migration, and thus the associated bed level changes, are howeverstill in their infancy. For the safety of these offshore structures and navigational routes located in the vicinityof sand waves, continuous monitoring and in some cases dredging is required (Nemeth et al., 2003). Thesemonitoring and dredging activities make construction in these areas more expensive and the lack of knowledgeabout the prediction of sand wave dynamics poses safety risks. Furthermore, dredging activities can negativelyaffect marine life as it increases turbidity and demolishes the marine micro environments formed by the sandwaves. These micro-environments are formed due to the effect of sand waves on local hydrodynamics and
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(a) Sand wave coverage of the NorthSea (Nemeth, 2003) (b) Built and planned wind farms in part of the North Sea, forfull map see: 4coffshore.com/offshorewind (4COffshore, 2021)
Figure 1.1: Sand wave coverage (left) and planned wind farms (right) in the North Sea

function as a living environment for various organisms. This effect was emphasized by a study by Damveld et al.(2018) which showed differences in organism species and abundance between crest and trough areas of sandwaves. Although dredging of sand waves has quite some disadvantages in some cases it is necessary to ensurethe safety of offshore structures and navigational routes.More insight into sand wave dynamics and the prediction thereof, may decrease the need for dredging andmonitoring. This in turn will make the construction and maintenance of offshore wind farms, as well as otheroffshore constructions, less expensive, safer and more environmental friendly.
1.2 Problem definition
Various offshore infrastructural projects, like offshore wind farms, require long term (30-50 years) predictions ofthe seabed dynamics. These dynamics will determine the required depth of cables, pipelines and foundationsas well as restrictions for other constructions like bed protections. Currently data-driven methods are used todetermine the range of expected bed levels. The uncertainty in these predictions is however significant, withsand waves being the largest source of uncertainty. From studies conducted in sand wave areas in the NorthSea it is observed that the width of the envelope of possible future seabed levels, over the lifetime of an offshorewind farm, is in the order of meters. In these studies the combined uncertainty due to sources other than sandwaves only accounted for an uncertainty bandwidth in the order of decimeters (see Section 2.6). Examples ofthese other sources are survey inaccuracy, megaripples and the spatial resolution of the surveys. Moreover,these bed level predictions are not based on understanding of the systems at hand, but rather on historicaldata. Numerical models, which compute flow and sediment transport, could potentially increase the accuracy ofthese predictions. Furthermore, process-based models would allow for in-depth understanding of the processesbehind sand wave dynamics.Process-based models have been used to study sand wave behaviour (see Section 2.5). The set-up of most ofthese models is however idealized, describing a simplified tidal flow over a 2DV model area with sinusoidal sandwaves. In reality the shape of the sand waves is often far from sinusoidal and tidal flows are more complicatedthan described in these models. Furthermore, the lion’s share of these studies focuses on growing sand waves.Observations in the North Sea however indicate that the sand waves show only minor growth/decay and arein a quasi equilibrium with the changing conditions (Deltares, 2016a). Not many attempts have been made topredict sand wave behaviour in real-life situations using numerical models. Since sand waves may have verysteep slopes in migration direction a need for small grid sizes arises. On the other hand oceanic hydrodynamicsare affected by large scale bed forms, which may need to be included in the model. This makes numericalmodelling of sand waves rather difficult due to the balance between grid sizes and computation time. Leenders(2018) were one of the first to use real bathymetry data in their model study using Delft3D-4. To achieve theright level of detail in the area of interest while keeping computation times reasonable, domain decompositionwas used. In the results of this study effects of this decomposition were however visible near the edges of thedomains. This resulted in errors with respect to sediment transport in the area of interest. Leenders (2018)
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Figure 1.2: Example of structured, unstructured and hybrid grids (Bomers et al., 2019)
argued that these errors could be excluded by keeping the domain transitions well outside the area of interest,but that this would results in unreasonable computational efforts.Using Delft3D Flexible Mesh (FM), a new numerical model developed by Deltares, it is possible to combinedifferent grid sizes in different areas of the model without the use of domain decomposition. In contrast toDelft3D-4, which was used in several previous modelling studies, Flexible Mesh has the possibility to useunstructured and hybrid grids, which ensure a smooth transition between cells of different sizes and shapes.The difference between structured, unstructured and hybrid grids (which is a combination of the former two),can be seen in Figure 1.2. These kind of grids might therefore present a solution for sand wave modellingwhich due to the steepness of the of the sand waves (sometimes slopes of 1:4), needs relatively fine spatialdiscretization. Using unstructured grids, sand wave areas with a fine local grid are easily included in a largermodel simulating the large scale hydrodynamics, as influenced by various bed forms and bed level variations, ona coarser grid. Another important distinction between the models is the possibility to run parallel simulations inDelft3D FM. When running in parallel the model area is divided into partitions which run simultaneously andcommunicate. This option has the potential for vast computation time reductions. Furthermore, through a newtype of boundary condition which is implemented in Delft3D FM, the model is able to better impose realistichydrodynamic conditions locally. This leads to a possible reduction of the model domain, by decreasing oreliminating buffer zones.The Delft3D FM model has however not yet been used to predict sand wave dynamics. The applicability ofthe model to these phenomena is therefore unknown. Furthermore, due to the limited knowledge of modellingreal sand wave fields in a semi-equilibrium state, the relative importance of different processes for sand wavedynamics is still to be explored.
1.3 Objective and research questions
The aim of this study is to model real-life sand wave field dynamics using Delft3D Flexible Mesh. The evaluationof the model performance will be based on accuracy, computation times and flexibility, as these are importantfactors for engineering applications. With the objective of this research in mind the main research question isdefined as follows:

What are the opportunities and challenges in modelling
sand wave dynamics by using Delft3D Flexible Mesh?This main research question can be further elaborated into multiple sub questions. These sub-questions formthe structure of the research to be carried out. The methods used for this study are elaborated upon in the nextsection. The following sub-questions are defined:1. To what level is the Delft3D FM model capable of reproducing the key processes leading to sand

wave formation in comparison with Delft3D-4?
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Previous sand wave studies with complex numerical models were done using Delft3D-4, a predecessor ofDelft3D FM. The results of these studies have been compared to field observations and it was concludedthat the model is able to predict the overall key characteristics of sand waves reasonably well (i.e.wavelength, wave height and migration speed). If the Delft3D FM model yields similar results as theDelft3D-4 model in a simplified situation, the confidence in the Delft3D FM model for the sand waveapplication will increase. Furthermore, if similar results are observed, relations between environmentalfactors and sand wave dynamics found using Delft3D-4 can easily be applied to Delft3D FM.2. What tidal components should be included in the model boundary conditions to more accurately predict
real-life sand wave dynamics in the North Sea?The tide is identified as the main driving mechanism behind the existence of sand waves. Variations intidal components are known to influence their growth and migration. Although these components havebeen thoroughly studied in simplified models their influence and importance in a more nature basedsituation is still to be further analyzed.3. What is the sensitivity of the model to changes in input values?The sensitivity of the model will give insight into the uncertainty of the model predictions due to theuncertainty of input values. Furthermore the sensitivity analysis will shed light upon the possibilities oftuning the model to match local conditions.4. What is the importance of 3D effects for the local sand wave dynamics?In sand wave fields changes in crest direction as well as bifurcations of sand wave crests are observed(Matthieu et al. (2013), Deltares (2016a)). In addition, research by Leenders (2018) showed that 3Deffects caused by tidal sand banks can have a significant impact on sand wave dynamics. By studyingthe importance of these 3D hydrodynamics insight will be gained into the viability of 2DV models formorphological predictions.

1.4 Research approach
The research questions formulated above form the structure of the research to be carried out. The first questionwill be answered through a model-model comparison for an idealized model setting. For this model a 2DVset-up with sinusoidal sand waves is used which has widely been applied in previous research (e.g. Borsjeet al. (2013)) to analyze different relations using Delft3D-4. The experience with this model set-up forms aknowledge base to which both the Delft3D-4 model and the Delft3D FM model results can be compared. Thiscomparison shows whether the Delft3D FM model is capable of reproducing the key processes leading to sandwave growth and migration. Furthermore, this part of the study will give insight into the applicability of theresults of research previously performed in Delft3D-4 to the Delft3D FM model.Subsequently a 2DV case study is set up to test the Delft3D FM model in real life setting. This model isused to answer the second and third research question. The model for the 2DV case study is based upon themodel used in the preceding comparison study. Some alterations are made to represent the local morphologyand hydrodynamics at the chosen location in the North Sea. These alterations include a bed level based onmeasurements and forcing at the boundaries extracted from an overarching model. Several combinations of theseboundary conditions are tested to determine the importance of the different tidal components. This same modelis used in a sensitivity analysis in which some physical parameters are varied.To answer the final sub-question a 3D case study is set up. To ensure a valid comparison of the results with theoutcomes of the 2DV study, the 3D model is created to represent the same location in the North Sea as chosenfor the 2DV model. For this 3D model an unstructured grid is used and the model is run in parallel. In this waysome of the possibilities of Delft3D FM are explored. The 3D model is made to represent local hydrodynamicsand morphology as well as possible. From the outcomes of the simulations 3D effects in hydrodynamics, sedimenttransport and morphology are studied.The experience gained through modelling in both 2DV and 3D setting contributes to the overall testing ofDelft3D FM for the sand wave application. This knowledge base will contribute to the development of sandwave models in Delft3D FM for engineering purposes.
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1.5 Report outline
Chapter 2: Literature StudyIn this chapter previous research on the topic of sand waves is discussed. The findings of these studieswill give indications for the processes necessary to predict sand wave dynamics. Furthermore, previousmodelling experience will be useful as a basis for modelling decisions. In Section 2.6 a current method forpredicting sand wave dynamics is discussed. This provides a benchmark for the current level of accuracyof these predictions and the possibilities for improvement.
Chapter 3: Description of Delft3D FMIn this chapter the Delft3D FM model is discussed. In view of brevity only the formulations as used in thisstudy are shown. Moreover the differences between the Delft3D-4 and Delft3D FM model are explained.These differences have to be accounted for when comparing the results of both models.
Chapter 4: Evaluation of Delft3D FM performance compared to Delft3D-4In this chapter the set-up and results of the model-model comparison are shown. First a base case with asymmetrical tide is discussed. Subsequently the influences of wavelength and residual current are testedin both models. Furthermore the behaviour towards equilibrium is studied.
Chapter 5: 2DV case studyIn this chapter the set-up and results of the 2DV case study are shown. The hydrodynamic and mor-phological results for various combinations of tidal forcing are shown. Subsequently the results of thesensitivity analysis are discussed.
Chapter 6: 3D case studyIn this chapter the set-up and results of the 3D case study are shown. Indications of 3D effects inhydrodynamics, sediment transport and morphology are discussed.
Chapter 7: DiscussionThis chapter contains a discussion of the limitations of the results.
Chapter 8: ConclusionsIn this chapter the conclusions are presented. This includes the answers to the research question statedin Section 1.3.
Chapter 9: RecommendationsIn this chapter recommendations for further research based on the results of this study are discussed.
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2 | Literature study

In this chapter literature on the topic of (numerical modelling of) sand wave dynamics will be reviewed. First theformation of sand waves will be explained based on previous research. Subsequently processes that influencesand wave parameters and dynamics as found in literature are discussed. Furthermore the parameters of sandwaves as found in the North sea through data analysis are reviewed and two methods for the prediction of sandwaves used in previous research are shown: numerical models and data analysis.
2.1 Sand wave formation
The formation and dynamics of sand waves has been thoroughly studied in the past decades. For the explanationof these rhythmic bed forms first linear theory was used, which has been expanded to the use of (semi-) non-linear and complex numerical models in more recent years. Hulscher (1996) explained the occurrence of sandwaves by the interaction of tidal currents and bed forms. Due to shadowing of the tidal current a residualaverage current is formed from the trough of the sand wave in the direction of the crest. This is shown in Figure2.1 where the velocity profiles during the maximal tidal current and the tide-averaged residual currents areshown.

(a) During maximum flood flow (b) Tide-averaged
Figure 2.1: Velocity profiles over a sand wave (Tonnon et al., 2007)

For a symmetrical tidal motion, the averaged flow over the vertical is zero. This means that these residualcurrents near the bottom are compensated in the vertical and a circulation cell is formed. These circulation cellsare shown in Figure 2.2. The residual currents in these cells support the growth of these bed forms. Due tothis circulation, grid refinement over the vertical is necessary to simulate sand wave formation.

Figure 2.2: Tide-averaged circulation cells over a sand wave field (Hulscher, 1996)
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Sand waves are observed to be very regular in wavelength and shape over certain areas. This degree of orderis a result of the driving forces which act as a self-organizational mechanism (Matthieu et al., 2013). Looking atthe dominant mechanisms for sand wave formation will give insight into which sand wave lengths are expectedto grow and which will not grow (Borsje et al., 2014). Borsje identified the following three mechanisms: bedload transport, slope induced transport and suspended sediment transport. The first of these mechanisms causessand wave growth, while the latter two cause decay of the sand waves as can be seen in Figure 2.3. The bedload transport instantly follows the currents. Under the influence of the flow circulation cells this transportmode moves sediment from the trough of the sand wave to the crest. In this way the bed load transport supportssand wave growth. Sediment is more easily transported downhill than uphill. This mechanism is called slopeinduced transport and causes the sediment transport rates to be higher when directed down a slope. Slopeinduced transport thus causes a net sediment transport from the crest towards the trough. The importance ofthis effect is however dependent on the steepness of the slope. This means that short waves will experiencemore decay than long waves, with the same wave height, due to slope induced transport. From the model studyby Borsje et al. (2014) it is clear that suspended sediment have a damping effect on sand waves. Borsje et al.(2014) explained this with the phase lag between suspended sediment transport and sand waves. The extendof the damping is dependent on both sediment size and strength of the tidal current, which is supported byobservations, showing no sand waves for certain Rouse numbers (Borsje et al., 2014).

Figure 2.3: Schematic overview of the dominant processes in sand wave formation: bed load transport,slope induced transport and suspended load transport. Sand waves and fluxes not to scale (Borsje et al.,2014)
The three dominant mechanisms discussed above play a major role in determining which wave lengths will growand which will not. At the short end of the spectrum sand waves are dampened by slope induced transport. Atthe long end on the other hand the suspended sediment transport dampens the sand waves. Furthermore, inregions where suspended sediment transport is dominant sand waves might not occur (Borsje et al., 2014).
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2.2 Sand wave characteristics
The effect of environmental parameters on sand wave characteristics has been studied extensively. Four mainmeasures are often used to characterise sand waves and their dynamics: wave length (L), wave height (H),migration and wave skewness (A). These and a few other measures are shown in Figure 2.4.

Figure 2.4: Schematic overview of sand wave characteristics
The wave skewness can be calculated as shown in equation 2.1 (Knaapen, 2005). A positive skewness meansthat the sand wave leans over in the chosen direction. A skewness of 0 indicates a symmetric wave. The waveskewness has been observed to be related to the migration speed and direction (Knaapen, 2005).

A = L1 − L2
L (2.1)

2.3 Processes influencing wave characteristics
In previous studies a large range of processes which influence sand wave characteristics have been identified. Inthis section some of the important processes are highlighted and their influence on the sand wave characteristicsis explained.
2.3.1 Tidal forcingThe tide has been identified as the main forcing mechanism for the formation of sand waves (Hulscher, 1996).When only taking into account the symmetrical M2 tidal constituent, sand wave growth was observed, but nosand wave migration. The growth rate of sand waves is dependent on the strength of the tidal current (Wanget al., 2019). Relatively strong tidal currents result in higher growth rates, when sand waves are present.Whether sand waves are formed is dependent on the strength of the tidal current relative to the grain size(Borsje et al., 2014). These findings are supported by data analysis on sand waves on the Dutch continentalshelf. For low Rouse numbers, indicating strong tidal currents with respect to the grain size, and thus dominanceof suspended sediment transport, no sand waves were found.When on top of the M2 tide a residual current is present, the circulation cells, which cause sand wave formation,get distorted, leading to sand wave migration in the direction of the residual current (Besio et al., 2003). Sandwave migration can also be caused by an asymmetrical tidal forcing. Besio et al. (2004) explored the effectof forcing by the M4 tidal constituent in combination with the M2 tide. It was found that the M4 tide can
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give rise to sand wave migration in positive and negative direction, dependent on the phase difference betweenthe two tidal constituents. This also explained sand wave migration opposed to a residual current which wasobserved in the North Sea. For an increasing strength of the residual current Van Gerwen et al. (2018) found anincreasing migration rate and a decreasing equilibrium wave height. Lastly the spring-neap tidal cycle can havea significant effect on sand wave formation (Blondeaux, Vittori, 2010). It was found that whether the modulationof the tide caused bed level stabilization or destabilization was dependent on the dominant sediment transportregime.
2.3.2 Storms and surface gravity wavesCampmans (2018) elaborately studied the effect of surface gravity waves on sand wave characteristics. With theuse of linear and nonlinear modelling it was found that surface gravity waves can enhance the migration rateof sand waves when migration is already present. The surface gravity waves do not however cause migrationthemselves. When, for example during a storm, wind waves and a wind driven current are combined this cancause significant sand wave migration in the direction of the wind driven current. This migration can be inopposite direction of the long term migration direction of the sand waves. Furthermore, wind waves cause adecrease in equilibrium sand wave height (Campmans, 2018). These conclusions are supported by a study byBao et al. (2020) who observed large sand wave migration and a significant decrease of sand wave height duringa tropical storm on the Taiwan Shoal. Campmans (2018) also found that when comparing mild, intermediate andextreme storm conditions, the intermediate conditions had the largest absolute effect (when scaled to occurrence)on the sand wave migration, although they have a lower chance of occurrence than the mild conditions.
2.3.3 Underlying seabed topographyUnderlying seabed topography can have a significant effect on sand wave characteristics. Several data-analysisand modelling studies have pointed to a maximum sand wave height with a linear dependence on water depth(Damen et al. (2018), Nemeth (2003)). Tonnon et al. (2007) pointed out that at smaller water depths surfacegravity waves have a larger effect on sand waves and can significantly decrease sand wave height and increase

Figure 2.5: Schematic overview of sand wave migration direction on aflat bed (left) and on a tidal sand bank (right) (Leenders, 2018)
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migration. Leenders (2018) showed that the diversion of currents by tidal sand banks, as explained by Roos(2003), can cause opposite migration directions of sand waves over a small area. These large scale bedformsdeform the tidal flow which causes an opposite residual flow on both sides of the tidal sand bank averaged overthe tidal cycle. This causes the sand waves to migrate towards the crest of the tidal sand bank for a symmetricaltide, see Figure 2.5. In case of residual flow or asymmetrical tide the migration rates and/or directions are alsoinfluenced by the underlying topography (Leenders, 2018).
2.3.4 Sediment transport modes and grain size sortingAs explained before the different sediment transport regimes have opposite effects on sand wave growth, seeFigure 2.3. This means that a change in sediment size, which influences the dominant sediment transport regimecan have a significant impact on sand wave characteristics. In several studies it was found that grain size sortingtakes place over the length of a sand wave (Van Oyen and Blondeaux (2009), Damveld et al. (2020), Chenget al. (2020)). Through modelling with graded sediment Van Oyen and Blondeaux (2009) found that whethercoarse sediment piles up at the trough or crest regions depends on the relative strength of the tidal current.For weak tidal currents the coarser fractions pile up at the trough of the sand wave, while the finer fractionsmove towards the crest. In this case the graded sediment stabilizes the bottom relative to a uniform sedimentof the mean grain size. On the other hand, in case of strong tidal currents the coarser sediment fractions aremostly found in the crest region, while fine fractions move towards the trough. The sediment grading then actsas a destabilizing factor (Van Oyen and Blondeaux, 2009). Damveld et al. (2020) studied the effect of gradedsediment on sand wave growth and migration. While excluding hiding and exposure effects a higher standarddeviation of the sediment diameter lead to decreased sand wave growth and increased migration.
2.4 Sand wave characteristics in the North Sea
Sand waves in the North Sea have been studied thoroughly since the North Sea is an attractive area foroffshore activities and is quite well monitored. Damen et al. (2018) studied the spatial dispersion of sand wavecharacteristics by using a Fourier transform on 10 by 10 km blocks of North Sea bathymetry. The distributionof sand wave characteristics in the Dutch part of the North Sea from this analysis is shown in in Figure 2.6 forareas with over 80% sand wave coverage. It is clear that the shape and size of sand waves varies significantlythroughout the North Sea. Sand wave heights vary from 1-8 m and sand wave lengths are in the order of100-1000 m. In the South-Western area the sand waves are higher, shorter and less asymmetric. Close toshore no sand waves are observed and another clear edge of the sand wave domain is present starting fromabout halfway the straight part of the Dutch coastline. The lack of sand waves in the Northern areas can beexplained by the dampening effect of suspended sediment. This relation was first found by Borsje et al. (2014)and states that in areas with low Rouse numbers, where suspended sediment transport is dominant, sand wavesare dampened. In the data analysis by Damen et al. (2018) similar results were found, where the areas withlow Rouse numbers and areas lacking sand waves largely coincided.
2.5 Numerical modelling of sand waves
Complex numerical models, such as Delft3D have been used to model sand wave dynamics. In most studies asimplified 2DV model with sinusoidal sand waves was used. Tonnon et al. (2007) was the first to use Delft3Dfor the purpose of sand wave modelling. In this 2DV model study the influences of various model parametersand model set-up on the growth and migration of an artificially made sand wave in the Dutch North Sea isanalyzed. It was found that for this relatively sinusoidal sand wave the grid size should not be larger thanaround 10 m. Furthermore, using a roughness predictor which included the presence of ripples, but excludedmegaripples, the results of a fifteen year hindcast model improved significantly. Other influences studied were:sediment size, bed slope parameter, different turbulence models and free surface waves. Over the years the sandwave changed shape to form a steep slope facing the ebb current, but the sand wave migration in this directionwas minimal. None of the model variations formed such a steep slope without significant migration.The exploration of Delft3D for sand wave cases was continued by Borsje et al. (2013), who showed that theDelft3D model is capable of growing sand waves with characteristics matching those found in observations. Us-ing the k-ε turbulence model more realistic results for the sand wave length were found relative to the constanteddy viscosity turbulence model. In this study a simplified 2DV sand wave model set-up is used similar to theone used in this study. This set up was also adopted in various subsequent studies, such as: Matthieu et al.
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Figure 2.6: Sand wave characteristics (a) height, (b) length, (c) spatial frequency(ξ = 1/L), and (d) asymmetry aggregated per square km and for sand wave-coverage >80% (Damen et al., 2018)
(2012), Matthieu et al. (2013), Borsje et al. (2014), Choy (2015), De Koning (2017), Van Gerwen et al. (2018),Wang et al. (2019) and Damveld et al. (2020).Using Delft3D Matthieu et al. (2013) showed the self-organizational properties of sand waves. From this studyit was concluded that sand waves do tend towards a preferred wavelength, although antecedent bathymetry doeshave a long-lasting influence on the precise sand wave characteristics. Borsje et al. (2014) used the Delft3Dmodel to show the influence of suspended sediment transport on sand wave growth and migration. Choy (2015)found a significant effect of the bed slope parameter, which determines the the strength of slope related sedimenttransport, on sand wave growth and shape. Wang et al. (2019) also looked into the effects of varying the bedslope parameter and concluded that this parameter was an important calibration parameter. For finer sedimentssizes, a larger bed slope parameter yielded more realistic results. Van Gerwen et al. (2018) used Delft3D tostudy the behaviour of sand waves on long timescales and found that both the inclusion of suspended sedimenttransport and tidal asymmetry significantly reduce the equilibrium wave height.Leenders (2018) studied the effects of tidal sand banks on sand wave migration. To analyze sand wave migrationin real-life, a 3D model of the North Sea was created. This was done using Delft3D-4 with domain decomposi-tion. Through this domain decomposition the spatial discretization could be of more detail in the area of interestwhile keeping computation times acceptable. At the edges of the domains effects of the decomposition were
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observed, which resulted in visible errors in terms of sediment transport within the area of interest. Leenders(2018) argued that these errors could be excluded by keeping the domain transitions well outside the areaof interest, but that this resulted in unreasonable computational efforts. The sand wave migration directionsdid match reality in a qualitative sense. Damveld et al. (2020) used a Delft3D model with multiple sedimentfractions to study the effect of graded sediment on sand wave dynamics and bed composition in sand wave areas.The Delft3D model has also been applied to engineering problems such as dredging and the burial depth ofpipelines. This was done by amongst others Matthieu et al. (2012) and De Koning (2017).
2.6 Data-driven analysis
In preparation for future wind farms Deltares has carried out morphodynamic analyses for several plannedwind farm locations in sand wave areas of the North Sea (Deltares (2015), Deltares (2016a), Deltares (2016b),Deltares (2019), Deltares (2020)). The main objective of these studies is to gain insight into the local seabeddynamics and classify areas as suitable or unsuitable for wind turbines, based on local seabed mobility. Inthese studies a data-driven analysis is carried out to characterise seabed features and historic seabed dynamics.This analysis is supplemented by numerical modelling of residual sediment transport patterns. This knowledgeis then used to obtain an estimation of possible future seabed levels. At the moment this is the most importanttool for seabed level predictions in sand wave areas. This type of analysis yields the highest quality with theavailability of multiple historic bathymetry datasets measured over a period of several decades. Uncertainties inthe future seabed levels increase significantly with lower spatial and temporal spread in available bathymetrydata.In these studies the bathymetry datasets are judged on extend and accuracy. The Royal Dutch Navy has doneextensive bathymetry surveys in the Dutch North Sea over the past decades. The older datasets are usuallyof lesser accuracy and density. For the planned wind farm locations new measurement surveys are conductedwith high accuracy. To identify non-erodible layers a geological study is carried out.For the prediction of possible future bed levels the bathymetries and seabed dynamics are split into three classesof seabed features: megaripples, sand waves and large-scale bathymetry. All three classes are analyzed sep-arately. Using Fourier transform spatial characteristics of the bed forms are extracted from the bathymetrymeasurements. The migration speed and direction of the bed forms are estimated between different bathymetrydatasets using cross correlation methods.To obtain more insight into the system behind bed level changes the Dutch Continental Shelf Model (DCSM) isused for hydrodynamic and sediment transport simulations in the area of interest, using the main tidal compo-nents in a 2DH setting. The results of this model are not used for predictions of seabed dynamics, but functionas a tool to gain more understanding of the mechanisms behind the morphodynamics.When no large discrepancies between the data-analysis and the modelling results of hydrodynamics and sedi-ment transport are found, the bathymetry data is used to predict bed level changes. For this purpose differenttypes of uncertainty are bundled to estimate the range of possible future bed levels. The identified uncertaintiesare amongst others: migration speed and direction of bed forms, survey inaccuracies, limited spatial resolutionand the assumption of shape-retaining sand waves. For the study of the Hollandse Kust (Zuid) Wind Farm(HKZWF) location the estimated uncertainty bands, excluding sand wave dynamics, were 0.5 m upwards and0.4 m downwards (Deltares, 2016a). From data-analysis in combination with the identified uncertainties a BestEstimate Bathymetry (BEB) as well as the lowest and highest seabed levels can be determined for some timein the future. The duration of bed level changes is based on a typical wind farm lifetime of a few decades (in theHKZWF case 35 years). As can be seen in Figure 2.7 in the HKZWF case the total uncertainty of the bed levelsamounts to up to 4.5 m locally, of which only 0.9 m can be ascribed to sources other than sand waves. Fromthis band of possible seabed levels the maximum lowering and rising at a certain location during this periodcan be determined. Areas are classified based on this estimation of the local maximum lowering and rising.Such a classification is shown in Figure 2.7, where first a minimum and maximum seabed level due to sandwave migration was determined and subsequently the uncertainty bands in downwards and upwards directiondue to other factors were added to obtain the Lowest SeaBed Level (LSBL) and Highest SeaBed Level (HSBL)respectively. In the sand wave fields considered the majority of the area is deemed suitable for the constructionof wind turbines, based on the expected change in bed level over the lifetime of the structure. Close to the crestof the sand wave fast lowering or rising of the seabed can take place. This makes the location less suitable forwind turbines, cables and pipelines.
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Figure 2.7: Upper plot: estimation of maximum lowering an rising of the seabed includinguncertainty bands. Lower plot: 2016 measured bathymetr (black), lower and upper bed level due tosand wave migration (dashed blue and red line respectively) and the LSBL and HSBL (solid blueand red line) which include the mentioned uncertainty bands. Both plots represent a transect atHollandse Kust (Zuid) Wind Farm (HKZWF) and a duration of bed level change of 35 years(Deltares, 2016a)
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3 | Basic description of Delft3D

In this chapter the basics of Delft3D and the most important differences between Delft3D-4 and Delft3D FMare described. Since these are two complex numerical models not all details will be discussed here. For furtherinformation about the Delft3D-4 and Delft3D FM models reference is made to the user manuals, (Deltares,2020b) and (Deltares, 2020a) respectively. In Section 3.1 the Delft3D model is described briefly. The maindifferences between Delft3D-4 and Delft3D FM are discussed in Section 3.2. In the remainder of this chapter theformulations of hydrodynamics, sediment transport and morphology as used in this study in both the Delft3D-4and Delft3D FM model are shown.
3.1 Delft3D model description
Delft3D is a process based model developed by Deltares. The model can be used for both 2D and 3D modellingof coastal, river and estuarine areas. The model is able to simulate flows, sediment transports, waves, waterquality, morphological developments and ecology (Deltares, 2020b). Through online coupling, the main (flow)module is able to interact with other modules for simulations of for example waves or sediment. With Delft3D asbase, Delft3D Flexible Mesh (FM) is developed to include differently shaped, unstructured, grids as shown inSection 1.2. These unstructured grids allow for smooth transition to finer or coarser grid cells in certain areas.This difference in grid shapes has extensive implications for the numerical computations that need to be carriedout.
3.2 Main differences between Delft3D-4 and Delft3D FM
In this section some of the main differences between Delft3D-4 and Delft3D FM, as indicated in Deltares(2020a), are discussed. These differences are summarized in Table 3.1. For the specifics in terms of numericsreference is made to the manual: Deltares (2020a). The most important difference between the models is thepossibility to use unstructured grids in Delft3D FM. Where in Delft3D-4 only (deformed) square grid cells couldbe used, the Delft3D FM model also allows for triangles, pentagons and hexagons. This increased freedommakes coupling between coarser and finer grids much easier and smoother. Furthermore the strict definitions ofrows and columns used in Delft3D-4 are removed. This also means that grid points can no longer be indicatedwith indices (indicating row and column) and thus cartesian or spherical coordinates are used.These differences in grid have a significant impact on the computational side of the model. Due to the regularityof the grid, Delft3D-4 is able to solve the hydrodynamic equations using Finite Differences Methods. In Delft3DFM Finite Volume Methods are used, as they are better capable of dealing with complex geometries. In Delft3D-4 the time integration of the shallow water equations is solved using an Alternating Direction Implicit (ADI)method, which alternates explicit and implicit solving methods between the both directions (of the rows andcolumns). Because this concept of rows and columns is not implemented in Delft3D FM this solver cannot beused in this model. Instead the continuity equation is solved in a single combined implicit system for bothdirections. The advection term uses an explicit time integration method and the resulting dynamic time steplimitation, based on the Courant number, is set automatically, where Delft3D-4 uses a user defined time step.Lastly the Delft3D FM model has the possibility of parallel model runs, where the domain is divided intopartitions which are run simultaneously.All above differences impact the computational performance of the models. The Finite Volume Method isless efficient than the Finite Differences Method. Combined with the time step limitation this increases thecomputation times in Delft3D FM relative to Delft3D-4. It is however believed that this is compensated for dueto the smooth refinement of models in Delft3D FM using unstructured grids, which allows for increased accuracy
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in areas of interest and coarsening in other areas. This coarsening outside of the area of interest will decreasecomputational effort and thus computation time. Moreover further computational gains are reached throughother means such as parallel running. In addition, the code efficiency of Delft3D FM is improved relative toDelft3D-4. Table 3.1: Main differences between Delft3D-4 and Delft3D FM
Description Delft3D-4 Delft3D FM

Grid types Structured Structured, unstructured & hybrid
Grid shapes Rectangular or curvilinear Rectangular, curvilinear, triangles,pentagons & hexagonsCell definition Based on rows and columns Based on coordinatesSpatial derivative Finite differences1 Finite volumesTime integration Implicit, explicit (ADI) Implicit, explicit advection termTime-step implementation User defined AutomaticTime-step limitation No strict Courant limitation Courant limited

3.3 Definitions

Figure 3.1: Vertical grid definitions Delft3D: Z coordinates (left)and σ coordinates (right) (Bijvelds, 2001)
For the vertical schematization two options are available in both models: Z or σ coordinates. For this studythe σ coordinates are chosen, as they give a better representation of the actual bed level. This means thathydrodynamic equations of Section 3.4 are converted to the σ grid. The σ and z grid are illustrated in Figure3.1. The definition of water level and depth are shown in Figure 3.2.

Figure 3.2: Definitions of water level (ζ), water depth (d) and total water depth (H) in Delft3D (Deltares, 2020b)
1Transport equation uses finite volumes
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3.4 Hydrodynamics
In the flow computations Delft3D uses a staggered grid, meaning that the flow velocity and water levels arecomputed at different positions in space. The water levels are computed at the cell centres and flow velocitiesare computed at the grid cell faces. The models solve the shallow water equations. The vertical accelerationsof the flow are assumed to be small, relative to the gravitational acceleration, which reduces the verticalmomentum balance to the hydrostatic pressure relation. A turbulence model is used and represented by thespatio-temporally varying vertical eddy viscosity (νV ). The 3D shallow water equations, in terms of sigmacoordinates, reduce to:

δu
δt + uδuδx + v δuδy + ω

d + ζ
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In these equations u and v represent the horizontal velocity in the x and y direction respectively. ω is the verticalvelocity in the σ direction (with respect to the moving sigma plane). ρw is the density of water, Px and Py arethe hydrostatic pressure gradient in x and y direction and Fx and Fy represent the horizontal Reynold’s stresses.
νV is the vertical eddy viscosity which is computed using a turbulence closure model. The above equations aresolved using boundary conditions at the free surface and bed level. Assuming an impermeable bed and freesurface, the kinematic vertical boundary conditions are found as shown in equation 3.4. The dynamic boundaryconditions, representing the stresses at bed level and at the free surface are shown in equation 3.5 and equation3.6. Where τb and τs represent the shear stress at the bed and free surface level respectively.
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3.4.1 Turbulence formulationDelft3D offers multiple options for turbulence closure models. In the modelling studies below the k−ε turbulencemodel is used. In this (more advanced) turbulence model transport equations for turbulent kinetic energy (k ) andenergy dissipation (ε) are solved to determine the vertical eddy viscosity. The resulting vertical eddy viscosityis variable in space and time and is computed as follows:
νV = cµ

k2
ε (3.7)

cµ is a calibration coefficient which is taken as 0.09 (Deltares, 2020b).
3.4.2 Roughness formulationTo calculate the bed shear stress a formulation for the bed roughness is required. In the modelling study belowthe Chézy roughness formulation is used. The bed shear stress can then be computed as shown in equation 3.8.

~τb = ρ0g~ub|~ub|
C 2 (3.8)

Where ub is the magnitude of the horizontal flow velocity in the first layer above the bed and C is the userdefined Chezy coefficient.
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3.5 Sediment transport
As mentioned in the literature study there are two distinct modes of sediment transport. The bed load transporttakes place close to the bed, where sediment grains roll or jump from one place to another. This mode ofsediment transport responds instantaneously to changes in this flow velocity. Sediment grains are transportedas bed load when they have a high settling velocity relative to the flow velocity. This mode of sediment transporthas been linked to the growth of sand waves as mentioned in Chapter 2. When grains are too small or flowvelocities are too high, sediment is transported in the upper part of the water column. This mode is calledsuspended sediment transport and shows a lagging effect with respect to flow velocities. Since this sedimenttransport mode is, at the time of this study, not yet fully implemented in Delft3D FM, suspended sedimenttransport will not be included in the simulations (even those using Delft3D-4).
3.5.1 Sediment transport formulationFollowing previous studies the Van Rijn (1993) sediment transport formulation for bed load transport is used.The magnitude of sediment transport, corrected for the bed slope, is calculated using equation 3.9.

|Sb| = 0.006αsρswsD50M0.5M0.7
e (3.9)In this formulation αs is a correction factor for the bed slope (see below). ρs is the density of the sediment,

ws is the particle settling velocity and D50 is the median diameter of the sediment. M represents the sedimentmobility number and Me the excess sediment mobility number. These can be calculated as shown in equation3.10.
M = u2

r(ρs/ρw − 1)gD50 , Me = (ur − ucr )2(ρs/ρw − 1)gD50 (3.10)
In this formulation ucr represents the critical depth averaged velocity for initiation of motion, which is based onthe Shield’s curve. The velocity ur is the magnitude of the equivalent depth averaged velocity, computed usingthe velocity in the bottom computational layer and assuming a logarithmic velocity profile. If ur is lower thanthe critical velocity ucr , the bed load sediment transport is set to zero.
3.5.2 Bed slope effectThe sediment transport is corrected for the bed slope using the factor αs. To calculate this factor a formulationby Bagnold is used, which is shown in equation 3.11.

αs = 1 + αbs

 tan(φ)cos(tan−1 ( ∂z
∂s
)) (tan(φ) + ∂z

∂s
) − 1 (3.11)

Where αbs is a tuning parameter, φ is the internal angle of friction of the bed material and ∂z
∂s is the bed slopein the direction of the flow.

3.5.3 Bed level update and morphological scale factorUsing the calculated sediment transport the bed level can be updated using the formulation by Exner forcontinuity of sediment, shown in equation 3.12.(1− εp) ∂zb∂t + ∂Sb,x
∂x + ∂Sb,y

∂y = 0 (3.12)
In this formulation εp represents the bed porosity, which is taken as 0.4. The formulation states that the changein bed level (zb) over time is a result of spatial differences in sediment transport rate. When a morphologicalscale factor (MF) is used, the bed level change is multiplied with this factor at every time step to speed up thecalculation.
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4 | Evaluation of Delft3D FM performance
compared to Delft3D-4

In this chapter the new Delft3D FM model will be tested for an idealized sand wave situation, with andwithout residual current. The results will then be compared with a Delft3D-4 model with the same set-up andparameters. Since Delft3D-4 has been used for modelling sand waves in numerous studies (see Section 2.5),similarities between the results of both models will increase the confidence in Delft3D FM for this purpose.
4.1 Model set-up
The 2DV model set-up used in this study is based on the set-up used in several previous studies, like Borsjeet al. (2013) (see Section 2.5). The parameters used here show most resemblance with the model used byDamveld et al. (2020). The model set-up is identical for both models with the exception of a minor difference inboundary conditions. The modelling domain spans 50 km. In the middle of the domain, over a length of around5 km, sand waves are present. The grid is coarser near the boundaries, with a maximum cell size of 1550 mand becomes finer near the sand wave area. At the area of the sand waves the cell size is reduced to 2 m.The vertical grid consists of 60 sigma layers with decreasing size towards the bed. The near bed layer has athickness of 0.05% of the water depth (~25 m), which comes down to on average 0.0125 m. The horizontal andvertical grid are shown in Figure 4.1

Figure 4.1: Horizontal (left) and vertical (right) grid of Delft3D-4 and Delft3D FM model
The initial bed level is shown in Figure 4.2. Towards the edges of the sand wave area the sand wavesgradually decrease in height. In the flat area the grid coarsens causing the boundaries to be sufficiently faraway to avoid interference with the model results in the sand wave area. At the two open boundaries Riemannboundary conditions are imposed. These boundary conditions ensure that waves can leave the domain withoutbeing reflected back. At these boundaries a tidal velocity is imposed in the Delft3D-4 model. In the Delft3DFM model the Riemann boundary condition could not (yet) be combined with a velocity perpendicular to theboundary. A tidal water level was thus imposed. The amplitude of the water level motion was chosen such thatsimilar velocity amplitudes were found in the centre of the domain. To study migrating waves a constant residualcurrent of 0.05 m/s was added to the symmetrical S2 tide in one of the simulations. The k − ε turbulence modelis used as recommended by Borsje et al. (2013).During the first tidal cycle the bed level change is set to zero, creating a spin-up period for hydrodynamics.
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Figure 4.2: Initial bed level with L = 400 m(k = 0.016) and A = 0.25 m, box indicates location of Figure 4.5
Afterwards bed load transport (and slope-induced transport) is able to cause bed level changes. In all modelsthe suspended load transport is set to zero, as this is not fully implemented in Delft3D FM at the time of thisresearch. The bed load transport is calculated using Van Rijn 1993 (see Section 3.5). To speed up the simulationa morphological scale factor is used. Other model parameters are shown in Table 4.1. Three cases are studied:A) symmetrical boundary conditions, B) asymmetrical boundary conditions (addition of residual current) and C)modelling a symmetrical case to equilibrium. The Case A and Case B models were also used for a 1 yearmorphological prediction, with a morphological scale factor of 52, but otherwise identical settings. These resultsare included in Appendix A.1. A validation of the different values for the morphological scale factor used inthese models is included in Appendix A.2.

Table 4.1: Parameters and settings used in both Delft3D-4 and Delft3D FM models
Description Symbol Value Dimension

Tidal period - 12 hTidal velocity amplitude1 - 0.65 ms−1
Mean water depth H0 25 mInitial sand wave amplitude A0 0.25 mSand wave length L 400 mSediment grain size D50 0.35 mmBed slope correction parameter αbs 3 -Grid spacing (fine part) dx 2 mNumber of σ layers - 60 -Chezy roughness C 75 m1/2s−1

Cases A B C

Morphological duration - 10 10 300 yearMorphological scale factor MF 520 520 2000 -Residual velocity1 U0 0 0.05 0 ms−1

1Velocity implemented in Delft3D-4, Delft3D FM water levels changed to match velocity in centre of the domain
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4.2 Results
In this section the results of the above described simulations are shown. First the results in terms of hydrody-namics, bed load transport and morphology for a specific wave length are shown. Subsequently the growth andmigration for various wave lengths and environmental conditions are reviewed. In the final section long termresults of the model are presented.
4.2.1 Hydrodynamics and morphologyIn this section the hydrodynamics and morphological change from the Delft3D-4 and Delft3D FM models arecompared for Case A and Case B: with and without residual current. The hydrodynamics were obtained througha simulation with a duration of 36 hours (including 12 hours spin up), without morphological change.
Case A: Symmetrical Tide

Figure 4.3: Maximum horizontal velocity and eddy viscosity during flood at center sand wave crest,(x = 25000), Case A: symmetrical S2 tide (L = 400 m)To match the flood and ebb velocities at the centre of the domain appropriate boundary conditions were prescribedtaking into account the deviating boundary types. The resulting flow velocities are shown in Figure 4.3. In theDelft3D-4 model the flow velocities are slightly more evenly spread over the height of the water column due tothe higher eddy viscosity in this model. This difference in eddy viscosity could be caused by a small mismatch inthe boundary conditions. Other possible causes are found in multiple slight computational differences betweenthe models. In the cell closest to the bed, which is used to determine a depth averaged velocity for bed load

Figure 4.4: Tide-averaged velocity at the middleof the sand wave flanks (x = 24900 m and x =25100 m), Case A (L = 400 m)

transport computations, the horizontal flow velocity atthe sand wave crest is about 8% higher in the Delft3D-4 model than in the Delft3D FM model as can beseen in the zoom in Figure 4.3. This relative differ-ence quickly decreases further from the bed. Due tothe interaction of the reversing tidal current with thesand wave bathymetry, residual circulation cells areformed (see Chapter 2). These residual currents areclearly visible in Figure 4.5, where the tide-averagedvelocity magnitude and direction is shown over thearea indicated in Figure 4.2 in the middle of the sandwave domain. At the crest of the sand wave (x =25000 m) the residual flow is directed towards thesurface and at both troughs in the Figure (x = 24800m and x = 25200 m) the flow is directed towards thebed. Close to the bed the highest tide-averaged ve-locities are found, which are in the order of mm/s and
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Figure 4.5: Tide-averaged velocity, Case A: symmetrical S2 tide (L = 400 m). For locationsee Figure 4.2. Vertical velocities not to scale
directed towards the crest of the sand wave on both flanks. These residual flows cause the sand wave to growin height. In this case the boundary conditions are symmetric (S2 tide), which leads to symmetric residualcirculation cells. The point of (horizontal) mean flow reversal is slightly lower in the water column for theDelft3D FM model. In this model the maximum tide-averaged return current at a few meters above the bed isalso smaller. These slight differences are clearly visible in Figure 4.4 which shows the tide-averaged velocitiesat the center of both flanks. Near the bed both models are in good agreement, with a mean tide-averagedvelocity offset of 1.5% in the lower 10 layers. The Delft3D FM model has a slightly higher mean flow velocityin the cell closest to the bed. At center of the flank this difference is around 3%. The mean velocities in bothdirection should balance over the vertical, which is visible in both models. Since the hydrodynamics, which formthe basis of sand wave growth and migration, are in good agreement this increases the confidence in Delft3DFM for the purpose of sand wave modelling.These residual flow patterns result in sediment transport towards the crest of the sand wave, which is shown

(a) Tide-averaged bed load transport, first tidal cycle (b) Bed level change in 10 morphological years
Figure 4.6: Average bed load transport and resulting bed level change, including scaled initialbathymetry, for Case A: symmetrical S2 tide (L = 400 m)
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in Figure 4.6a. The tidal flow causes bed load transport in both directions and the difference in transport ratebetween the flood and ebb flow leads to an average transport towards the crest of the sand wave on bothsides. Although the observed difference in flow velocities close to the bed causes an inequality of instantaneoussediment transport rates between the models, this difference cancels out due to the returning current in thiscase. The observed bed load and erosion-sedimentation patterns are thus very similar. This bed level changeis shown in Figure 4.6b for a period of 10 years. The Delft3D FM model shows slightly more lowering of thetrough of the sand waves, but otherwise the results are nearly identical.
Case B: Residual CurrentWhen a residual current is added, the previously symmetrical patterns are disturbed. The flow velocity andeddy viscosity are higher for one tidal direction than the other. The mean flow velocities no longer balanceover the vertical, but are directed towards the residual current direction. More sediment is transported in onedirection than the other and the sand waves start to migrate. The flank of the sand wave facing the residualcurrent direction starts to erode and sand is deposited on the lee-side flank. The mean velocity on the left flankof the sand wave is shown in Figure 4.7a. Again the Delft3D-4 model shows slightly higher mean velocities.On the right flank the mean velocities near the bed are slightly lower than on the left flank. The differencebetween the models is however similar on both flanks.Looking at the bed development as shown in Figure 4.7b, the sand wave is clearly migrating over time, asexpected. There is erosion on the exposed (left) flank and sedimentation of the shadowed (right) flank. TheDelft3D-4 model shows an almost negligible increase in migration rate, but otherwise results are identical.Both models also show growth of the sand wave over time. The absolute sedimentation and erosion volumesare larger than for the symmetrical boundary conditions due to an increase in (mean) flow velocities.

(a) Tide-averaged velocity at the middle of the leftflank

c

(b) Bed level change after 10 morphological yearsincluding scaled initial bathymetry
Figure 4.7: Tide-averaged velocity and resulting bed level change for Case B: S2 tide with residualcurrent of 0.05 m/s (L = 400 m)

4.2.2 Growth and migration ratesAs mentioned these residual current patterns cause the sand wave to grow in height. This growth can becharacterised by the growth rate. By comparing the growth rates for different situations, information aboutthe occurrence and expected characteristics of sand waves can be obtained. By simulating initial bathymetrieswith different sand wave lengths, the wave length with largest growth rate or Fastest Growing Mode (FGM)can be found. This wave length can be used as an approximation for the wave length found in-situ for theseenvironmental conditions, since it will overtake sand waves of other lengths (Matthieu et al., 2013). In thisway modelling results can be compared to sand wave data to check whether the same sand wave lengths arefound in nature. Furthermore, when the growth rate for all wave lengths is negative under certain environmentalconditions, the seabed is stable.For small amplitude waves (far from their equilibrium) the growth is assumed to be exponential (Besio et al.,2008) and the growth rate (γR ) can be calculated as follows:
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γR = 1
T Re{ln(A1

A0
)} (4.1)

Where A1 is the complex amplitude of the sand wave at the end of the simulation and A0 is the initial complexamplitude. These amplitudes are determined through a Fast Fourier Transform in the middle of the domain. Trepresents the duration between the initial and final amplitude. In the cases below a simulation of one tidalcycle is used (excluding one tidal cycle spin-up). A positive value for γR represents growth of the sand wave,where negative values represent decay (and thus returning to a flat bed). Whether a sand wave grows or decaysis dependent on the interaction of the different phenomena described in Section 2.1. With the phase of the sandwave found using the Fast Fourier Transform the migration of the sand wave can be determined.
Case A: Symmetrical TideFrom the previous section it is clear that both models are able to grow sand waves. The growth rate for a sandwave with a length of 400 m is thus positive. For more insight into the growth of sand waves, the simulationis repeated for sand waves with nine different wave lengths, between 100 and 1000 m. The growth rates withrespect to the wave number (k = 2π/L) are shown in Figure 4.8 (left, solid line), where a wave length of 100and 1000 m are converted to wavenumbers of 0.063 and 0.0063 respectively. Both models are able to growsand waves and for the longer sand waves the results are much alike. For shorter wave lengths (higher wavenumber) the Delft3D-4 model shows smaller growth rates and in some cases decay where the Delft3D FMmodel has positive growth rates. This divergence is caused by differences in implementation of the bed sloperelated transport. This can be demonstrated by neglecting bed slope transport in both models (by defining αbsas 0). For a wavelength of 160 m (k = 0.39) the Delft3D-4 model shows a higher growth rate in that case andthe difference in growth rate between the models is reduced to 9% (from 51%). This remaining difference couldbe attributed to the minor discrepancies in boundary conditions and model computations. Due to the increasedimportance of bed slope transport in the smaller wavelength regime (larger wave number) the difference in growthrate between the models is amplified there. The bed slope parameter is however often used as a calibrationparameter, which makes it easy to tune the Delft3D FM model to match the results from the Delft3D-4 model.In the Delft3D FM model a wave length for the FGM of around 193 m is found, where the Delft3D-4 modelhas a FGM wave length of approximately 231 m. In the very long wave length regime (small wavenumber)the growth rates are extrapolated and show negative values. Although the sand waves are expected to decayin this range, in this case this negative part of the curve is not a result of simulated sand waves, but due toextrapolation. Since the boundary conditions are symmetrical the sand waves do not migrate.

Figure 4.8: Growth rate (left) and migration rate (right) for Case A: symmetrical tide (solid line)and Case B: including a residual current of 0.05 m/s (dashed line) for a varying sand wave length.Dots indicate individual model results. Dashed vertical line indicates wave length used in detailedanalysis above (L = 400 m, k = 0.016)
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Case B: Residual CurrentTo study the effects of a residual current the models are again used for simulations with different wavelengths(varying from 100 to 1000 m) for two tidal cycles (one spin-up, one including bed level changes). Due to theinclusion of a residual current of 0.05 m/s the sand waves also migrate. The growth and migration rates areshown in Figure 4.8. As expected, the growth rates are slightly lower than in Case A. This decrease in growthrate for migrating waves was observed in previous model studies such as (Borsje et al., 2013). They also foundthat the FGM wave length did not change significantly due to the addition of a residual current of 0.05 m/s.This behaviour is observed in the results of both models. The migration rates for both models follow the samerelation with the wave length. Shorter sand waves tend to migrate faster, which can be explained by the highertransport rates due to the steeper slopes of the sand waves. This relation was also found by (Besio et al., 2003).The results of a model study with similar set-up are shown in Figure 4.10. In this research (Damveld et al.,2020) varied the standard deviation of the sediment included in the model to study the effects of sediment sortingon sand waves. There are some differences with the set-up of this research, such as a bigger initial amplitudeof the sand wave, which lead to higher growth and migration rate. In a qualitative sense the results are inagreement and the relations found between environmental factors and parameters such as the FGM wavelengthand growth rate are similar.

Figure 4.9: Growth and migration rate for Case B for varying residual currents (L = 400 m, k =0.016). Dots indicate individual model results. Dashed vertical line indicates residual current usedin detailed analysis above (U = 0.05 m/s)
When the magnitude of the residual current is varied the growth and migration rate change in a manner shownin Figure 4.9. Both models show similar relations. A larger residual flow velocity (at first) slightly decreasesthe growth rate. In reality there is a current velocity for which sand waves are unable to occur. This is causedby the dampening effect of suspended sediment load and the increasing importance of this sediment transportmode for higher flow velocities (Borsje et al., 2014). However, these models do not include suspended sedimentand the slightly lower growth rates, for a stronger residual current, are the effect of an increased slope inducedsediment transport. Negative growth rates, indicating decay of the sand waves, are not observed in either ofthe models. It could be that the growth rates will become negative for larger currents, but due to the exclusionof suspended sediment transport they may not become negative. The migration rates increase with the residualcurrent strength in both models. The relation is slightly different, with a bigger influence of the current on themigration rates in the Delft3D-4 model, but both show an approximately linear relation. This relation betweenresidual current strength and migration rate was also found by among others (Wang et al., 2019).
4.2.3 Modelling to equilibriumTo study the differences between the two models on the long term and to asses the behaviour of sand wavesin (semi) equilibrium in both models, the same model set-up as used in Case A is simulated for a period of300 years. As a result of the exclusion of suspended sediment transport a dampening mechanism found innature is missing in the model. Due to this difference the sand waves are not expected to reach an absoluteequilibrium wave height within the 300 year period included in the model, but rather that the growth ratedecreases for bigger wave heights and the sand waves keep growing. This effect was seen in a study by Van

24



Figure 4.10: Growth and migration rate as seen in (Damveld et al., 2020) for a varying sedimentdiameter standard deviation
Gerwen et al. (2018) whose results are shown in Figure 4.11. The inclusion of suspended sediment clearlyaffected the equilibrium wave height for a case with and without residual current.In Figure 4.12 the development of the sand wave height, for a wave length of 400 m, over the morphologicaltime is shown. The initial growth rates of Delft3D-4 and Delft3D FM are nearly identical as was observed inthe models above with shorter time-scales. The exponential growth of the sand waves for smaller wave heights,as assumed when calculating the growth rates of the sand waves, is clearly visible in the early stages of themodel (up to ~130 years). Both models show a decrease in growth rate after some time. This turning point isreached at an earlier point in time in the Delft3D FM model leading to a reduced wave height at the end of thesimulation compared to Delft3D-4. The final growth rates are however very similar. The wave heights at theend of the simulation (after 300 years) show a difference of approximately 3 m. In both models the sand waves

Figure 4.11: Sand wave height development towards equilibrium for symmetrical tidal conditionsfrom Van Gerwen et al. (2018). Case I: no residual current, no suspended sediment transport, CaseII: no residual current, suspended sediment included, Case III: U0 = 0.05 m/s, no suspendedsediment, Case IV inclusion of 0.05 m/s residual current and suspended sediment. Sand wavelengths in the range of 204-230 m (Van Gerwen et al., 2018)
25



are still growing at the end of the simulation. The Delft3D-4 model shows some oscillations in wave heightafter around 150 years. These oscillations and the difference in wave height between the models at the end ofthe simulation are expected to be due to a changes in shape in the Delft3D-4 model. The ’new’ trough of thesand wave, which lies closer to the crest, shows more erosion in the Delft3D-4 model relative to the Delft3D FMmodel. Such a small dip, as seen in the final bed level of Delft3D-4 in Figure 4.12, is not observed in real sandwaves. Furthermore the sides of the final sand wave shapes coincide up to a certain point where the Delft3D-4model has grown a kind of bump. The final sand wave shape of the Delft3D FM model is more alike the sandwaves we know from nature, but since these kind of perfectly symmetrical boundary conditions do not exist inreality this comparison is debatable. The absolute difference with the results of Van Gerwen et al. (2018) iscaused by a difference in sand wave length. The set-up used in this study included longer waves, which have alower initial growth rate. The shorter wave length used by Van Gerwen et al. (2018) lies closer to the FGM asobserved in Figure 4.8. This difference also resulted in a higher wave height at the transition to lower growthrates in this study, which can be explained by a smaller effect of the bed slope induced transport due to longerwave lengths.The shape of the wave changes drastically throughout the simulation. The shape of the sand wave after 300years of morphological change can be seen in Figure 4.12. The simulation is initiated with sinusoidal sandwaves of 0.5 m in height. At the end of the simulation the lowest point of the sand wave has moved closer to thecrest for both models. The crest has become slimmer in both models. Furthermore, both models showed fastergrowth of the crest with respect to the trough. This final shape, which is different from what is found in nature,is probably caused due to the perfect symmetry of the boundary conditions, which is unlike natural conditions.

Figure 4.12: Wave height development over time (left) and final shape of the sand waves (right),Case C: symmetrical S2 forcing (L = 400 m, A0 = 0.25 m)
4.2.4 Computation timeFrom the simulations above one striking difference between Delft3D-4 and Delft3D FM became apparent. TheDelft3D FM model has realized vast computation time reductions relative to Delft3D-4. The computation timefor the Case A model with 10 years of morphological change (7.5 days of hydrodynamics) decreased from 17.6hours in Delft3D-4 to 8.7 hours in Delft3D FM. This reduction of over half the total time was realized whileusing an on average smaller time step. In the Delft3D FM model the time step is set automatically and isaltered to comply with the Courant criterium for changing flow conditions. This means that at times of low flow

Table 4.2: Computation times for the 10 year morphological change model (7.5 days ofhydrodynamics) for the Delft3D-4 and Delft3D FM model
Model Time step [s] Computation time [h]

Delft3D FM 2.1 (on average) 8.7
Delft3D-4 4.8 17.6
Delft3D-4 2 33.4
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velocities the time step will be increased. The time-varying time step of the Delft3D FM model over one tidalcycle is shown in Figure 4.13. In this figure a drastic increase of the time step can be seen during slack, whenthe flow velocities are low. In Delft3D-4 a time step of 4.8 seconds is used (the largest value for which noCourant warnings were observed in the diagnostics file), while the average time step in the Delft3D FM modelwas approximately 2.1 seconds. After consultation with the software team developing Delft3D FM, the reasonfor these computation time reductions was identified as increased code efficiency. The computation times forDelft3D-4 with different values for the time step relative to Delft3D FM are shown in Table 4.2.

Figure 4.13: Time step size of Delft3D FM and Delft3D-4 overone tidal cycle, Case A model
Chapter recap and conclusions

In this chapter the results in terms of hydrodynamics, sediment transport and morphology of the Delft3D-4 and Delft3D FM models are compared. For this study a simplified model with sinusoidal sand waves,flat underlying bed, simple tidal forcing and a single grain size is used. In both models the vertical tide-averaged flow circulation cells which lead to sand wave growth are observed and are almost identicalin shape and amplitude. For a sand wave length of 400 m the tide-averaged sediment transport andsubsequent bed level changes are nearly identical between the models.The growth rates found in both models are indistinguishable for sand wave lengths larger than 300 m.For shorter wave lengths the Delft3D-4 model shows smaller growth rates. These inequalities can beexplained by the implementation of the bed slope induced transport, which differs between the models.Therefore, the bed slope parameter could easily be used to tune the Delft3D FM results to matchDelft3D-4. The migration rates are much alike and show the same relations with both sand wave lengthand strength of the residual current in Delft3D-4 and Delft3D FM. When the sand waves are simulatedtowards an equilibrium wave height the initial sand wave growth (up to 130 years) is nearly identicalfor both models. At the end of the simulation period there is an absolute difference in sand wave height.This might be caused by unnatural changes in sand wave shape (taking place after 150 years), due tothe artificial perfectly symmetrical boundary conditions. At the end of the simulation the sand wavesare still growing in both models (although with a much smaller pace of up to 0.5 cm/year), which couldbe the result of the exclusion of suspended sediment transport.During this comparison study a major advantage of Delft3D FM is observed: vast computation timereductions. While using a significantly smaller average time step a computation time reduction of over50% is realized in Delft3D FM relative to Delft3D-4. These computational gains are caused by increasedcode efficiency in Delft3D FM.Due to the extensive similarities in the results of both models the confidence in the Delft3D FM modelfor the simulation of sand waves has increased. Especially in the hydrodynamics, which are the drivingforces behind sand wave growth and migration, the models are in good agreement. Furthermore, themigration rate, which is the largest source of uncertainty in bed level predictions, is comparable in bothmodels for all tested cases. Given the good agreement between the models, we only focus on Delft3DFM in the remainder of this study.
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5 | 2DV case study with Delft3D FM

For the development of offshore structures, long-term morphological predictions are required. In the previouschapter it is shown that Delft3D FM is able to simulate the growth and migration of sand waves and that thehydrodynamic and morphological results are similar to those of Delft3D-4. In this chapter the Delft3D FMmodel is used to predict sand wave dynamics in a real-life case study. These results will give a first indicationof the suitability of Delft3D FM for these kind of predictions. First the location and set-up of the model arediscussed. Since this set-up is similar to the that of the model used in the previous chapter only the differencesare explained. Subsequently the results of the model and sensitivity analysis are shown.
5.1 Hollandse Kust (Zuid) Wind Farm

Figure 5.1: Planned and existing Dutch wind farms(Rijksoverheid, 2018)

The case study is carried out in the Hol-landse Kust (Zuid) Wind Farm (HKZWF)area (see Figure 5.1). A small sectionin the North of the wind farm area hasbeen part of a previous wind farm projectand is already in use. In the remain-der of the area the construction will startthis year (2021). As part of the earlystages of offshore wind farm developmentextensive bathymetry measurements havebeen carried out at this site in 2016.These measurements, together with earliermeasurements by the Dutch Navy, havebeen used in a morphological study of thearea focused on the suitability for an off-shore wind farm carried out by Deltares(Deltares, 2016a).The availability of data is in general sim-ilar for all planned wind farms and theHKZWF location is chosen for this casestudy because of it’s relatively uniformgeophysical conditions as is apparent fromthe regularity of the sand waves. The areais fully covered with sand waves. Fromdata analysis it is clear that the sandwaves show only minor changes in dimen-sions over the years. Most sand waves are thus near their equilibrium wave height. Furthermore, the sand wavecharacteristics (height, length, migration direction and speed) are fairly regular over the area, indicating fairlyconstant hydrodynamic conditions. This is preferred, since sudden changes in hydrodynamics could make 2DVsimulations troublesome. In addition, the area is preferred because little human interference has taken placeover the last years. Only in the far North of the area have dredging activities taken place recently, but sincethe sand waves are moving towards this direction, this is not expected to influence the sand wave dynamicssignificantly. The sand wave bathymetry extracted from the 2016 measurements is shown in Figure 5.2. Moreinformation about the (morpho- and hydrodynamics at the) Hollandse Kust Zuid Wind farm location can befound in (Deltares, 2016a).
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Figure 5.2: Bed level of sand wave bathymetry (w.r.t. large-scale bathymetry) extracted from the2016 measurement survey and transects of the ’East’ and ’West’ 2DV models
5.2 Model set-up
Most model settings are kept the same as in the previous modelling study for the Delft3D-4 and Delft3D FMcomparison. The major differences are that measured sand wave bathymetries are used for the bed level of themodels and the boundary conditions are prescribed to match local conditions. In this way a hindcast modelis created, which is used to simulate the hydro- and morphodynamics between two subsequent bathymetrymeasurements in the area.Two transect are drawn in Figure 5.2, along which models are set up, referred to as the East and West transect.The directions of the transects are chosen such that they are approximately aligned with the migration directionof the local sand waves. The sand waves are assumed to migrate in the direction perpendicular to it’s steepestslope. This migration direction was extracted by (Deltares, 2016a). The migration direction over the HKZWFarea is on average 28 ◦N. The direction is approximately normally distributed and has a standard deviation ofaround 4.5 ◦. The migration direction is slightly more towards the East in the area closer to shore (the East).With this in mind the directions of the transects were chosen as follows: Eastern transect 30 ◦N and Westerntransect 28 ◦N.
5.2.1 GridThe grid used in this model is very similar to the grid in the previous modeling study. The model area is 46800m long. In the middle of the domain sand waves are present over an area of 6800 m, with a buffer of 20 kmof flat bed on both sides. The length of the sand wave area is chosen such that the sand wave bathymetryhas a zero-crossing (sand wave bathymetry = large-scale bathymetry) at the edges of the sand wave domain.As in the previous model the cells sizes increase from the sand wave domain towards the boundaries. Theminimum and maximum cell size are 2 m and 1000 m respectively. The vertical grid consists of 60 sigma layerswith decreasing size towards the bed. This same vertical grid was used in the previous model study and thehorizontal grid sizes change in a similar manner over the area as shown in Figure 4.1.
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Figure 5.3: Initial bed level of sand wave domain of Eastern transect, box indicates location ofFigure 5.4 and sensitivity analysis plots in Section 5.3.3
5.2.2 Bed levelFor the bed level of the model a compound 2010 multi beam bathymetry dataset is used. The measurementdata is first seperated into a static and a mobile bathymetry. Subsequently the mobile part is split into a sandwave and a megaripple bathymetry. Information about the dataset and the filtering process can be found in(Deltares, 2016a). From the filtered sand wave bathymetry the bed level of the sand wave area of the domainis constructed, which is superimposed on an approximation of the overall average bed level determined from thelarge-scale (static) bathymetry of the 2016 measurements. The sand wave bathymetry is interpolated along bothtransects. Since disturbances are observed in the interpolated bathymetry a filter is used to smoothen the bedlevel. These disturbances are expected to be present due to both measuring inaccuracies and the incompletefiltering of megaripples. The effects of filtering and the initial disturbances can be found in Appendix B. Theinterpolated sand wave bathymetry is dampened along the edges of the sand wave domain. Over a distance of1.5 km the sand wave height builds up towards the measured bathymetry. The sand wave bathymetry as usedin the model of the Eastern transect is shown in Figure 5.3. Outside of the sand wave area a flat bed is imposedat 21 m depth. The sand waves in the east transect are of varying shape. Some have a saw tooth shape, with avery steep slope in the direction of migration. Other sand waves are less asymmetric and have a more roundedcrest. At the western transect most sand waves have a highly asymmetric shape.
5.2.3 Boundary conditionsThe lateral boundaries of the 2DV model are closed. The boundary conditions at both open boundaries (Southand North) are extracted from the large scale Dutch Continental Shelf Model (DCSM). In this model the tidalpropagation is modelled in 2DH for the North Sea and the surrounding area. From the model output tidal waterlevels and velocities are extracted at the locations of the boundaries of the transect models, where the cell sizeof the DCSM model is 0.5 NM ( 0.9 km). More information about the DCSM model can be found in Zijl et al.(2018).The DCSM model is run for a period of 1 year starting at the end of 2012. From the simulated flow velocities andwater levels at the boundaries of the transect models both time series and harmonic conditions are constructed.The flow velocities parallel to the transects are used and perpendicular flow velocities are filtered out. The modelsare forced with one flow velocity and one Riemann water level boundary. The flow velocity at the boundary isscaled to compensate for differences in water depth, due to differences in model bathymetry between the DCSMand the 2DV model, such that the discharge is preserved. The tidal constituents used in the model are chosento be M2, S2 and M4. The M2 and S2 constituents account for the largest tidal amplitude both in terms ofwater level difference and flow velocity. The M4 tide is included since this tidal constituent is known to causemigration when combined with the M2 tide. Additionally a year averaged residual current is retrieved from theDCSM model. Several combinations of these tidal constituents are applied at the boundaries to study theireffects. These combinations are shown in Table 5.2. The magnitude of the tidal constituents at the boundariesof the Eastern model are shown in Table 5.1. From these harmonics the water level and flow velocity can beconstructed as shown in equation 5.1. For the final case a time series boundary condition of the full tidal signalis used. This time series is constructed from the first month of the DCSM model run after spin-up. This time
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series represents the flow conditions at a specific moment in the tidal cycle, which are amplified through the useof a morphological scale factor. It might therefore not fully represent the average conditions over the 6 yearsbetween the measurements, due to slow tidal variations.
Table 5.1: Forcing of the East transect Delft3D FM model at the far North and South boundary

Boundary Variable Constituent Period (T) [min] Amplitude (A) Phase (φ) [deg]

South Parallel velocity M2 745 0.723 m/s 111S2 720 0.193 m/s 128M4 372.5 0.053 m/s 148U0 - 0.005 m/s -
North Water level M2 745 0.573 m 138S2 720 0.148 m 174M4 372.5 0.198 m 205

Table 5.2: Cases used in 2DV case study analysis
Case Tidal forcing Residual current

I M2 no
II M2, S2 no
III M2, S2, M4 no
IV M2, S2, M4 yes
V Full tidal signal -

H(t) = A0 + k∑
i=1 Aicos( 2πTi t − φi) and u(t) = B0 + k∑

i=1 Bicos( 2πTi t − φi) (5.1)
5.2.4 Other parametersIn the 2DV model the morphological changes are simulated for a period of 6 years, which is approximately thetime between the latest bathymetry surveys in the area: 2010 and 2016. The hydrodynamics are simulatedfor 31 days, including one tidal cycle (~12 hours) spin-up. This simulation period covers two full spring-neaptidal cycles. Using a morphological scale factor of 72, the morphological change in the simulation representsapproximately 6 years. To study the local hydrodynamics a separate model excluding morphological change isused. Other parameters in the model are kept the same as in the original model used for the comparison withDelft3D-4. These are a Chezy roughness of 75 m1/2s−1, a bed slope parameter αbs of 3 and a sediment size of350 µm. This sediment size is a reasonable estimate for the local sediment size as observed in measurementsurveys (Deltares, 2016a).
5.3 Results
Since both the East and West transect model showed similar behaviour, the results in this chapter are limitedto the East transect and the results of the West transect can be found in Appendix C.
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(a) Case I: M2 forcing

(b) Case II: M2, S2 forcing

(c) Case III: M2, S2, M4 forcing

(d) Case IV: M2, S2, M4, U0 forcing
Figure 5.4: Mean velocity at location shown in Figure 5.3. Colors indicate mean horizontal velocity,arrows combine direction and magnitude of the mean horizontal and (scaled) vertical velocity
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5.3.1 HydrodynamicsThe hydrodynamic results for the different cases are extracted from a model without morphological change, whichis run for 29.5 days (two neap-spring tidal cycles). A comparison between the instantaneous flow velocitiesfound within these models and the flow velocities from the original DCSM model including a wider range of tidalconstituents is shown in Appendix E.1. In Figure 5.4 the mean velocities over the model duration for boundarycondition with increasing accuracy are shown. The first simulation is forced with a symmetrical M2 tide. Theresults of this model are shown in Figure 5.4a. Even though the bathymetry is not as regular and symmetric asin the simplified model of Chapter 4, the flow circulation cells are clearly visible. Above the crest of the sandwave a transition from positive to negative mean horizontal flow velocity is present. At this point the verticalvelocities are upwards directed and at the location of the trough the flow is directed towards the bed. Due to thetidal water level variations, the mean flow velocities do not cancel over the vertical. Most mean flow velocitiesare in the order of mm/s alike those found in the Delft3D-4 comparison. Close to the steep side of the sandwave the mean velocity however increases significantly due to the sudden changes in the bathymetry. Whenthe S2 tide is added, leading to a spring neap tidal cycle, the mean velocities show more asymmetry as can beseen in Figure 5.4b. Above the crest there still is a transition in mean horizontal flow magnitude, but locationswith a on average negative horizontal flow velocity are in this case mostly found near the bed. The additionof the M4 tidal constituent to this neap-spring cycle does not significantly influence the mean velocities (seeFigure 5.4c). An addition of a residual current of 5 mm/s does however have a significant influence on this meanflow field. Figure 5.4d shows that due to this small residual current (only one tenth of the residual currentused for the simulations in Chapter 4) the average flow velocities have more than doubled in large areas. Thiswas of course to be expected taking into account the magnitude of the flow velocities in cases without residualflow, which was in most cases only a few mm/s. The negative average flow velocities are pushed back closerto the steep slope in migration direction, but this flow circulation is still present in this case. Furthermore atransition in magnitude of the horizontal flow is observed above the crest of the sand wave. The magnitude ofthe vertical flow and changes in horizontal flow velocity are clearly dependent on the steepness of the sandwave. Hydrodynamic results for the remainder of the domain can be found in Appendix C.1.
5.3.2 Morphology

Figure 5.5: Measured levels and computed bed for Case IV after 6years. Boxes indicate locations of: 1) Figure 5.7, 2 and 3) Figure 5.8

Using a morphological scalefactor the morphological changeover a period of 6 years,which is approximately thetime between the two subse-quent measurement surveys, issimulated. The resulting bedlevel for the Case IV modelfor part of the East transect(as indicated in Figure 5.3)is shown in Figure 5.5. Inthe Delft3D FM model sig-nificantly more morphologicalchange has taken place thanbetween measurements. Forboth the rounder sand wave(left) and the more asymmet-ric sand wave (right) the slopein migration direction (to theright) has become slightly lesssteep in the Delft3D FM simu-lation, while the opposing slope has become steeper. This change in steepness is not observed in the measure-ment data. At some locations in the measured bathymetry the steep slope of the sand wave has even becomesteeper in the period between the measurements. During the simulation the sand wave has grown significantlyin height. This growth is caused by both an increase in crest height and a lowering of the trough level. Fromthe measurements only very limited change in sand wave height is observed. For the steeper sand waves inthe area (around x = 22100 and x = 25000 in Figure 5.3) more artificial growth was observed form the modelresults than for the other, more gently sloped, sand waves. Furthermore, the steeper sand waves showed a
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larger reduction in slope steepness. Taking this into account the bed level change predictions from the modelare more accurate for the more gently shaped sand waves.From the simulated bed levels it is observed that the bed level changes at the beginning of the simulationperiod are relatively large. This can be seen in Figure 5.6 where the bed levels and changes in bed levelafter 0.5 and 6 years are shown for Case IV. In the first half year, which is 1/12 of the total simulation period,nearly all change in steepness of the slope towards migration direction takes place. In the sedimentation anderosion patterns this change in slope is represented by erosion of the crest and sedimentation of the trough. Inthe subsequent modelling period the sand wave grows, but only very little change in steepness of this slope isobserved in the model, causing the crest and through to move further apart. This initial quick bed level changemay indicate a mismatch between the environmental conditions and the morphology in the Delft3D FM model.Another possible cause is an increased influence of bed slope transport relative to reality. In the remainder ofthe simulation period the sand waves are growing in height. An obvious cause for this growth could be theexclusion of suspended sediment transport although other possible suspects, such as the exclusion of free surfacewaves and the simplification of a non-graded sediment should not be ignored. This distinct difference betweenthe earlier phases of the model and the rest of the simulation was found in all model cases.

Figure 5.6: Measured and computed bed level (left) and changes in bed level (right) for the CaseIV model after 0.5 and 6 years. For location see Figure 5.5, location 3
In Figure 5.7 the bed level after 6 years of morphological change for a more gentle sand waves (location 1 asindicated in Figure 5.5) is shown for different boundary conditions. The results for the other sand waves in themodel can be found in Appendix C.2. For all boundary condition combination the steepest slope of the sand wavehas gotten less steep during the simulation. Furthermore the wave height increased through both heighteningof the crest and lowering of the trough. The increase in wave height in the model is observed for all boundarycondition combinations. The symmetrical M2 case (Case I) shows the biggest overall increase in wave height. Insimplified model studies the same relation was found where non-migrating waves have larger growth rates andequilibrium wave heights. When the S2 tide is added the wave becomes less steep, but no migration is takingplace even though on average positive velocities were found (see Figure 5.4b). The subsequent addition of M4showed little influence on the mean velocity field, but significantly influences the sand wave migration. The M4tide causes a migration of the zero-crossing point of 5-10 m for all sand waves along the East transect withrespect to the M2-S2 model. Since the sand waves are migrating only slowly, this makes a big difference and inmost cases better resembles the migration rate from measurements. The residual current, which had the largestinfluence on the mean velocity field, further increases the migration rate. This difference in migration is howeversmaller than what is observed for the addition of the M4 tide. When instead of harmonic boundary conditionstime series of flow velocities and water levels from the DCSM model are applied at the boundary, a slightlylarger migration rate is found than for the other cases. The Case IV model, with the most complete harmonicboundary conditions best resembles the results of the time series. In Figure 5.8 the erosion and sedimentationpatterns from Delft3D FM and measurements are shown for the sand waves included in Figure 5.5. In thesepatterns the change in slope is represented by an erosion of the top of the sand wave and sedimentation nearthe trough. In this way the crest moves in the direction opposite to migration and vice versa for the trough. Thedifference in migration rate between the various boundary conditions can also be observed in these patterns.
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The more the sand waves in the model migrate the smaller the erosion of the crest is. Furthermore, in cases oflarger migration more sand is deposited next to the crest in migration direction and this sedimentation area iswider. Overall the erosion and sedimentation patterns of the migrating waves are more similar to what is foundin reality. In these patterns however still a large difference is found with reality and the bed level changes fromthe model are mostly too large. The results of the full domain are shown in Appendix C.2.

Figure 5.7: Measured and computed bed levels for all cases, for location see Figure 5.5, location 1

Figure 5.8: Erosion and sedimentation over 6 years from measurements and Delft3D FM for allcases, shown at location 2 (upper) and location 3 (lower) from Figure 5.5
5.3.3 Sensitivity analysisTo explore the sensitivity of the model, some input parameters are changed. For this sensitivity analysis theCase IV model (with the M2, S2, M4 and U0 boundary conditions) is used. Only one parameter is changed at
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a time while the rest of the model is kept the same. The implementation of these parameters in the model canbe found in Chapter 3.First the bed slope parameter αbs is varied. This parameter influences the importance of the bed slope on bedload transport. A higher bed slope parameter will increase downslope sediment transport and decrease uphilltransport. In the base model a value of 3 is used for this parameter. In Figure 5.9 the effects of a varied bedslope parameter are shown. When the bed slope parameter is decreased less sediment is transported downslope.This leads to an increased steepness of the slope at the end of the simulation. In this simulation less bed levelchange in the first half year is observed, although some changes in slope are still present. Due to the decreaseddownslope transport and increased upslope transport (which has become easier) for a reduced αbs the sand wavegrows faster and the height of the sand wave at the end of the simulation period increases. In the resultingbathymetry the slope of the sand wave in the direction of migration retains more of it’s steepness than in thebase case (Case IV), which is more similar to what is observed from the measurements. With a decreased bedslope transport the sand wave is however growing significantly, which is not observed in the measurements. Foran increase in bed slope parameter opposite results are found, leading to the sensitivity band shown in Figure5.9. Through variation of this parameter either the growth of the sand wave or the steepness of the slope inmigration direction is well represented, but it shows no option for improving both.When the Chezy roughness is varied a sensitivity band as shown in Figure 5.10 is found. In this case thehydrodynamics of the model are directly affected by the change in model parameters. A higher value for theChezy roughness indicates a smoother (less rough) bed. This means that the flow will ’feel’ the bottom less andflow over it more easily. The bed boundary layer is smaller due to this reduced roughness and flow velocitiesclose to the bed are higher. The bed shear stress is lower, despite the higher flow velocities near the bed, dueto the lowered roughness. This causes less sediment to be transported and thus affects the morphology. Incase of a lower roughness (higher chezy value) the flow will not be as much affected by the sand waves. Thisleads to less defined circulation cells in the mean flow field. In this way the growth rate of the sand waveis also affected by the roughness. From Figure 5.10 it is clear that an increase of the Chezy roughness from75 to 85 has only a limited impact on morphology. In that case the growth of the sand wave is reduced, asis the steepness of the slope in migration direction. When the Chezy roughness is decreased form 75 to 65 asignificant impact on the resulting bed level is found. In that case more sediment is transported and larger bedlevel changes are observed. The ’digging in’ of the trough and heightening of the crest of the sand wave areamplified. Additionally more steepness of the slope in migration direction is retained. In this way the resultsdo not improve for either option.Finally the sediment size in the model is varied. The impact of varying this parameter is a bit more complexsince it has both a dampening and an amplifying effect on the bed load transport. There is no suspendedsediment included in the model and the bed load transport is modelled using the Van Rijn formula shown below.
|Sb| = 0.006αsρswsD50M0.5M0.7

e (5.2)The sediment size (D50) itself and the settling velocity ws in the equation cause an increase of the bed loadsediment transport volume in case of increased sediment size. Both mobility parameters: M and Me have theopposite effect. These parameters decrease for an increasing sediment size. This contradiction causes the effectsof a varying sediment size to be small, as can be seen in Figure 5.11. When looking at the momentary sedimenttransport rates the rate increases for increasing sediment size. This is caused by the exclusion of suspendedsediment transport which would cause increasing transport rates for decreasing sediment sizes.
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Figure 5.9: Sensitivity of Case IV model results to a variation of the bed slope parameter (αbs)

Figure 5.10: Sensitivity of Case IV model results to a variation of the Chezy roughness (C)

Figure 5.11: Sensitivity of Case IV model results to a variation of the sediment diameter (D50)
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Chapter recap and conclusions

In this chapter the results of the 2DV case study are presented. The model is located at the HKZWF,which is chosen for its relatively uniform geophysical conditions, little human interference, extensiveavailability of data and uniform sand wave migration direction. A hindcast is performed between 2010and 2016, the period between two subsequent surveys. The model bed level is extracted from the2010 measurements and boundary conditions are based on the large scale DCSM model. Multiplecombinations of tidal constituents are assessed as boundary conditions. These different tidal constituentssignificantly affect the vertical tide-averaged flow circulation cells. Especially the addition of a (weak)residual current considerably disturbs this circulation pattern. The addition of the M4 tidal constituentdoes not have a significant impact on the mean velocity profile although it does cause significantmigration of the sand waves. The residual current causes a further increase of the migration rate.From the morphological results it is clear that the Delft3D FM model overestimates the extend of thebed level changes. The steep slope of the sand wave in migration direction becomes more gentle duringthe simulation and the sand waves show a significant increase in height. Both of these phenomena arenot observed in the bathymetry measurements. The change in steepness of the sand waves mostly takesplace at the very beginning (first 6 months) of the simulation. This initial quick bed level change mayindicate a mismatch between the environmental conditions and the morphology in the model. Anotherpossible cause is an increased influence of bed slope transport relative to reality. In the remainder ofthe simulation period the sand waves are growing in height. An obvious cause for this growth could bethe exclusion of suspended sediment transport although other possible suspects, such as the exclusionof free surface waves and the simplification of a non-graded sediment should not be ignored.The sensitivity analysis shows a large dependency of the morphological results on both the bed slopeparameter and the Chezy roughness. An increase of the Chezy roughness (indicating a less rough bed) oran increase of the bed slope parameter lead to a reduced growth rate, but increased slope flattening. Theopposite happens for a decrease of either parameter. In this way changing these parameters separatelywould improve either the growth rate or the steepness of the slope in migration direction in the modelresults, relative to the measurements.
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6 | 3D case study with Delft3D FM

Sand wave fields have a profoundly 3D character. Along sand wave crests changes in direction as well asbifurcations are observed. Underlying bed forms add to this variation in two directions. Furthermore, the tidalmotion has an elliptical character and can thus not fully be prescribed in a 2DV setting. To study the importanceof 3D effects for the modelling of sand waves a 3D model is set up around the East transect. This model studywill give insight into the viability of 2DV models for sand wave predictions. Furthermore a first exploration isdone into the possibilities of Delft3D FM for these kind of models, such as running in parallel.
6.1 Model set-up
The 3D model is set-up around the location of the Eastern transect 2DV model. The grid lines are aligned withthe approximate sand wave migration direction, alike in the 2DV model. In the center of the model area sandwaves are present over an area of 7 by 2 km. This sand wave domain is enclosed by an area without sandwaves leading to a full model domain of 47 by 12 km. The location of the model area and sand wave domainare shown in Figure 6.1
6.1.1 Grid

Figure 6.1: 3D model domains and HKZWF sand wavebathymetry filtered from 2016 measurement survey

Similar to previous models the grid sizesdecrease from the boundaries towards thesand wave domain. The grid cells at theboundary are approximately 1 by 1 km. Atthe location of the sand waves the gridcells have a size of 2 m in the direc-tion perpendicular to the sand wave crest(which is approximately the direction ofmigration). This grid length and resolutionare identical to that used in the 2DV mod-elling studies. In the direction along thecrest the grid size is 10 m in the sand wavedomain. Since the grid is aligned withthe sand waves the slopes in this direc-tion are much gentler allowing for biggergrid sizes. Mostly rectangular cells areused with some triangular cells at tran-sitions (see Figures in Appendix F). Theorthogonality and smoothness of the gridwere kept in mind while constructing thegrid. The vertical grid is equal to the pre-vious models with 60 sigma layers.
6.1.2 Bed levelThe full model area partly exceeds the 2016 survey area. For the sand wave bathymetry in the center of themodel the 2010 compound survey data is used, from which large-scale bathymetry as well as smaller bed formsare filtered (see Section 5.2). The measurement data is interpolated to the grid and the same smoothing filter
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is used to remove disturbances as in the previous case study. The filter is used in two directions and especiallyin the along crest direction signs of measurement errors, most probably due to vertical referencing issues, werefound (see Appendix B). The sand waves are dampened towards the edges of the sand wave domain over an areaof 1.5 and 0.3 km in cross- and along-crest direction, respectively. This sand wave bathymetry is superimposedon to the bed level from the DCSM model, which is interpolated to the grid. The final bed level is shown inFigure 6.2

Figure 6.2: Bed level of the 3D model, plotted at grid points for the full domain (left) and anenlargement of the sand wave domain in the center (right)
6.1.3 Boundary conditions

Figure 6.3: Schematic overview of the advectionvelocity boundary condition for inflow boundaries

For this 3D model a new type of boundary con-dition available in Delft3D FM is used: the ad-vection velocity boundary condition (Dobrochin-ski, 2021). This boundary condition imposes awater level combined with a flow velocity profileover the depth in both horizontal directions atall boundary points with incoming flow veloci-ties. A schematic overview of the imposed con-ditions at inflow boundaries is shown in Figure6.3. At outflow boundaries the boundary condi-tion has a Neumann like behaviour where cellcentre velocity is copied to the virtual cell lyingoutside the model domain. In this way a goodmatch for both water levels and flow velocitiesis reached. This match between the flow veloc-ities and water levels is shown in Appendix E.2.Through the use of this boundary condition nocompromises between a good representation ofwater levels or good representation of flow ve-locities are necessary when dealing with smallmodel areas. Furthermore, the effects of features, such as gullies or banks, outside the model domain can easilyand accurately be included in a smaller model. The advection velocity boundary is used for all 4 boundariesof the model domain. The water levels and flow velocities are extracted as time series from the DCSM modelstarting from the end of 2012 (see Zijl et al. (2018)).
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Figure 6.4: Tidal ellipse representing flow velocity magnitude and direction for one tidal cycleover the HKZWF area (Deltares, 2016a)
6.2 Results
In this section the results of the 3D case study model are shown. First the hydrodynamics over the full sandwave domain are presented. Subsequently a more in-depth analysis of the bed load transport and morphologyin the 3D model is carried out. For this analysis, the focus is put on the East transect location used in theprevious chapter, which runs through the middle of the sand wave domain in the 3D model (see Figure 6.1).
6.2.1 HydrodynamicsFrom a simulation without morphological change the flow velocities and directions are extracted. For approx-imately maximum flood flow these variables are shown in Figure 6.5. Especially the flow velocity magnitudeshows a significant influence of the three dimensional bed profile. The depth averaged flow velocities are ampli-fied above sand wave crests due to a reduced water depth. The opposite happens at the location of the troughs.The depth averaged velocity directions are more homogeneous. Some influences of the individual sand waveson flow direction are found, but mostly a gradual change in flow direction over the area is observed. The floodflow direction over the area is on average not aligned with the 2DV transect direction based on the steepestslope, which is 30 ◦N. A similar deficit between the transect direction and the ebb flow direction is observedalthough the flow direction is in that case more consistent over the area. The gradual change of flood flowdirection over the area was also found in the morphological study performed by Deltares (2016a). In Figure 6.4the tidal ellipses over the HKZWF area from this study are shown. This pattern of flow directions is thus notinfluenced significantly by the presence of sand waves. Since the area is flood dominant and the sand wavesare migrating in that direction this change in average flood flow direction over the area could be quite importantfor the morphology.
6.2.2 Sediment transportThe bed load transport and morphology are studied along a few transects drawn across the area. The middletransect is equal to the East transect used in the 2DV study (see Figure 6.1) and results for this transect areshown. The results at the locations of the other transect, which have the same direction, but located at 250 and
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Figure 6.5: Depth averaged velocity magnitude (left) and depth averaged velocity direction (right)during peak flood flow
500 m towards the North-West and South-East of the middle transect, showed similar relations. In Figure 6.6the direction of the net sediment transport over the East transect is shown. A similar gradual change in directionis found as is present in the flow directions. At the locations of steep slopes in the sand wave bathymetry someinfluence of the sand waves on the net sediment transport direction can be seen. The direction of the transectused in the 2DV study, which is 30◦N, is similar to the mean transport direction over the transect, but at theedges of the domain a significant deviation from this transect direction is found. For the locations indicated inFigure 6.6 the direction of sediment transport, velocity at the bed and depth averaged velocity over time areshown in Figure 6.7. The shaded color indicates the instantaneous sediment transport at that location. Duringflood flow, which accounts for the most sediment transport (the darkest band in the figure), the direction of thecurrent and sediment transport is changing significantly over time. This behaviour, with a quite unidirectionalebb flow and a more elliptical flood flow was also found in a 2DH modelling study by Deltares (2016a), ofwhich the tidal ellipses are shown in Figure 6.4. However, from Figure 6.7 it is clear that the velocity near thebed, which shows the most similarity with the sediment transport direction, deviates from the depth averaged

Figure 6.6: Net sediment transport direction along the East transect (see Figure 6.1 for location)over 4 tidal cycles (2 days), transect direction is 30◦N, markers indicate locations used in Figure 6.7
42



Figure 6.7: Sediment transport direction over time at 3 locations along the East transect (seeFigure 6.6), including flow direction at the bed and depth averaged flow velocity direction
velocity direction by a few degrees. In the third plot of Figure 6.7 a location at the steep slope of a sand waveis shown. At that location the sediment transport direction deviates more from the direction of the flow at thebed. This is caused by the increased influence of bed slope transport. During flood flow, which is directeddown-slope, the direction of sediment transport is closer to the transect orientation, which was chosen basedon the steepest slope. During ebb flow the effect is larger and the sediment transport direction deviates furtherfrom the steepest slope direction than the flow. These steep slopes of the sand waves thus do steer the sedimenttransport in a certain direction.
6.2.3 MorphologyDue to the size of the model (approximately 700 000 cells with 60 sigma layers), simulating for 6 years untilthe next measurement (as was done in the 2DV case study) was not possible in terms of computation time. Themodel is run for 4 tidal cycles (excluding 1.5 tidal cycles spin-up). With a morphological scale factor of 72 themorphological duration of the simulation is approximately 150 days. The sedimentation and erosion patternsfrom measurements and those from the Delft3D FM model are shown in Figure 6.8. Since the sand waves inthe model are dampened close to the edges of the sand wave domain the bed level changes caused by thesand waves do not extend to these edges. The most active locations in terms of bed level change do coincidebetween the Delft3D FM model and the measurements. These active locations are mostly found on the steepslope of the sand waves in migration direction. Indications of similar behaviour as the 2DV models can be seenin the form of erosion at the location of the sand wave crests. In the measurements especially sedimentation ispresent on lee side of the sand waves. The model results show both significant sedimentation on the lee slopeand some erosion at the top of the sand wave. This pattern, which indicates a decrease in slope steepness, is
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clearly visible when comparing the results along the East transect, which is done in Figure 6.9. In this Figurethe results of both the 2DV and 3D model after 150 days of morphological change (approximately 2 days ofhydrodynamics) are shown. For this purpose the 2DV model was run again with the smoothened bathymetryalong the transect of the 3D model. Since errors in the lateral direction were filtered out, this bathymetry wasslightly different from the original 2DV bathymetry.The location of sedimentation on the lee side of the sand waves from the 3D model is similar to what is foundin the measurements. Compared to the 2DV model, the 3D model shows lowered erosion of the top of the sandwave and increased sedimentation on the lee slope. This pattern better matches the bed level changes frommeasurements. The initial bed level change in the 3D model is however still disproportionally large comparedto the duration between the measurements. Since the three dimensional tidal flows and tidal asymmetry fromthe DCSM model are better represented in the 3D model (compared to the 2DV model) this could cause thedifference in model results. Sand wave growth, as was observed in the 2DV model, is not yet distinguishablein the results of the 3D model. However, since the model is only run for a short period this might still happenon the longer time scales.The morphological results of the 3D case study model still show room for improvement. The initial bed levelchanges in the model are large relative to the bed level changes over 6 years from measurements. These initialquick bed level changes might indicate that the model is forced towards a different equilibrium sand wave shape.Some differences in hydrodynamics with reality might thus still be present. Since 3D tidal flows from the DCSMmodel are well represented in the 3D case study model (see Appendix E.2), differences with reality should befound elsewhere. Further improvements of the model towards more realistic hydrodynamics are discussed inChapter 7. These model alterations include more realistic peak flow velocities and inclusion of wind-drivencurrents. These changes might decrease or eliminate the artificial slope reduction. Furthermore, optimization ofthe 3D model will decrease the computation times such that long term morphological 3D simulations could becarried out. These long term results will show the predictive capacities of such models.

Figure 6.8: Observed bed level changes after 6 years (left) and computed bed level changes after150 days (right). Dashed line indicates the location of the East transect used in Figure 6.9 Pleasenote the difference in color scales
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Figure 6.9: Sedimentation and erosion along transect East from the Delft3D FM simulation after150 days for 3D and 2DV settings, compared to differences between measurements. Please noteduration between measurements was 6 years
Chapter recap and conclusions

In this chapter a 3D case study is set up. The center of the 3D model domain coincides with the locationof the transect used in the previous chapter. The bed level consists of the large-scale bathymetry fromthe DCSM model, with an area of superimposed sand waves in the middle of the model domain. A newtype of boundary condition: the advection velocity boundary is used in the 3D model. This boundarycondition imposes both a water level and a flow velocity profile over depth in both directions. In thisway a good match for both water levels and flow velocity magnitude and direction is reached in themodel. Moreover, the 3D model has an unstructured grid and is run in parallel.As was apparent from the tidal ellipses found by Deltares (2016a), the flood flow direction changessignificantly over time and space. This leads to a mismatch of the flow direction, and thus sedimenttransport, with the transect direction used in the 2DV case study. Furthermore, at the locations of a steepsand wave slopes, influences of bed slope related transport on the local sediment transport direction arefound. The variability of flow velocity and sediment transport directions over space and time show theinfluence of the addition of a third dimension.The 3D sedimentation and erosion pattern matches the measurements in terms of active zones. At thecrest of especially steep sand waves some erosion is present in the model results. The location of thesedimentation on the lee side of the sand waves is similar to what is found from measurements. Due tothe size of the model it was not possible to run the simulation for the 6 years between the subsequentmeasurements. A quantitative comparison is thus troublesome. However, indications of similar behaviouras found in the previous Delft3D FM models are present. The reduction of slope steepness in the modelmight be caused by a mismatch of the boundary conditions and the bathymetry in the Delft3D FM model.Since 3D tidal flows from the DCSM model are well represented in the 3D case study model the focusfor improvement of morphological results should lay elsewhere. Identified possible causes are differencesbetween the DCSM model hydrodynamics and reality and the exclusion of wind-driven currents. Thesedifferences are discussed in more detail in Chapter 7.
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7 | Discussion

In this chapter the limitations of the applicability of the results shown in this thesis are discussed. When ap-plying the results to practice it is important to keep these limitations in mind as they may result in uncertainties.
Differences between Delft3D-4 and Delft3D FM resultsThe hydrodynamic results of Delft3D-4 and Delft3D FM show great similarity, as can be seen in Table 7.1where some results from the base case used in Chapter 4 are shown. Small differences in the velocity profileover the depth are apparent from these figures, which could be caused by the difference in boundary conditiontype or computational differences. The relations between flow velocity near the bed, bed shear stress and bedload transport in Delft3D FM are in line with those found in Delft3D-4. The local tide-averaged bed loadtransport is slightly larger in Delft3D FM indicating an increased inequality between ebb and flood transport.The growth rate curves show slight differences between the models as is apparent from the wave length of theFGM which is slightly smaller in Delft3D FM compared to Delft3D-4. This inequality is caused by differencesin the implementation of the bed slope related transport. Through extensive research the Delft3D-4 modelparameters have been tuned to fit sand wave observations in the North Sea. These tuned parameters havebeen copied to Delft3D FM in this model study. These input parameters, such as the bed slope parameter (αbs)do however have a considerable impact on the growth rate curve. When the bed slope parameter is increasedslightly in the Delft3D FM model, the growth rate curve changes as is shown in Figure 7.1. From this figure

Table 7.1: Comparison of results between Delft3D-4 and Delft3D FM for hydrodynamics (top) morphology(middle) and computational performance for single core (bottom). Hydrodynamic and sediment transport atflank location facing flood current, L = 400 m
Description Delft3D-4 Delft3D FM Dimension

Depth averaged flood velocity 0.608 0.606 ms−1
Maximum eddy viscosity 0.058 0.053 m2s−1
Peak tide-averaged velocity 1.677 1.671 mms−1
Height point of flow reversal (σr ) -0.855 -0.870 -Peak flow velocity at bed 0.170 0.157 ms−1
Peak bed shear stress 0.713 0.651 Nm−2
Peak bed load transport 1.31∗10−6 1.16∗10−6 m2s−1
Tide-averaged bed load transport 7.26∗10−9 7.36∗10−9 m2s−1
FGM wave length 231 193 mGrowth rate FGM 0.033 0.039 year−1
Migration rate FGM (U0 = 0.05) 3.27 3.29 myear−1
Average timestep 4.8 2.1 sComputation time (7.5 days) 17.6 8.7 h
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Figure 7.1: Growth rate for Delft3D-4 and Delft3D FMwith different values of the bed slope parameter for varyingsand wave length.

it is clear that the growth rate curve fromthe Delft3D FM model could be identi-cal to the original one from Delft3D-4, forcertain parameter settings which lie withinacceptable ranges.When comparing the computational per-formance of the models it can be seen thatthe computation time of the Delft3D FMmodel is significantly reduced with respectto Delft3D-4. The computational gains fora single core simulation using a regulargrid can be attributed to improved effi-ciency of the code. When using multiplecores the computational gain of Delft3DFM will increase further.
Delft3D FM, a work in progressWhile running simulations significant differences between the results of different versions of Delft3D FM wereobserved. These distinctions were found in the sediment transport module, which is still in development. In thethis study one of the latest versions of Delft3D FM (version 2.16.03.70963) is used. This version shows very sim-ilar relations between flow and sediment transport compared to Delft3D-4. The development of the Delft3D FMmodel is being carried out in collaboration with users, which ensures quick feedback for different model casesand thus stimulates improvement of the results between versions. These differences however need to be kept inmind when applying Delft3D FM to sand wave cases and could, for instance, impact the calibration of the model.
Simplifications of the residual currentThe boundary conditions for the case study models were extracted from the DCSM model. This large scale modelsimulates tidal propagation in 2DH. For this model study the atmospheric pressures, which induce wind-drivencurrents, were excluded due to the focus on the influence of tidal constituents. These currents are howeversignificant and often have an asymmetrical character. To give an indication of the strength of these currents, theDCSM simulation is repeated including atmospheric pressures. The strength of the wind-driven currents fromthis run, at one of the boundaries of the 2DV model, is shown in Figure 7.2. Part of the time series shown hereincludes stormy conditions. The wind-driven currents reach strengths of up to 0.45 m/s, which approaches thelocal amplitude of the M2 tide. When a year averaged residual current is extracted, the strength of the currentis 0.0145 m/s (in sand wave migration direction), which is almost thrice the strength of the original current dueto tidal propagation.Velocity and water level time series from the DCSM model run including atmospheric pressures have beenapplied at the boundaries of the 2DV model. The resulting morphology is shown in Figure 7.3. Since ratherstormy conditions are included in this time series, which are amplified through a morphological scale factor, the

Figure 7.2: Residual current induced by atmospheric pressures from the DCSM model at Southboundary East transect. Period shown: January and February 2013
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resulting sand wave migration is much larger. The strength of the residual current is probably overestimatedin this case. To arrive at a more realistic estimation of the bed level changes, a representative forcing data-setshould be created. In Figure 7.3 the effects of two simplifications are thus shown. Firstly the exclusion of winddriven currents and secondly the change from an averaged residual current to simulating the momentary strengthand direction of this current. Averaging the current, as was done in the 2DV case study, does not represent thetime-varying strength of the current which, especially due to the non-linear relation between flow velocity andsediment transport, significantly influences morphology.

Figure 7.3: Bed level from measurements and after Delft3D FM simulation of 6 years with fulltidal forcing including and excluding currents induced by atmospheric pressures, from DCSM model.
Boundary conditions from DCSM modelThe DCSM model (including atmospheric pressures) has been validated with buoy measurements in (amongstothers) the HKZWF area (see Deltares (2016a) and Zijl et al. (2018)). From these validations it was concludedthat the water level and velocity match between the model and measurements was quite good although peakvelocities are a bit off. The velocity bias of the model is 0.07 m/s for a buoy in the HKZWF area indicatingan overestimation of the velocities by the model. The correlation between flow velocities in the DCSM modelwith measuremed flow velocities is approximately 0.95 (Zijl et al., 2018). This small difference could howeverhave a significant impact on morphology for the time-scales considered in this study. A comparison betweenthe measurements and the DCSM model run in 3D mode is shown in Figure 7.4. Especially for the (weaker)ebb tide the velocity magnitude is clearly overestimated by the DCSM model.

Figure 7.4: Depth averaged velocity magnitude from DCSM model and measurements at HKZBbuoy for the first two weeks of December 2016 (Zijl et al., 2018)
Improving morphological results: excluded and simplified processesThe morphological results of the case studies show room for improvement and some of the excluded or simplifiedprocesses might be the key to more accurate predictions of sand wave dynamics. During the 2DV case studyinteresting results were found for a model set-up with two Riemann water level boundaries. This specific com-bination of boundary conditions was unable to properly represent the local hydrodynamic conditions. However,the morphological results were surprisingly accurate, as can be seen in Figure 7.5. The final bed level showsthat the steep slope of the sand wave is maintained and only little growth has taken place during the simulationperiod of 6 years. The migration of the sand waves is slightly overestimated, but otherwise the morphological
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results are quite good. The upper right plot in Figure 7.5 shows the flow velocity at the boundary of the sandwave domain for this model run. It is clear that especially the ebb flood velocities are vastly underestimated,even when taking into account the differences between the DCSM model and measurements mentioned in Sec-tion 7. Even though the hydrodynamics of the model are inaccurate, these results might indicate where the thedifferences in morphology between the model results and measurements originate. The model with two Riemannboundaries deviated in terms of sediment transport rates from the other simulations in two ways: the sedimenttransport rates are reduced and sediment transport in ebb direction is negligible.The results of this simulation might be another indication of a mismatch between the boundary conditions andreality. The first indication of this deviation was found in the quick decrease of slope steepness in the 2DV casestudy models. The bed level changes during the first half year of the simulations were of the same order as thechanges during the remaining 5.5 years, as is seen in Figure 5.6. This might show that after this initial periodan equilibrium between the morphology and the boundary conditions is reached, which is different from whatis observed in reality. As stated in the previous sections, the boundary conditions show some deviation frommeasurements and are incomplete. In case of more accurate boundary conditions, the peak velocities would besomewhat reduced and the asymmetry between ebb and flood velocity would increase. This is caused both bythe overestimation of peak velocities (especially ebb) in the DCSM model and addition of wind-driven currents,which are often aligned with the flood direction. More accurate boundary conditions would in that way createa situation more like what is seen in the model with two Riemann water level boundaries.Another possible cause for the differences in morphological results and the quick slope decrease could be foundin the relations between hydrodynamics and morphology. It could be that the model is overestimating theamount of sediment transport caused by the flow over the sand waves. In reality the threshold for sedimenttransport could be higher. This might be resolved through the use of a different sediment transport formula orthe inclusion of multiple sediment fractions allowing for armoring of the bed.After the initial stages of the simulations, growth of the sand waves was observed. In the bed level measurementsonly minor changes in sand wave height are observed. This sand wave growth might be caused by the exclusionof suspended sediment transport. Van Gerwen et al. (2018) found that when excluding suspended sedimenttransport, sand waves would still be growing at the end of long term simulations, when simulations includingsuspended sediment transport already reached an equilibrium wave height. During the sensitivity analysis inChapter 5 other possible (partial) causes were found. The bottom roughness and bed slope parameter have asignificant influence on the growth rate of the sand waves in the model. Additionally the simplification of thesediment used in the model could be a cause for this artificial growth. When instead of a uniform sedimentmultiple sediment fractions would be included this would have a dampening effect on sand wave growth. Thiseffect was observed in a study by Damveld et al. (2020), of which some results are shown in Figure 4.10. This

Figure 7.5: Left: bed level from measurements and after Delft3D FM simulation of 6 years withCase IV forcing used in 2DV case study (combination of M2, S2, M4 and U0) and two timeseriesRiemann water level boundaries from DCSM model. Right: Tidal velocity signal at south boundaryof the sand wave domain for simulation with two waterlevel boundaries (up) and Case IV model(down) compared to tidal signal from DCSM model (dashed line)
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reduced growth rate is a result of armoring of the bed. Additionally, free surface waves were excluded in themodelling study. Free surface waves are known to have a dampening effect on sand wave heights (Campmans,2018). Further study into the influences of these effect on the morphology at the location considered could helpimprove the predictive capacities of the model.
Chapter recap and conclusions

In this chapter some of the limitations of the research are discussed. The hydrodynamic results of asimplified sand wave case (see Chapter 4) show a good match between Delft3D-4 and Delft3D FM. Inthe morphological results some inequalities were found. These inequalities were attributed to differencesin the implementation of bed slope related transport. In Figure 7.1 it is shown that changes in the bedslope parameter indeed could lead to a better agreement between the model results.During this model comparison differences between the subsequent versions of Delft3D FM were observed.A recent version of Delft3D FM, used in this study, showed extensive similarities with Delft3D-4. Careshould however be taken when applying a different version.The boundary conditions of the case study models were extracted from the large-scale DCSM model.Although the main tidal flow is well represented by this model, some slight differences are present. Inthe DCSM model especially the peak ebb tidal flow velocity is overestimated, which could explain thereduced steepness of the sand waves in the model results. Further differences with reality are presentdue to the simplification of the residual current. Through the use of a morphological scale factor, thecomputation time is reduced significantly. Information about the momentary strength and direction of theresidual current is in that case however lost. In combination with the exclusion of wind-driven currents,this leads to significant deviations from reality.The best match between morphological simulation results and measured bed level changes was foundthrough a model unable to properly represent the local hydrodynamics. This model might however giveindications where the causes for the differences in morphological results originate. In this simulationrun the sediment transport in ebb direction was negligibly small. It might be that the ebb velocitiesare indeed overestimated in the model, or the relation between flow velocity and sediment transport inthe model differs from reality. Further causes for differences in morphological results are found amongstothers in the exclusion of suspended sediment transport, free surface waves and sediment gradation.
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8 | Conclusions

In this thesis the application of Delft3D FM to sand waves in the North Sea area is explored. With the knowl-edge gained through simulations the research questions will be answered in this chapter. First the answers tothe sub questions as stated in Section 1.3 will be discussed. Subsequently these conclusions will be combinedwith other observations to arrive at the answer to the main research question. In that section the opportunitiesand challenges of Delft3D FM for modelling sand wave dynamics are discussed.
1) To what level is the Delft3D FM model capable of reproducing the key processes leading to sand wave
formation in comparison with Delft3D-4?Analysis of the hydrodynamic and morphological result of Delft3D FM shows that the model is capable ofreproducing the key processes leading to sand wave growth. The tide-averaged vertical flow circulation cellswhich form the basis of sand wave growth are reconstructed in Delft3D FM under symmetrical tidal forcing.Moreover, these circulation cells lead to sand wave growth in the model for a certain wave length range. Thedependencies of growth and migration rates on hydrodynamic forcing and sand wave length are similar betweenDelft3D-4 and Delft3D FM. Furthermore, the behaviour towards equilibrium is comparable for both models.
2) What tidal components should be included in the model boundary conditions to more accurately predict
real-life sand wave dynamics in the North Sea?Through a 2DV case study model the influence of various combinations of tidal forcing was analyzed for areal-life situation. Clear dependencies of sand wave growth and migration on boundary conditions were found.The M4 tidal component is identified as an important driving force for the local sand wave migration. Moreover,the addition of a residual current, although much smaller than used in most idealized studies, caused furthermigration of the sand waves. The differences in morphological results with the simulation including the fulltidal signal indicate that other tidal components might also be of importance. The dependencies found weresimilar to those from studies using simplified models. Since the majority of previous research is carried out onthese simplified sinusoidal sand waves, this could pave the way for real life application of process based models.
3) What is the sensitivity of the model to changes in input values?A sensitivity analysis is carried out using the 2DV case study model. The bed slope parameter is found to havea significant influence on both the wave height and the maximum slope steepness of the sand waves at the end ofthe simulation. For a higher value of the bed slope parameter, which lead to stable sand wave heights, the slopesteepness would reduce significantly. On the other hand, for a decreased bed slope parameter, the steepnessof the sand wave would be better maintained throughout the simulation, but sand waves showed considerablegrowth. The bed roughness showed a similar dependency, where a rougher bed resulted in amplified sand wavegrowth and steeper slopes. For a more smooth bed, the sand wave growth was reduced and the steep slopesbecame more gentle during the simulation. The influence of the sediment diameter on the morphological resultswas found to be limited, although this might be caused by the exclusion of suspended sediment transport.
4) What is the importance of 3D effects for the local sand wave dynamics?Even in a fairly regular sand wave field, without much variation in sand wave migration direction, 3D effectsin hydrodynamics can be of importance to morphology. In a 3D flow field the variations in flow velocity anddirection over a sand wave field are better represented. Furthermore, the ellipsoidal character of the tide leadsto 2D pattern of bed load transport directions. At the location of steep sand waves slopes the direction ofsediment transport is significantly influenced by bed slope transport. This might cause deviations between thesediment transport direction and the flow direction at the bed. These factors make the inclusion of a thirddimension in sand wave modelling essential for a good representation of hydrodynamics and sediment transport.In areas where tidal sand banks are present, these 3D effects are expected to be even larger (Leenders, 2018).
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Opportunities and challenges of Delft3D FM for prediction of sand wave field dynamics

The goal of this research is to explore the opportunities and challenges of Delft3D FM for quantitative modellingof sand wave dynamics in the North Sea. These opportunities and challenges are found in various domains andare summarised below.
Opportunities1. Reduction of computation times• Increased code efficiencyIn Chapter 4 it is shown that even for a smaller average time step a computation time reduction ofover 50% is realized in Delft3D FM relative to Delft3D-4.• Running in parallelThe Delft3D FM model has the unique ability to split the model domain into partitions which canbe run in parallel. The results of a 2DV sand wave model simulated as a whole are identical tothose generated when a model is run in parallel, see Appendix D. In 2DV set-up a model with 8partitions showed an approximately linear increase in computational speed compared to a model runon a single core.• Unstructured gridsAnother important improvement which is implemented in Delft3D FM is the use of unstructured grids.Such a grid was used in the 3D modelling study in Chapter 6. While orthogonality and smoothnessof the grid were kept in mind, no significant impacts of the coupling of grid cells of different shapesand sizes were found. Through the use of these kind of grids local refinements can be made insidethe model domain. The fine grids needed in the sand wave area in that case do not have to beextended throughout the whole modelling domain. These refinements can also be used to increaseaccuracy around structures such as monopiles without the need for domain decomposition.• Morphological scale factorIn this study a morphological scale factor (MF) was used to obtain the presented results. Thismethod to accelerate morphological changes is also present in other numerical models like Delft3D-4. Because of the repetitiveness of the hydrodynamic forcing, sand wave growth and migrationrepresents a suitable case for the use of a MF. The results for different values of this factor arepractically identical at least up to an acceleration of 2000 times, see Appendix A.2.• Optimized time-step managementIn contrast to Delft3D-4 the Delft3D FM model uses a time-varying, model defined time step. Thistime step can thus be adjusted during the simulation to match changes in flow velocity (see Figure4.13). Especially at times with low flow velocities (e.g. during slack) this increases the time-stepsignificantly, leading to shorter computation times for Courant limited computations.• Accurate boundary conditionsIncreased accuracy of boundary conditions could potentially reduce the needed buffer zone (see 3).2. Embedding in existing modelsThrough the use of unstructured grids, existing Delft3D FM models can be adjusted to include sand waveareas with local fine grids. This significantly reduces the set-up time for the model as the boundary con-ditions, calibration and validation of the overarching model has already been carried out. Furthermore thisintroduces the possibility of including multiple areas of interest in one model (with local grid refinements)and carrying out calculations for both areas at once.3. Good representation of velocity and water levelUsing the new advection velocity boundary type a good match of water levels and velocities can beaccomplished. More information than usual has to be prescribed, but when this data is available (which isthe case for nesting in regional models) the water level and velocity match is improved significantly. Thisshows opportunities for decreasing the buffer area between the area of interest and the model boundaries,or even removing this area all together. Without a buffer area the computation time will be reduced and ifthe match of the boundaries is good enough the accuracy of hydrodynamics could be improved. Moreover,non-tidal currents (e.g. surge currents and currents due to tidal sand banks) can be incorporated moreeasily using this boundary condition.
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Challenges1. Accuracy limited by available dataOne of the limiting factors for the accuracy of simulations is the availability of in-situ data. The resultsof the model are only as good as its input. In the HKZWF case an extensive amount of data on localhydrodynamics and morphology is available. When less data is available the accurate representationof local processes driving sand wave dynamics becomes more difficult. This in turn results in increaseduncertainties in sand wave predictions.2. Inclusion of small scale processesSome processes influencing hydrodynamics and morphology are of a smaller scale than the cell sizes usedin the model. These processes could be difficult to include in the model, while in data analysis they areimplicitly included. One of such processes is the growth and migration of megaripples. These megaripplesinfluence the local hydrodynamics through the bed roughness. Furthermore, being quite dynamic, they areresponsible for some transport of sediment. Roughness predictors based on ripples have been developedand should be tested for this case. Difficulties do however arrive because of the variable character ofthese megaripples. Damveld et al. (2018) showed significant differences between the ripples in crest andtrough areas of the sand waves. Ripples are also largely affected by momentary flow conditions andcould therefore vanish during storms and sometimes show seasonality. Further study into the impact ofthese ripples on hydro- and morphodynamics could determine their importance in predicting sand wavedynamics.3. Calibration effortThe HKZWF 2DV and 3D models were not calibrated during the study. Further study should point outwhether extensive calibration is needed. Especially when calibration is needed between different sitesthis could be limiting for the practical use of these predictions, due to the time and data needed forcalibration (and validation).These challenges could be resolved through further research. In this way the full potential of the Delft3D FMmodel could be discovered and prepared for future engineering applications.
Practical applications of Delft3D FM for the predictions of sand wave dynamics are found in numerous cases.The use of Delft3D FM could lead to deeper understanding of complex sand wave systems, especially in case ofinfluences of underlying large scale bathymetry. In addition the Delft3D FM model could assist in understandingthe migration of sand waves between two bathymetry measurements by increasing the temporal resolution. Inthis way seasonal or event based migration of sand waves can be identified. Since the model shows the abilityto predict the influence of variations in environmental condition, these applications could already be explored,although the quantative morphological results still show room for improvement. When the morphological resultsof the Delft3D FM model are improved, through calibration or the inclusion of additional processes, the modelcould provide more accurate future seabed predictions. Thereby, Delft3D FM could provide a solution for data-sparse areas where sand wave predictions based on data-analysis are troublesome. Lastly the Delft3D FMmodel could provide insight into the recovery of sand waves after dredging (e.g. in case of pipeline installation).
The use of Delft3D FM for morphological predictions in sand wave areas may drastically change the way sandwaves are dealt with in case of offshore construction. More insight into the processes paves the way for morenature based solutions, reducing the need for dredging. In this way Delft3D FM could contribute to reducingrisks, costs and environmental impact of offshore construction projects in sand wave areas.
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9 | Recommendations

Further research will increase the potential of the Delft3D FM model for sand wave predictions for engineeringapplications. The challenges found in the use of Delft3D FM, mentioned in the previous chapter, can (partly)be overcome through such research. Moreover, extended knowledge about the processes influencing sand wavedynamics in a 3D setting, which can be gained through the use of Delft3D FM, will improve predictions of sandwave dynamics as a whole. In this chapter some recommendations are discussed for further research.
Exploring the influences of different processes in 3D settingIn previous studies the effects of different processes on sand wave dynamics have been studied extensively.However, this was mostly done in a 2DV setting. Adding a third dimension could impact the influence ofvariability in environmental parameters and additional processes. Especially if these processes are inherently3D, such as the ellipticity of the tide, this could have a significant impact on morphology. Moreover, Leenders(2018) showed that underlying 3D topography influences the migration of sand waves. Through 3D modellingthe interaction of various processes with underlying bed forms can be explored.
Improving morphological results through calibration and/or inclusion of more processesThe morphological results of the case studies still showed significant deviation from measurements. The devi-ations of the morphological results could indicate incompleteness of the model. Since various processes havenot been included, these could be the key to more accurate predictions. One of such processes is suspendedsediment transport. Borsje et al. (2014) showed that suspended sediment has a dampening effect on sand wavegrowth and since the results of the case study show artificial growth of the sand waves, this process could bea missing piece. Other factors to consider are for example the inclusion of waves and wind driven currents.Moreover, further improvement of the boundary conditions could lead to more accurate morphological results.
Application of the model under different geophysical conditionsTo explore the accuracy of the model under different geophysical conditions, different locations should be in-cluded in future model studies. For the case studies a location in the North Sea was chosen and the modelswere set-up in a limited area of the HKZWF. This means that the geophysical conditions were fairly regularthroughout the model studies in this thesis. Differently shaped and sized sand waves as well as different en-vironmental parameters could significantly influence the accuracy of the model results. The sand waves in theHKZWF area have a relatively high asymmetry compared to other locations in the North Sea (Damen et al.,2018). Since the morphological results from Delft3D FM were more accurate for the more gently shaped sandwaves, this could mean that the model is more easily applicable than would seem from this study. Furthermore,especially in sand wave areas with large underlying bed forms the expansion to a third dimension is vital. Theperformance of the model should therefore be tested in such an area.When calibrating the model to more accurately predict sand wave dynamics, these factors should be taken intoaccount. Further study at different locations will indicate whether calibration between sites would be necessary.This will impact the effort needed for model predictions and thus affect the applicability of the model in anengineering setting.
Model optimizationDue to time restrictions of this research the models used are not optimized in terms of set-up. Especially in caseof the 3D model such an optimization could potentially cause large reductions of computation times. Factorsto consider in such an optimization are amongst others: number (and distribution) of sigma layers, size of thebuffer area, grid size in area of interest, number of cores in parallel runs and value of the morphological scalefactor. Through optimization (and possibly automation) the value of these models for engineering applicationswill increase.
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A | Additional results Delft3D-4 and Delft3D
FM comparison

In this Appendix additional hydrodynamic and morphological results are shown for the simplified models usedin Chapter 4. First the hydrodynamics over time are displayed for the 400 m wavelength model. Secondly themorphological results of the 1 year model are shown. Lastly the results for another wavelength: L = 160 m,where the difference between the models is slightly larger, are presented.
A.1 Additional hydrodynamic and morphological results

Figure A.1: Bed level at center of the domain, for L = 400 mIn Figure A.2 and Figure A.3 the variations in eddy viscosity and horizontal velocity over time for both modelsare shown. There is a clear difference in magnitude of the eddy viscosity between the models. The horizontalvelocities are very similar between the models. In both the eddy viscosity and the horizontal velocity a small

(a) Eddy viscosity over time from Delft3D-4 (b) Eddy viscosity over time from Delft3D FM
Figure A.2: Eddy viscosity over time at the middle of the sand wave domain (x = 25000 m) abovethe crest of the sand wave
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phase lag (of around 10 minutes) is present in the Delft3D FM model compared to the Delft3D-4 model. Thislag is probably caused by the difference in boundary condition definition. Where in Delft3D-4 the velocity isdirectly affected at the boundaries in Delft3D FM the change in water level still has to induce flow velocities.

(a) Horizontal velocity over time from Delft3D-4 (b) Horizontal velocity over time from Delft3D FM
Figure A.3: Horizontal velocity at the middle of the sand wave domain (x = 25000 m) above thecrest of the sand waveIn Figure A.4 the horizontal flow velocity at bed, bed shear stresses and bed load transport over time are shown.The Delft3d-4 model has a higher flow velocity in the cell closest to the bed, resulting in a higher bed shearstress and an increased bed load transport magnitude relative to Delft3D FM. The relations between thesevariables are observed to be similar between the models. Since these variables are extracted at the middle ofthe (left) flank, where the tide-averaged bed load transport is maximized, some inequalities between the floodand ebb values are seen.

Figure A.4: Horizontal flow velocity at bed, bed shear stress and bed load transport over time atthe middle of the left flank of the center sand wave (x = 24900 m)
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In addition to the model with a duration of 10 years, a model was set up with 1 year of morphological change.The model has an identical set up as the the model discussed in Chapter 4, except from a lower morphologicalscale factor, which is in this case 52 (instead of 520). The hydrodynamics are modelled for 7 days (excludingone tidal cycle spin-up) to reach a morphological period of 1 year.In Figure A.5 the bed level difference between the final and initial bathymetry is shown for the case with andwithout residual current. Again the changes in bed level are larger for the case including residual current. Bothmodels show a small trench at the center of the domain, the initial location of the sand wave crest, in the finalbathymetry of the model without residual current. This small trench has disappeared in the results after 10years. Apart from this the shape of the bed level change curve is very similar to the results after 10 years. Themagnitude of the erosion and sedimentation is less than 1/10 of the volume after 10 years, indicating non linearerosion and sedimentation.

(a) Bed level change after 1 year excluding residualcurrent (b) Bed level change after 1 year with residualcurrent U0 = 0.05 m/s
Figure A.5: Bed level change after a morphological period of 1 year for Case A: symmetrical (S2)and Case B: asymmetrical (S2 and U0) boundary conditions

A.2 Validation morphological scale factor

Figure A.6: Bed level change after a morphological period of 260 days for a morphological scalefactor of 52 (left) and 520 (right)
With the results of the one year model the value used for the morphological scale factor can be validated. Sincethe only difference between the 1 year and 10 year models is the value of the morphological scale factor, theresults should be identical for the same morphological time-spans. Both models have run for a whole numberof tidal cycles at the moment of 260 days of morphological change. The bed level changes up to that point forboth models can be seen in Figure A.6. From this Figure it is clear that a morphological scale factor as highas 520 does not significantly affect the morphological results. For the case with residual current similar results
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were found.The long-term model, run for 300 years of morphological change, uses a morphological scale factor of 2000.After one tidal cycle 1000 days of morphological change are simulated. Approximately the same time-span isused after 2 days of hydrodynamics in the 10 year model. The resulting bed level changes are shown in FigureA.7. The results are again very similar, indicating that a morphological scale factor of as high as 2000 is stillacceptable in this case. The 10 year model shows slightly bigger changes in bed level, since the morphologicaltimes are not perfectly matched (the morphological time is 40 days longer in the left plot).

Figure A.7: Bed level change after a morphological period of 1040 days for a morphological scalefactor of 520 (left) and after 1000 days with factor 2000 (right)
A.3 Results different wave length
The set-up of the base model used in Chapter 4 with a sand wave length of 400 m was also used to simulatethe growth and migration of sand waves with different wavelengths. In this section the results for sand waveswith a wave length of 160 m are included. For this wave length the difference in growth rate between theDelft3D-4 and the Delft3D FM model was observed to be larger. In the plots below the same hydrodynamicand morphological results are shown as those presented for the 400 m wave length case. In general very similarresults were found between the two cases. In Figure A.8 the initial bed level of the simulation with a sand wavelength of 160 m is shown. For other model set-up parameters reference is made to Chapter 4.

Figure A.8: Initial bed level with L = 160 m and A = 0.25 m. Box indicates location of Figure A.10
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Figure A.9: Maximum horizontal velocity and eddy viscosity during flood at the crest of thesandwave at x = 25000 (middle of the domain), Case A: symmetrical S2 tide (L = 160 m)
The tide-averaged velocity field shows that the point of flow reversal lies closer to the bed for this shorter wavelength. Furthermore, the tide-averaged return velocities higher up in the water column are found to be lower.These differences are clearly distinguishable in Figure A.11, where the tide-averaged flow velocity at the centerof the flank is presented for both models. The point of tide-averaged flow reversal lies lower in the the Delft3DFM model relative to the Delft3D-4 model, as was seen in the original model.

Figure A.10: Tide-averaged velocity, Case A: symmetrical S2 tide (L = 160 m). For location seeFigure A.8. Vertical velocities not to scale
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Figure A.11: Tide-averaged velocity at the middle of the sandwave flanks (x = 24960 m and x = 25040 m), Case A: symmetricalS2 tide, L = 160 m
The horizontal flow velocity at the bed, bed shear stress and instantaneous bed load transport are again higherfor the Delft3D-4 model, relative to Delft3D FM. The same relations between these parameters are found inboth models, as is clear from Figure A.12.

Figure A.12: Horizontal flow velocity at bed, bed shear stress and bed load transport over time atthe middle of the left flank of the center sand wave (x = 24960 m)
In Figure A.13b the bed level change after 1 year of morphological change is shown. The differences betweenthe models are in this case bigger than in the original model with a wave length of 400 m. The sand wave
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growth rate in the Delft3D-4 model is smaller than in Delft3D FM, although both show a positive growth rate.The inequality of the growth rates is most likely caused by differences in the implementation of the bed sloperelated transport. A model in which this transport mode is neglected showed a reduced difference in growthrate and a higher growth rate for the Delft3D-4 model for this wave length. Both models show a dip in sandwave growth at the location of the crest. This could either cause a flattening of the crest or the development oftwo separate crests. A similar phenomenon was found in a study by Choy (2015). In this study the sand wavesare observed to develop two crests during growth, which join again to form a single crest after some time.

(a) Tide-averaged bed load transport, first tidal cycle,L = 160 m (b) Bed level change after 1 morphological year forCase A: symmetrical S2 tide (L = 160 m)
Figure A.13: Average bed load transport and resulting bed level change for Case A: symmetrical S2tide (L = 160 m)
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B | HKZWF bathymetry smoothing

In this Appendix the reason for and the method of smoothening of the bathymetry used as the bed level in thesimulation will be explained.
B.1 2DV model
For the bed level of the model a compounded 2010 bathymetry dataset is used. The dataset is filtered to extractlarge-scale bathymetry and megaripples (bed forms of smaller size). This filtered dataset is interpolated alongthe transects. After interpolation, wiggles with a height of around 0.1-0.2 m and horizontal scale of a few meterswere found in the bathymetry. These disturbances are expected to be caused by measurement errors and/orincomplete filtering of the megaripples from the original measurements. The 2016 bathymetry, which has ahigher measurement density, shows disturbances of a smaller size.Due to the discretization of the Delft3D FM model the disturbances are smoothened during the simulation.Since the disturbances are either measurement errors or part of another bed form mode, the bathymetry issmoothened to filter out the wiggles. During this filtering the height of the sand wave should not (significantly)be reduced. To achieve this a simple filter was designed, which averages the bed level over an area withchanging dimensions. At the gentler slopes of the bathymetry the area is increased up to a maximum of 60m (30 in both directions). Closer to a steep slope the size of this area is reduced up to just the original datapoint on the steep slopes (in migration direction) of the bathymetry. The original bathymetry and smoothenedbathymetry from the 2010 dataset are shown in Figure B.2 and Figure B.1. From the latter figure it is also clearthat the filter does not significantly reduce the sand wave height. The 2016 bathymetry is also smoothenedusing the same filter for the comparison of model and measurement results.

Figure B.1: Original and smoothened bathymetry East Transect HKZWF
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Figure B.2: Original and smoothened bathymetry East Transect HKZWF
B.2 3D model
To obtain the initial bed level of the 3D model the same filter is applied. The filter is first applied to thealong crest direction and subsequently to the cross crest (sand wave migration) direction. Especially in thedirection along the crests significant disturbances were found. Since the surveys are carried out in the directionapproximately perpendicular to the sand wave crests, these errors most likely are caused by vertical referencingissues. These disturbances in along crest direction are shown in Figure B.4. In Figure B.3 the interpolatedand smoothened bathymetry for the sand wave domain of the 3D HKZWF model are shown. This figure clearlyshows that significant disturbances in along crest direction are indeed removed by the filter.

Figure B.3: Original and smoothened bathymetry 3D HKZWF model sand wave domain
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Figure B.4: Original and smoothened bathymetry 3D HKZWF model for two transects in alongcrest direction. Distance between the transects is 100 m
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C | Additional results 2DV model HKZWF

Due to the extend of the results not everything could be included in the main report. In this Appendix the hy-drodynamic and morphological results of the remaining parts of the 2DV East transect are shown. Subsequentlythe hydrodynamic and morphological results of the West 2DV transect are included.
C.1 Hydrodynamic results transect East
The figures in this section show the tide-averaged velocity patterns for the different tidal forcing cases testedin Chapter 5. The transect is split into four parts and the part that was already shown in the main report isalso shown here for completeness. The definition of the cases and the respective forcing are repeated in TableC.1 and Table C.2.

Table C.1: Cases used in 2DV case study analysis transect East
Case Tidal forcing Residual current

I M2 no
II M2, S2 no
III M2, S2, M4 no
IV M2, S2, M4 yes
V Full tidal signal -

Table C.2: Forcing of the East transect Delft3D FM model at the far North and South boundary
Boundary Variable Constituent Period (T) [min] Amplitude (A) Phase (φ) [deg]

South Parallel velocity M2 745 0.723 m/s 111S2 720 0.193 m/s 128M4 372.5 0.053 m/s 148U0 - 0.005 m/s -
North Water level M2 745 0.573 m 138S2 720 0.148 m 174M4 372.5 0.198 m 205
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Figure C.1: Tide-averaged velocity field over the Eastern transect for M2 forcing (Case I). Colorsindicate mean horizontal velocity, arrows combine direction and magnitude of the mean horizontaland (scaled) vertical velocity
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Figure C.2: Tide-averaged velocity field over the Eastern transect for M2 + S2 forcing (Case II).Colors indicate mean horizontal velocity, arrows combine direction and magnitude of the meanhorizontal and (scaled) vertical velocity
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Figure C.3: Tide-averaged velocity field over the Eastern transect for M2 + S2 + M4 forcing(Case III). Colors indicate mean horizontal velocity, arrows combine direction and magnitude of themean horizontal and (scaled) vertical velocity
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Figure C.4: Tide-averaged velocity field over the Eastern transect for M2 + S2 + M4 forcingincluding residual current (Case IV). Colors indicate mean horizontal velocity, arrows combinedirection and magnitude of the mean horizontal and (scaled) vertical velocity
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C.2 Morphological results transect East
In this section the morphological results are shown for all sand waves in the East transect for the different typesof forcing used in the study. Due to the size of the differences the plots only show the lee side slope of thesand wave, where the differences between the models become apparent. The locations of the plots are clarifiedin Figure C.5.

Figure C.5: Locations of plots showing morphological results, transect East

Figure C.6: Measured and computed bed level (after 6 years) for different forcing types, location 1,transect East
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Figure C.7: Measured and computed bed level (after 6 years) for different forcing types, location 2,transect East

Figure C.8: Measured and computed bed level (after 6 years) for different forcing types, location 3,transect East
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Figure C.9: Measured and computed bed level (after 6 years) for different forcing types, location 4,transect East

Figure C.10: Measured and computed bed level (after 6 years) for different forcing types, location 5,transect East
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Figure C.11: Measured and computed bed level (after 6 years) for different forcing types, location 6,transect East
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Figure C.12: Erosion and sedimentation over 6 years from measurements and Delft3D FM, allcases, transect East
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Figure C.13: Erosion and sedimentation over 6 years from measurements and Delft3D FM, allcases, transect East

78



C.3 Hydrodynamic results transect West
The figures in this section show the tide-averaged velocity patterns for the different tidal forcing cases testedin Chapter 5. The transect is split into four parts and the part that was already shown in the main report isalso shown here for completeness. The definition of the cases and the respective forcing are repeated in TableC.3 and Table C.4.

Table C.3: Cases used in 2DV case study analysis transect West
Case Tidal forcing Residual current

I M2 no
II M2, S2 no
III M2, S2, M4 no
IV M2, S2, M4 yes
V Full tidal signal -

Table C.4: Forcing of the West transect Delft3D FM model at the far North and South boundary
Boundary Variable Constituent Period (T) [min] Amplitude (A) Phase (φ) [deg]

South Water level M2 745 0.596 m 94S2 720 0.128 m 13M4 372.5 0.174 m 181
North Parallel velocity M2 745 0.672 m/s 128S2 720 0.169 m/s 145M4 372.5 0.047 m/s 226U0 - 0.011 m/s -
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Figure C.14: Tide-averaged velocity field over the Western transect for M2 forcing (Case I). Colorsindicate mean horizontal velocity, arrows combine direction and magnitude of the mean horizontaland (scaled) vertical velocity
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Figure C.15: Tide-averaged velocity field over the Western transect for M2 + S2 forcing (Case II).Colors indicate mean horizontal velocity, arrows combine direction and magnitude of the meanhorizontal and (scaled) vertical velocity
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Figure C.16: Tide-averaged velocity field over the Western transect for M2 + S2 + M4 forcing(Case III). Colors indicate mean horizontal velocity, arrows combine direction and magnitude of themean horizontal and (scaled) vertical velocity
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Figure C.17: Tide-averaged velocity field over the Western transect for M2 + S2 + M4 forcingincluding residual current (Case IV). Colors indicate mean horizontal velocity, arrows combinedirection and magnitude of the mean horizontal and (scaled) vertical velocity
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C.4 Morphological results transect West
In this section the morphological results are shown for all sand waves in the West transect for the different typesof forcing used in the study. Due to the size of the differences the plots only show the lee side slope of thesand wave, where the differences between the models become apparent. The locations of the plots are clarifiedin Figure C.18.

Figure C.18: Locations of plots showing morphological results transect West

Figure C.19: Measured and computed bed level (after 6 years) for different forcing types, location 1,transect West
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Figure C.20: Measured and computed bed level (after 6 years) for different forcing types, location 2,transect West

Figure C.21: Measured and computed bed level (after 6 years) for different forcing types, location 3,transect West
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Figure C.22: Measured and computed bed level (after 6 years) for different forcing types, location 4,transect West

Figure C.23: Measured and computed bed level (after 6 years) for different forcing types, location 5,transect West
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Figure C.24: Measured and computed bed level (after 6 years) for different forcing types, location 6,transect West

Figure C.25: Measured and computed bed level (after 6 years) for different forcing types, location 7,transect West
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Figure C.26: Erosion and sedimentation over 6 years from measurements and Delft3D FM, allcases, transect West
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Figure C.27: Erosion and sedimentation over 6 years from measurements and Delft3D FM, allcases, transect West
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D | Parallel model results

For the 3D simulations, the model was split up into partitions that run simultaneously and communicate. Thisis also known as running in parallel. To check the consistency of models which are run in parallel, the resultsof a 2DV parallel model are compared to the 2DV model results obtained by simulating as a whole (thus on asingle core). The East transect Case IV model is simulated using 8 partitions (2 nodes and 4 cores). The resultsare shown in Figure D.1. The simulated bed level changes are nearly identical. This increases the confidencein the use of parallel models for sand wave applications. The 3D model itself could not be run as a wholefor comparison since the computation times would in that case become unreasonably long. The computationtime of the model decreased from the original 59 hours to 17 hours for a model run with 4 partitions. Thenew computation time is 3.5 times lower indicating an almost linear decrease in computation time. In case of afurther increase of the number of partitions the relative gain becomes lower. The optimum number of partitionsis dependent on the size of the model. When too many partitions are used the communication between thepartitions will take too much time relative to the computations within the partitions. Since the 2DV model hasa relatively low number of cells the computational gain diminishes already at a low number of partitions. The3D model has over 200 times more cells, causing the optimum number of partitions to be much higher.

Figure D.1: Erosion and sedimentation patterns for the East transect Case IV model, run as awhole and run in parallel
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E | Boundary condition extraction and val-
idation

The boundary conditions for the 2DV and 3D case study models were extracted from the large scale DCSMmodel. This model has been validated with measurement data throughout the Dutch North Sea (Zijl et al. (2018)and Deltares (2016a)). The DCSM model is run for a period of one year starting from the end of 2012 to extractthe boundary conditions for both models. In these model runs the tidal flows are simulated, but flows due toatmospheric pressures are not included.
E.1 2DV model
Extraction

The 2DV models have two open boundaries at the far South and far North end of the model. The South andNorth open boundaries are at a distance of 20 km from the start and end of the sand wave domain in the modelrespectively. In the DCSM model observation points are included for both transects at the locations of the openboundaries and at the locations of the start and end points of the sand wave domains. The observations atthe locations of the open boundaries are used to construct boundary condition files. Two types of boundaryconditions are used for the 2DV models: a time series containing the full tidal signal and harmonic boundaryconditions containing one or several tidal constituents. For both boundary condition types the velocity parallelto the transect direction was used and perpendicular velocities were filtered out. Furthermore, since the bottomdepth in the 2DV model differs from the bottom depth in the DCSM model, the velocities were scaled to preservethe local discharge. The time series for the full tidal signal model are extracted after a spin-up period of 3 days.For the harmonic boundary conditions the amplitude and phase of several tidal constituents are determined.This is done using the ttide python code, which is a conversion of the original t_tide Matlab code to python,converted by O’Flaherty-Sproul (2021). This code is able to extract the amplitudes and phases of constituentswith known frequencies from a water level or velocity signal. Both the parallel velocity and the water levelsignal are processed using this code. The signal used has a length of one year and starts after a spin-upperiod of 3 days. The output of the code includes the estimated error of the phase and amplitude of the differenttidal constituents. For the constituents and boundaries used in the 2DV models these variables, as well as theestimated phase and amplitude, are shown in Table E.1. The relative phases apply to the middle of the timeseries, which is 182 days later than the start of the DCSM model. The phases of the M4 and M2 constituentshowever do not change relative to each other.
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Validation

Using the velocity and water level observations at the locations of the South and North edge of the sand wavedomain the hydrodynamics in the 2DV model can be validated. Since the bed level is different between the 2DVmodels and the DCSM model at the validation points, the total water depth is shown instead of water level. Thisis done for all 2DV models. From the validation plots it is clear that with the addition of tidal constituents therepresentation of the tidal asymmetry in the flow velocity improves. For the East transect model the variation ofthe water level over the tidal cycle is somewhat overestimated. In the West transect model the tidal water levelis better represented. In the full tidal signal model of the East transect a small wiggle in the tidal velocity canbe seen. This is most probably caused by the simultaneous quick rising of the water level. The best match ofhydrodynamics are found in the West transect M2S2M4U0 (Case IV) and full tidal signal (Case V) models.

Figure E.1: Validation of flow velocity and water depth in the 2DV East transect M2 model (CaseI) using observations from the DCSM model
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Figure E.2: Validation of flow velocity and water depth in the 2DV East transect M2 + S2 model(Case II) using observations from the DCSM model

Figure E.3: Validation of flow velocity and water depth in the 2DV East transect M2 + S2 + M4model (Case III) using observations from the DCSM model
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Figure E.4: Validation of flow velocity and water depth in the 2DV East transect M2 + S2 + M4model including residual current (Case IV) using observations from the DCSM model

Figure E.5: Validation of flow velocity and water depth in the 2DV East transect full tidal signalmodel (Case V) using observations from the DCSM model
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Figure E.6: Validation of flow velocity and water depth in the 2DV West transect M2 model (CaseI) using observations from the DCSM model

Figure E.7: Validation of flow velocity and water depth in the 2DV West transect M2 + S2 model(Case II) using observations from the DCSM model
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Figure E.8: Validation of flow velocity and water depth in the 2DV West transect M2 + S2 + M4model (Case III) using observations from the DCSM model

Figure E.9: Validation of flow velocity and water depth in the 2DV West transect M2 + S2 + M4model including residual current (Case IV) using observations from the DCSM model
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Figure E.10: Validation of flow velocity and water depth in the 2DV West transect full tidal signalmodel (Case V) using observations from the DCSM model
E.2 3D model
Extraction

For the boundary conditions of the 3D model again the large scale DCSM model is used. The model is run for1 year, simulating the tidal flows in the Dutch North Sea. Along each boundary of the 3D model 9 observationpoints are added to the DCSM model, excluding the 4 corner points. This means that the distance betweenthe observation points is larger at the East and West boundary. The flow is however approximately alignedwith these boundaries. This means that the in- and outflow is limited and smaller changes in flow velocity areexpected on the East and West side. From the extracted depth averaged flow velocity a logarithmic velocityprofile over depth is created using the Chezy roughness in the model. The flow velocity at the boundary isdefined at 6 depths, with increasing accuracy towards the bed. The water levels and flow velocities over depthin both horizontal directions for all 40 boundary points are combined in a boundary condition file. The flowvelocity and water level are interpolated linearly in between the locations from the boundary file.
Validation

For validation the hydrodynamics are again compared to the DCSM model at the same locations as used inthe 2DV validation. These points are located at the centre of the South and North boundary of the sand wavedomain in the 3D model. The representation of the water level in the 3D model is almost identical to the waterlevel in the DCSM model, making the lines indistinguishable in the plot.
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Figure E.11: Validation of flow velocity magnitude and water level in the 3D model at the centre ofthe South and North boundary of the sand wave domain using observations from the DCSM model

Figure E.12: Validation of flow velocity in both horizontal directions in the 3D model at the centreof the South and North boundary of the sand wave domain using observations from the DCSMmodel
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F | 3D grid set-up, smoothness and or-
thogonality

The grid of the 3D model is mostly made up of rectangles. In the sand wave domain the rectangles are 2 by 10m and from there sizes are doubled in one or two directions at a time. The sizes of the grid cells are shown inTable F.1. The connections between the grid cells of different sizes are created with triangular cells.
Table F.1: Grid cell sizes from sand wave domain to outer cells in the direction perpendicular tothe sand wave crests (~South to North) and along the sand wave crests (~West to East)

Layer from sand
wave domain

Perpendicular to
crest [m]

Along crest [m]

- 2 10
I 4 10
II 8 10
III 16 20
IV 32 40
V 64 80
VI 128 160
VII 256 320
VIII 512 640
IX 1024 1280

Below some figures of the 3D grid as well as its smoothness and orthogonality are presented. Sporadicallyhigher values for the smoothness and orthogonality parameters are observed indicating a less smooth or lessorthogonal grid. Nearly all grid cells do comply with the guidelines for smoothness and orthogonality. Thelocations of these exceptions are always outside of the area of interest. Furthermore, they do not lie on themain flow direction relative to the sand wave area.
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Figure F.1: Full 3D model grid
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Figure F.2: Zoom of 3D model grid

Figure F.3: Zoom of 3D model grid
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Figure F.4: Smoothness of 3D model grid
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Figure F.5: Zoom of smoothness of 3D model grid
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Figure F.6: Orthogonality of 3D model grid
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Figure F.7: Zoom of orthogonality of 3D model grid
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