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1
Introduction

The construction of large projects, for example a new section of automotive infrastructure, goes paired
with a tremendous cost. It is therefore key that the design of these projects is well thought-out and
extensively evaluated to make sure that costs are not made in vain. To allow for inexpensive evaluation
of these projects, a simplified representation of reality can be used to assess a design’s proficiency. This
simplified representation can be achieved using simulation software to emulate the realistic response
to the design when actually implemented.

The simulation relies on models that approach realistic (human) behaviour whilst requiring a small
amount of computation for quick and inexpensive evaluation. In the automotive industry, the field of
Traffic Simulation researches these models, each type of model focusing on an aspect of operating
a vehicle, such as steering, speed control, or controlling the car’s signals [1]. Within this thesis we
focus on the car-following aspect of controlling a vehicle [1]. Figure 1.1 depicts the conceptual and
minimalistic situation. A single road is considered on which two cars are placed. The car in front is
called the leader and travels at a constant speed. The following car is in turn called the follower and
travels at a current speed. A model can then be used to determine the acceleration of the follower in
the subsequent timestep, given the vehicles’ speeds and the distance between the two vehicles.

𝑣 𝑣𝑠

Figure 1.1: Depiction of the car following setup. The red car is the leader travelling at the constant velocity and the green car
the follower travelling at the velocity . They are a distance apart. The task for the model is to predict the acceleration of the
follower in the next timestep, using , , and .

For this model and models alike it is key that realistic behaviour is indeed resembled to allow for
meaningful evaluation of designs. Real-life data samples should therefore be used to ensure that the
model emulates the reality. In the car following situation, these samples consist of the two speeds and
distance, as well as the acceleration of the follower in the subsequent timestep, where the acceleration
is deemed the label of the sample. These samples can be used to both train the model and evaluate
its proficiency in emulating realistic behaviour.

In a general sense the problem at hand is that of Supervised Machine Learning (SML). SML deals
with extracting information from a large number of labeled samples. These labels can be categorical
(e.g. whether the sample is an apple or a pear) or numerical, as is the case in the car following situation.
A model can then be fitted on this set of labeled samples to mimic this dataset. Moreover, the model
should also generalize over this dataset, providing accurate predictions on unseen samples.

The question that inevitably follows is then how to acquire this dataset. It is key that this dataset
contains much and useful information to allow for a realistic model. Depending on the origin of the
dataset, obtaining samples and especially labels for these samples can be a costly task [2]. When the
label for a sample comes at little to no cost, for example a spam label on a forum post, this process’

1



2 1. Introduction

cost is negligible. In many situations obtaining this label is however a more sophisticated, extensive,
and therefore expensive task. To obtain this data within the current setting a vehicle has to be fitted
with sensory equipment to gauge its surroundings, and a human driver has to drive this vehicle to allow
for data collection. Instead one might also opt for a driving simulator to allow the human driver to drive
around in a controlled environment and collect data that way.

In both situations and situations alike, it is clear that collecting a lot of data is a time-consuming
task. It is therefore of utmost importance that resources used for obtaining the data are used wisely
and efficiently. That is, make sure that the labeled samples are significant for the learning process. This
would in turn result in fewer labeled samples required to achieve a certain performance compared to
labeling random samples. In our situation this would mean that only those combinations of speeds and
distance are considered which provide useful information to the model. For SML, the subfield of Active
Learning (AL) provides an approach that solves this problem. The aim of AL is to label those samples
that allow the model to learn well with as little samples as possible, in turn reducing the labeling effort
and providing a more efficient learning process. This is done through an iterative process during which
the model is trained. In each iteration, the model is trained on the current training set, a new sample is
selected to be labeled, and this labeled sample is added to the training set. The sample that is selected
is determined through a selection strategy. The label is provided by an oracle, an entity which provides
the true label to a sample. In most practical applications this oracle is human, such as in the driving
simulator. There have however also been cases where instead a robot acts as an oracle, executing a
series of actions to obtain the label [3].

One key consideration for AL selection strategies is time efficiency. When compared to sampling
randomly and labeling these samples, AL should achieve equal performance in less time to make
the whole procedure worthwhile. All AL selection strategies therefore deal with a trade-off between
selection quality and execution time; although it is key that the most informative samples are selected,
these should be selected in a time efficient way.

Work within the AL research field can be categorized in two groups: pool-based and population-
based AL [4, 5]. In pool-based AL a dataset of unlabeled samples is provided from which samples
can be chosen to be labeled. Population-based AL instead provides an infinite sample space, where
any sample within this space can be selected and labeled. This thesis considers population-based
AL, as the car following situation allows for any speed and distance to be attained within the physical
possibility of the considered vehicles. A second categorization can be made based on the possible
number of labels that can be used. When a label can take a finite number of (categorical) values, the
AL considers a classification task. Regression AL instead deals with a continuous label space. Since
our label consists of the acceleration of the follower, which can once again attain any value within
physical bounds, regression AL is considered in this thesis.

The research goal of this thesis is to find a sample selection strategy for population-based regression
AL. Current work mainly focuses on pool-based solutions [2]. When population-based AL is considered
in research, only classification is discussed, hence this thesis pioneers this very category within AL.
This thesis should therefore take future extensibility into account for its selection strategy. Moreover,
this thesis also pursues a selection strategy that is applicable to arbitrary population-based regression
tasks. The research question of this thesis are therefore the following:

Research Question 1: Can a performant, efficient, extensible, and generally applicable selection
strategy be created for population-based AL for regression?

• RQ1.a: In what fashion can previous research on pool-based regression be leveraged within this
strategy?

• RQ1.b: How can the selection strategy be structured such that it is extensible by future work?

• RQ1.c: How can the selection strategy be formulated such that is generally applicable?

To answer this research question this thesis provides a modular selection strategy for population-
based AL for regression. This strategy features an iterative approach to focus on an informative region
within the sample space and thereby select interesting samples. It consists of a generator, prioritizer,
and restrictor which respectively generates samples, scores them based on their informativeness, and
restricts the sample space to an interesting subregion in each iteration. Each of these components is
defined as an interface, thereby allowing new variations to be implemented in future work. To allow for
this selection strategy to be generally applicable, little information of the model is used, namely only its
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parameter format and its output given a sample and parameters. This is known as a black-box model
and allows for virtually any model to be used with the suggested strategy. Previous work on pool-based
regression can be employed as a prioritizer, as long as this work is applied with black-box models in
mind. This thesis also provides multiple implementations of the generator, prioritizer, and restrictor
interfaces.

To determine the performance of the proposed strategy, first different combinations of implemen-
tations are compared against one another to determine the relative performance. The performance
of the proposed strategy is then compared against a baseline which randomly selects a sample from
the sample space. The selection strategy generally outperforms this baseline, both in performance
at a specific number of labeled samples, as well as at a specific execution time. This difference in
performance becomes even more apparent when a high labeling effort is considered.

The remainder of this thesis is organized as follows. First, Chapter 2 defines the problem through
introducingmathematical notation and relevant terminology which is used in the remainder of this thesis.
Chapter 3 then provides an overview of previous work on both population-based AL and pool-based AL
for regression. Chapter 4 discusses the proposedmodular selection strategy of this thesis in detail. This
strategy is then further used in Chapter 5, where the experimental setup is explained and experiments
are ran and discussed to create an overview of the strategy’s performance. Chapter 6 then features a
discussion on this thesis along with possible future extensions. Lastly, Chapter 7 concludes this thesis,
summarizing its approach and findings.





2
Problem Definition

In this chapter the framework in which this thesis’ selection strategy is placed is defined mathematically.
This framework is an extension and adjustment from that provided by Cai et al. [6]. Cai et al. focus their
definitions mainly on their strategy, where this chapter provides a more detailed and general definition.

Mathematical notation within this thesis follows a certain format. A scalar value is denoted through
an unbold uncapitalized letter, e.g. 𝑥. A vector value on the other hand is a bold uncapitalized letter,
e.g. x. Matrices are denoted by a capital letter, e.g. 𝑋. The scalar 𝑖 depicts an integer, i.e. 𝑖 ∈ ℕ, and is
used as the index of an element. To ease the notation, this fact is not included in subsequent mentions
of the index. Lastly, please note that every time the index 𝑖 is used, the sets and lists are 1-indexed.

2.1. Supervised Learning
In the field of Supervised Machine Learning (SML), the objective is to learn a concept from a set of
samples and corresponding labels. A sample x is a vector of 𝑑 values, i.e. x = [𝑥 , 𝑥 , … , 𝑥 ], where
𝑑 denotes the dimension of the sample. In essence each individual value 𝑥 can be numerical or
categorical. The set 𝒳 depicts the sample space and corresponds to the set of all feasible samples x.
That is, given a problem, only the samples x ∈ 𝒳 are relevant to this problem. If 𝒳 is finite, the setting
is called pool-based, as there is only a finite pool of available samples [5]. In the case that 𝒳 is instead
infinite, the setting is called population-based. Similarly the output space is denoted 𝒴, with 𝑦 ∈ 𝒴
an element of this space. Note that in the problems considered within this thesis the output space is
one-dimensional and in turn the resulting elements are scalar. When an output 𝑦 belongs to x, 𝑦 is the
label of x. Which label belongs to a sample x is determined through an oracle 𝒪, an entity that labels
a sample x with its corresponding label 𝑦. The oracle could therefore be seen as a function mapping
from the sample to the output space:

𝒪 ∶ 𝒳 → 𝒴. (2.1)

Note that the oracle 𝒪 can be noisy, hence the label it provides can differ when asked repetitively. Let
𝑃(𝑦 ∣ x) denote the conditional probability that the oracle 𝒪 labels x with 𝑦. The oracle is not noisy iff.
there is only one possible label 𝑦 for each possible x:

∀x ∈ 𝒳∃𝑦 ∈ 𝒴 ∶ 𝑃(𝑦 ∣ x) = 1 (2.2)

A sample x is labeled if the actual label 𝑦 given by the oracle is known by the algorithm and is unlabeled
otherwise. When the output space 𝒴 is finite, the concept to learn is a classification concept. In the
case where 𝒴 is infinite, instead the problem at hand is instead a regression task. Within this thesis,
the problems that are dealt with are population-based regression tasks, i.e. both 𝒳 and 𝒴 are infinite.

The SML approach consists of a model𝑀, which is a function that maps from the sample to the out-
put space. To tune the model’s behaviour it is parametrized by a set of parameters, which is denoted 𝜃.
Note that 𝜃 can contain any number of elements, depending on the available parameters of𝑀. Denote
all feasible sets of parameters Θ, hence 𝜃 ∈ Θ. We can therefore denote the model 𝑀 parametrized by
𝜃 as:

𝑀 ∶ 𝒳 → 𝒴. (2.3)

5



6 2. Problem Definition

Within this thesis, the only information that is known about the model is its predicted label 𝑦 given
a sample x and a set of parameters 𝜃 as well as the feasible parameter set Θ. This is done to make
the thesis generally applicable, rather than requiring a specific model to be used. When only this
information is known and no further information on how the model’s prediction came to be, the model
is said to be a black-box model. The relation between x, 𝜃, and 𝑦 is denoted:

𝑀 (x) = 𝑦 (2.4)

In this case, we say that the model 𝑀 predicts the label for x to be 𝑦 and for 𝑦 in turn being the
model’s prediction for x.

The objective within SML is to learn the optimal set of parameters 𝜃∗ such that the generalization
error over the sample space 𝒳 is minimized [6]:

𝜃∗ = argmin
∈

∫
(x, )∈𝒳×𝒴

ℓ(𝑀 (x), 𝑦)𝑃(𝑦 ∣ x)𝑑(x, 𝑦), (2.5)

where ℓ(⋅, ⋅) is a given loss function. In practice the conditional probability of the oracle’s labeling is not
known. Moreover, it might be that solving the integral is infeasible even when this conditional probability
is known. Therefore, 𝜃∗ cannot be directly computed and is not known. SML instead attempts to
approximate 𝜃∗ using a provided training set 𝒟 , which consists of 𝑡 labeled samples:

𝒟 = {(x , 𝑦 ) ∣ x ∈ 𝒳, 𝑦 ∈ 𝒴, 0 < 𝑖 ≤ 𝑡} (2.6)

This training set is then used to train the model, i.e. to calculate an optimal approximation of 𝜃∗, which
is denoted 𝜃𝒟 :

𝜃𝒟 = argmin
∈

∑
(x, )∈𝒟

ℓ(𝑀 (x), 𝑦) (2.7)

The objective of SML is to allow an as good approximation of 𝜃∗ as possible:

min|𝜃𝒟 − 𝜃∗| (2.8)

To quantify the objective of SML, a fitness of 𝜃𝒟 can calculated by introducing a test set 𝒯 containing
𝑚 uniformly random samples sampled from the sample space and labeled by the oracle:

𝒯 = {(xi, 𝒪(xi))} (2.9)

This test set is not considered during the training of themodel and therefore consists of unseen samples.
The fitness can then be expressed as the error of the trained model to this test set:

𝑓 = ∑
(x, )∈𝒯

ℓ(𝑀 𝒟 (x), 𝑦). (2.10)

Hence a lower fitness represents a smaller error, and hence a better approximation of 𝜃∗.

2.2. Active Learning
Note that in Equations 2.8 and 2.10 the quality of the approximation 𝜃𝒟 is highly dependent on the
samples within the training set 𝒟 . It is therefore key that the labeled samples within this set are
carefully selected. Moreover it is key that the training set contains as few labeled samples as possible,
while still maintaining a good approximation, to minimize labeling effort. This is the case especially
if the labeling effort is high, i.e. when 𝒪(x) is expensive to compute. Active Learning aims to select
these samples in an iterative manner, such that at each timestep 𝑡 the SML objective in Equation 2.8 is
optimized [4, 7]. At a timestep 𝑡 ∈ ℕ and 𝑡 ≥ 1 the previously labeled training set is 𝒟 , with 𝒟 = ∅.
Active Learning selects a new (currently unlabeled) sample x . This sample is then labeled as 𝑦 by
the oracle (𝒪(xt) = 𝑦 ), after which it is added to the training set such that:

𝒟 = 𝒟 ∪ {(x , 𝑦 )} (2.11)
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The objective of AL is therefore to sample x such that 𝒟 provides a good approximation of 𝜃∗ as
possible:

xt = argmin
x∈𝒳

|𝜃𝒟 ∪{(x, )} − 𝜃∗|, (2.12)

where 𝑦 is the label of x. The manner in which the AL approach selects this sample is called the
selection strategy. This selection strategy both has to be performant and time efficient. It has to be
time efficient to ensure that the AL procedure is worthwhile. If similar fitness of the model can be
achieved with labeling samples in a comparable, or even worse a smaller, amount of time, it is not worth
performing the sample selection in the first place. Note that this shifts the objective of AL compared to
SML; where SML focuses on providing a good approximation given a training set, this is not necessarily
important for AL. AL instead focuses on selecting the best unlabeled sample to be labeled given such
approximation approach in a timely fashion.

In Equation 2.12 the label 𝑦 is not known at the point of selection and therefore it cannot be solved
directly. All AL strategies therefore rely on heuristics to select the sample x to be labeled [4]. These
heuristics describe criteria to determine which unlabeled sample is the best to label. Wu [4] describes
three different categories for pool-based AL strategies into which these criteria fall:

• Representativeness: The representativeness category consists of strategies which quantify the
sample’s representability of the complete sample space𝒳. In the pool-based setting, this sample
space is finite, which allows for computations to be made in regards to this criteria, such as clus-
tering of the samples [8]. However, within the population-based learning setting the probabilistic
density of the sample space has to be known and non-uniform to take this criteria into account.
Since this density is not known within the context of this thesis and uniform density is assumed,
this category cannot be applied in this work.

• Informativeness: The informativeness category contains strategies which quantify a sample’s
information gain for the model at that point in time. This strongly relates to the certainty of a
model’s predictions in a certain region of the sampling space.

To illustrate this, Figure 2.1 provides an example situation for a one-dimensional sample space.
When looking at the available samples 𝐴 through 𝐷 to be selected, the informativeness category
specifies to choose point 𝐷, as the model is uncertain within this region.

0 1 2 3 4 5 6
Sample

0.00

0.25

0.50

0.75

1.00

Ce
rta

in
ty

Model Certainty
Unlabeled

Figure 2.1: Illustration of the notion of informativeness. The horizontal axis represents a one-dimensional sample space and the
vertical axis the certainty of the model, where 0 signifies the model being uncertain and 1 the model being absolutely certain. The
orange points through resemble the choice of unlabeled samples for selection. The blue line resembles the model certainty
throughout the sample space. The informativeness strategies will choose , as the model is most uncertain in this sample.

.

• Diversity: The diversity category consists of strategies that quantify the diversity of a sample
to the current training set 𝒟 . The reasoning is to allow for samples to be spread throughout
the whole sample space, rather than being concentrated in one subregion of this space. Often a
distance metric is used to quantify this diversity, such as the Manhattan or Euclidean distance.
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Figure 2.2 illustrates this category of strategies. When dealing with a training set which is clus-
tered, a diversity strategy will choose the sample that is furthest away from this cluster. In Fig-
ure 2.2 this furthest away point corresponds to 𝐶.

X

Y

Type
Labeled
Unlabeled

Figure 2.2: Illustration of the notion of diversity. The figure represents a two-dimensional sample space. The blue points are part
of the current training set 𝒟 and the orange points through are the unlabeled samples from which one can be chosen.
A diversity strategy will choose as the distance from the labeled samples is greatest. Note that and would also still be
possible choices based on the distance metric used. However, since is within the cluster of labeled samples, it should not be
selected in this category of strategies.

Note that an AL strategies can fall into one or more categories. This is often done through a weight-
ing function which factors in criteria from different categories, or a leveled strategy where first one
category is taken into account and another one afterwards.

As stated before, opposed to pool-based AL, population-based AL has an infinite sample space.
Therefore the calculation of aforementioned heuristics on all samples is infeasible for population-based
AL, and instead only a subset of the sample space can be evaluated. Population-based AL strategies
therefore face an additional challenge compared to pool-based AL: which samples within the sample
space are to be evaluated, whilst still remaining time-efficient. To take care of this additional challenge,
this thesis finds these interesting samples in an iterative fashion, where it iteratively narrows down onto
an interesting region within the sample space. This is determined through using both diversity and
informativeness heuristics, considering a black-box model.



3
Previous Work

In Chapter 2 the problem of this thesis is defined mathematically. This problem is that of population-
based AL for black-box regression. The subject of AL has obviously received attention previously in
the scientific community. In this Chapter this interest is related to the problem scenario used in this
thesis. Note that this survey uses the extensive survey of Settles [2] as a basis, to which the interested
reader is referred.

Although many research focuses on Active Learning, no work has been encountered that covers
the complete scenario of both infinite sample and output space, whilst dealing with a black-box model
and without knowing any data prior to initialization. Instead this Chapter is therefore separated in two
sections, where previous work dealing with either an infinite sample or output space respectively. That
is, the first section describes and highlights population-based Active Learning and the second section
is instead focused on pool-based Active Learning for regression. Within both sections, both selection
strategies for white- and black-box models are discussed, where white-box models are those where all
information of a model is known, including the underlying prediction mechanism. Lastly, this previous
work is contrasted to this thesis’ contribution, namely the modular selection strategy for population-
based regression AL.

3.1. Population-Based Active Learning
The work in the population-based AL field focuses on an infinite sample space, from which each iter-
ation a sample is selected [5]. Classically the population-based AL is also named Membership Query
Synthesis [9]. Not much work focuses on population-based AL to start with, as it has historically been
found to not be applicable to all usecases [10]. That is, when human oracles are used, the selected
samples have to be recognizable and distinguishable to the human oracle. Instead it was shown by
Lang and Baum [10] that this was not the case for digit classification, where the generated images were
often ambiguous to the oracle, as they formed a mix between two digits. This problem has partially
been improved on by using Generative Adversarial Networks (GAN) in more recent work [11–13], but
even then the problem is not solved for all possible situations [14]. It should therefore be noted that
population-based AL can only be applied where all possible labels can be feasibly determined without
ambiguity.

As stated previously, there has been no explicit work on regression tasks within the population-
based AL setting, instead focusing on classification tasks. In a scientific setting, often a binary clas-
sification setting is used to demonstrate the suggested approach, where each sample is either of the
positive or negative class [13, 15–18]. Moreover, it is often assumed that the data is separable, i.e. that
a boundary can be drawn such that the two classes of samples are separated. From this, a straight-
forward sample selection strategy is then to select a sample on the boundary [15–18]. Selecting and
labeling this sample always finetunes the boundary, since it shows to which side the boundary is to be
moved in order to still be consistent with all observations. The main novelty in this type of research is
therefore also to be found in applying this strategy to real-life situations [18], by further optimizing the
approach by further comparisons of samples on the boundary [15], or by including noise in terms of
false positives and negatives [16, 17].

9
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There are some solutions that do allow being applied to regression tasks. However, these papers
share the assumption that the sample space density is known or a representative dataset is supplied
[19–23], which is a fact this thesis does not assume. The main advantage that this assumption has is
that this distribution can then directly be used to generate samples [20, 22], or can be used further in
providing a representativeness weight for a sample [23].

3.2. Pool-based Active Learning for Regression
A lot of work in the AL field focuses on the pool-based setting, where the sample space 𝒳 is a fi-
nite dataset of unlabeled samples, of which each iteration one sample is selected to be labeled. Al-
though not directly applicable to the problem at hand, the methodology and thought process behind
the described pool-based regression approaches are still useful. To categorize these approaches, the
categories of Wu [4] are used as defined and described in Section 2.2.

Note that some of the discussed approaches are not limited to one of the three categories, instead
using a multitude of categories as their selection criteria [4, 8, 24–32]. To combine different categories,
either a user weighting is used [24, 25] or are performed sequentially to allow to prioritize one metric
over another [4, 27].

3.2.1. Informativeness
Much of the reviewed work focuses on incorporating an informativeness metric within their approach
directly. As stated previously in Section 2.2, this metric mostly relates to the certainty of a model’s
prediction given an unlabeled sample.

Direct Uncertainty Computation
Amodel on which uncertainty is often computed is aGaussian Process (GP) [28–30, 33–48]. Originally
described by Jones et al. [41], the GP uses the training set to arrive at a stochastic representation of
the underlying response surface. For a sample x the GP then provides a prediction consisting of both a
mean and variance [49]. Both are computed through correlating the unlabeled sample with the samples
in the training set, where the labeled samples in the vicinity are considered to be more important to the
prediction, as similar samples are assumed to have similar labels. If there is a labeled sample close to
x, the model is already more certain than if this is not the case, as then more distant points have to be
taken into account. This is captured within the variance of the GP prediction. This variance therefore
forms an easy way to retrieve the uncertainty of the model, hence its popularity in research work. Most
commonly this variance is used directly in different usecases [29, 33–35, 37–40, 42–44, 46], such as
predicting ground depth from satellite images [40], risk estimation in engineering systems [35], or for
estimation of biophysical parameters [29]. Some other work introduces some additional constraints to
the problem, such as allowing only safe samples to be sampled in case of radiation [45]. Although the
GP’s variance is often used without any further measures, it can also be used in combination with other
metrics to allow a more extensive procedure. Previous work includes examples of this, such as first
applying a clustering algorithm to create a subset of cluster centers which are representative for the
dataset before comparing them on their GP variance [28]. Instead these criteria could also be related
to the environment in which the approach is used, such as taking the distance to the labeling entity into
account to reduce travel time [30]. In this case, the metric is definitely usecase specific and only relates
to the samples if these resemble a geographical location. Lastly, when the objective of the task is to in
the end find a maximum label value, one can opt to instead use the predicted values to its advantage
[36, 47], thus looking at maximum (expected) predicted values.

Other models for which the uncertainty metric has been investigated include Linear Regression
models [50–54], binary trees [55], random trees [31], neural networks [56, 57], and support vector
machines [8, 32]. Most of these approaches use a measure to estimate the variance of a sample,
similar to the GP approaches discussed above. This variance can for example be calculated by random
dropout of neural network nodes in neural networks [56] or by including an explicit term for the variance
at each point [32, 51, 52, 54, 55].

Expected Model Change
Another take on the informativeness of a sample to the model is to focus on the induced expected
change labeling a sample has on the model. This measure is called Expected Model Change Maxi-
mization (EMCM) [6, 7, 57–59]. The sample that maximizes this metric is selected since it contributes
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most to the Active Learning process of quickly approaching the optimal set of parameters compared to
the other unlabeled samples [6]. Although this metric does not require a particular model definition per
se, it does require for the model’s change in parameters after labeling a sample to be available in closed
form for the computation to be feasible [58]. If this is not the case the model’s expected change has
to be computed directly through fitting the model within each hypothetical value, which is practically
impossible given the infinite number of possible label values. Previous work therefore uses models
for which this closed-form is available [6, 7]. A similar approach is to choose the point that alters the
model’s predictions the most for similar reasoning [58].

Black-box Informativeness Metrics
The previous metrics all assume white-boxmodels and are often restricted to specific models or classes
of models. There is however one technique that can be used to approximate an uncertainty or expected
model change, which is Query By Committee (QBC) [60, 61]. QBC employs a group of models, which
are the members of the committee, to estimate informativeness metrics [4]. This is done through
subsampling the training set with possible duplicates such that each model has a different training set
to fit its parameters on, resulting in different predictions from the models. Note that this has a strong
relation with bagging or boosting [62], where the equal subsampling also occurs. However, where
bagging or boosting provides a regressor, returning the mean prediction of the committee, QBC instead
focuses not on this prediction directly. QBC rather focuses on the informativeness metrics which can be
computed from these predictions. Different metrics can then be computed from the predictions of the
committee for the unlabeled samples. These metrics include the aforementioned variance [4, 25, 63–
65] and EMCM [4], but other work uses additional metrics such as Shannon information criterion [66],
Hotellings 𝑇 , or the Q-residual [67]. Apart from a difference in used metric, the subsampling procedure
with different subsets of the dimensions of the sample spaces is also investigated [63].

3.2.2. Diversity
The previously discussed informativeness selection criteria is often combined with another selection
criteria category [4, 8, 25–27, 29, 32, 64, 65]. Often this combination is done when an approximation
for the informativeness criteria is done, for example through QBC. One of these other categories is
diversity, as mentioned in Section 2.2. This category includes the metrics that take into account that
an unlabeled sample is different from samples in the current training set.

Themost intuitive and commonly used diversity metric used in research is that of maximumminimum
distance [25, 26, 29, 32, 64, 65, 68, 69]. This means that for an unlabeled sample x the distances to all
samples within the training set are computed [25]. Its score is then the minimum of these distances, i.e.
the distance to the labeled samples within the training set. The higher this distance is, the further the
sample is from the complete training set and hence the more diverse this point is. Note that in theory
any distance metric can be used, although most commonly the Euclidean distance is used [25, 26, 32,
64, 65, 68]. Another distinguishing factor can be the space in which the distance is calculated. Instead
of the sample space, one could instead use another space to which the sample space can be mapped
and use distances within this space [68, 69]. This can be done by determining this mapping through
Principal Component Analysis (PCA) [68] or by using the predicted labels of the model in combination
with the sample space [69].

The other encountered method to choose diverse metrics within pool-based methods is to apply
clustering on the complete sample space [4, 27]. To accomplish this, take a current labeled training set
𝒟 of 𝑡 samples. If one then uses a clustering algorithm to cluster the complete sample space in 𝑡 + 1
clusters, there is at least one cluster which does not contain a labeled sample. The clusters which do
therefore not contain labeled samples are therefore the diverse samples and based on this samples
from this cluster can be selected. To then choose a sample from these clusters additional selection
criteria can be used, such as EMCM, QBC [4], or a representativeness criteria [27].

3.2.3. Representativeness
The last discussed category is that of representativeness. As explained in Section 2.2, the representa-
tiveness criteria quantify the representability of a sample for the complete sample space. This can be
seen as a quantity related to the similarity of samples within the sample space to the sample.

When using a binary tree as a decision tree to split up the sample space, one can use the number
of samples in the relevant subspace to define the representability of a sample [31, 55]. Since this is
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an approach unique to the sample space representation of a decision tree, in other works a similar
approach is not used.

Instead clustering is more often employed to quantify the representativeness of a sample [4, 8, 24,
70]. Contrary to the approach discussed in Section 3.2.2, the clustering used for representativeness
does not distinguish between labeled and unlabeled samples. Instead, after the samples are clustered
in a defined number of clusters, the center of each cluster is determined. To determine from which
cluster should be sampled, one can then look at the number of samples within a cluster or the cluster’s
density [8]. After it is determined from what cluster should be sampled, the sample closest to the cluster
center is sampled [4, 8, 70], or a weighting can instead be created from the distance from the cluster
center [24]. Note that this approach only works when either the number of clusters is varied in each
subsequent selection [4, 24, 70] or using other selection criteria to further change the outcome of the
selection procedure [4, 8, 24].

3.3. Contrast to Contribution
This thesis provides a selection strategy for population-based AL for regression whilst considering a
black-box model. As stated previously there is no current work available which focuses on this category
specifically, showing a gap in current literature and hence a clear contrast with available solutions. Due
to the properties of this problem formulation, the contrast to the available solutions become already
apparent on a conceptual level. For population-based classification AL solutions, there is no focus on
finding the region which houses the interesting samples, as this region is already known to be around
the decision border. This thesis cannot use this notion of a decision border as it deals with a regression
problem instead, where interesting regions are not known beforehand.

This allows for a similarity between the thesis’ strategy and pool-based regression AL solutions;
both use (a combination of) heuristics as described in Section 2.2 to determine interesting regions
within the sample space. However, pool-based strategies compute these heuristics over all unlabeled
samples under the assumption that this computation is feasible. In that regard this thesis deviates from
this assumption since an infinite sample space is assumed and this computation would be infeasible by
definition. This is instead solved by performing an iterative search, focusing on an interesting region,
allowing for only a relatively small number of samples to be evaluated. Note that with a few adjustments
the same notion could be used within the pool-based scenario as well, where there is a large number
of samples such that performing exhaustive computation is infeasible.

Lastly, the little reliability of this thesis’ strategy on a specific model type is unique, apart from the
aforementioned QBC. Using this little information about the model allows this strategy to be used in any
application, rather than it being limited to a specific class of models. To conclude, combining all these
facts allows the proposed selection strategy to be current, novel, and generally applicable. Since there
is no prior research done in population-based regression AL, this thesis moreover fills in a research
gap
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Proposed Selection Strategy

In this chapter, this thesis’ selection strategy is completely outlined. This strategy, which is coined a
workflow, is executed each time a sample xt has to be selected, as described in Chapter 2. Since one
of the goals of this strategy is to make it extensible, this workflow is formulated in a modular sense.
As stated before, it uses black-box models to allow for general applicability. Firstly the different steps
within this modularised workflow are explained conceptually. This is followed by a detailed explanation
of the current available variations for the different steps.

4.1. Modular Workflow
As explained in Chapter 2 andmore specifically Section 2.2, the goal of AL is to select a sample xt which
aids in approximating the optimal set of parameters the most within a timely manner. Within population-
based AL, however, there is an infinite amount of samples to consider, making direct derivation of
this sample infeasible. Instead, the proposed selection strategy searches through the sample space,
concentrating on interesting regions within this space. That is, a region which houses samples which
score highly on informativeness and/or diversity heuristics discussed in Section 2.2. The motivation
behind this is that these regions should contain points that aid in the AL objective, as they are both
informative and increase the coverage of the training set over the sample space. This is done in an
iterative fashion, where each iteration further concentrates on this interesting region.

In work done on (binary) population-based classification, a similar iterative approach is used to find
and select interesting samples [71]. Opposed to regression problems however, the region which houses
these samples is known, namely the region close to the decision boundary. Since samples near this
boundary are often more ambiguous to the model, selecting and labeling these samples leads to less
ambiguity and consequently to a better performing model. Instead the proposed strategy finds these
interesting regions in a regression problem through employing an iterative search, narrowing down the
sample space to regions with interesting samples.

The proposed strategy, which is coined a workflow, is outlined in Figure 4.1. A workflow consists
of five components: a generator 𝐺, a prioritizer 𝑃, a restrictor 𝑅, a set of continuation criteria 𝐶 and a
set of stopping criteria 𝑆. Each of these components is defined as an interface, allowing for different
implementations of each individual component to tailor to different usecases and preferred behaviour.
This allows for both pool-based regression AL solutions to be used within the workflow as prioritizers
as well, leveraging previous work done in this field. Lastly, using this modularization, future work can
easily extend a particular component, without ultimately having to change any of the other components.
A specific instance of the workflow is denoted as follows:

𝑊(𝐺, 𝑃, 𝑅, 𝐶, 𝑆), (4.1)

where each symbol denotes the instance of the aforementioned component.
Within an iteration, the generator 𝐺 generates a set of samples from the current region, possibly

taking into account a diversity metric to bias this generation. Note that in the first iteration, this region
is the complete sample space. However, in subsequent iterations this region instead is a subset of the
sample space, which the previous iterations have deemed to be interesting. The prioritizer 𝑃 then

13
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Initialize Prioritizer

Check Continuation Criteria

Check Stopping CriteriaSelect s∗

Generator: Generate 𝒮

Prioritizer: Cal-
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Restrictor: Restrict 𝑅 to ℛ

𝔽

𝕋

𝔽

𝕋

𝑗 = 𝑗 + 1

Figure 4.1: Workflow diagram of the proposed workflow. Notice the green state being the starting state where the workflow is
invoked. The red state signifies the final state, where the workflow ends and the most prioritized sample is selected. The symbol
𝔽 symbol signifies that none of the relevant criteria are true, whereas 𝕋 signifies that one or more of these is true.

assigns a fitness score to each of these samples based on an informativeness metric. Based on
these fitness scores the restrictor 𝑅 then restricts the current region to a region in which the (most)
fit samples lay. Note that this step also takes diversity into account through the generator’s samples.
Lastly, the continuation and stopping criteria determine the number of iterations the workflow should
go through until the fittest sample is selected. These criteria ultimately control the trade-off between
selection quality and runtime. The continuation criteria manage the minimum number of iterations and
the stopping criteria conversely manage the maximum number of iterations. Hence, the continuation
criteria provide a measure to warrant a minimum selection quality and the stopping criteria warrant
a maximum execution time. After it is determined that enough iterations have taken place, i.e. the
required amount of concentration to interesting regions is applied, the fittest encountered sample is
selected by the strategy, which is then returned.

Describing the strategy more mathematically, let 𝑗 > 0 denote the current iteration. The region that
has been concentrated on in the previous iteration is denoted ℛ , with 𝑅 denoting the complete
sample space:

ℛ = 𝒳,∀𝑗, 𝑘 ∶ 𝑗 < 𝑘 → ℛ ⊂ ℛ (4.2)

Note that the region of later iterations is a subset of the current region rather than a single area. A region
is therefore not necessarily connected, instead a region of multiple disconnected interesting areas is
also valid in this definition.

Within the 𝑗-th iteration, the first step is to discretize the region 𝑅 . As stated before a generator 𝐺
is used that generates samples within this region. Denote the set of generated samples 𝒮 , containing
𝑁 samples:

𝒮 = {si ∈ ℛ ∣ 0 < 𝑖 ≤ 𝑁} (4.3)

Although discretization is normally employed to resemble a complete space or function into the discrete
domain, this is not necessarily the focus of the generator. Namely, the generation step can be used
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to take a diversity measure into account to bias the generated samples 𝒮 to be more distinct. As
explained in Section 2.2 this diversity metric is calculated compared to the training set 𝒟 , hence this
set is also available to the generator.

These generated samples 𝒮 are then provided to the prioritizer 𝑃. As its name suggests, the
prioritizer provides an order to the samples, based on a metric 𝑚 which computes the fitness 𝑓 of
a sample si. This metric 𝑚 is a function that can encompass an informativeness measure to allow
prioritization for more interesting samples:

𝑚 ∶ 𝒳 → ℝ (4.4)

The prioritizer then scores all generated samples in 𝒮 with their corresponding fitness using the metric
𝑚:

ℱ = {(si, 𝑓 = 𝑚(si)) ∣ si ∈ 𝒮 } (4.5)
The scored samples ℱ and training data 𝒟 are then passed onto the final step of the iteration.

Within this step the focusing behaviour is done through restricting the current region 𝑅 to a smaller
region 𝑅 . This process is done by the restrictor 𝑅. This restrictor uses the available information to
restrict the current region ℛ to the subregion 𝑅 that contains the fittest samples from ℱ , compliant
with Equation 4.2. This region ℛ is then used in subsequent iterations which further concentrate on
an interesting subregion.

As stated before, the continuation and stopping criteria determine the number of iterations which are
executed before selecting themost fit sample. The continuation criteria determine theminimum number
of iterations, whereas conversely the stopping criteria determine the maximum number of iterations.
Each individual criterion can use information of the current process mentioned above: the iteration
𝑗, 𝒮 , ℱ , and ℛ . Based on this information, a criterion either evaluates to true or false. When
a continuation criterion is true, it signifies that the workflow must continue the next iteration. As
opposed to the continuation criteria, a stopping criterion is true when the selection procedure should
not continue to the next iteration. As can be seen in Figure 4.1, first the continuation criteria are checked.
If any of these criteria are true, the workflow continues into its next iteration. If this is not the case,
the stopping criteria are subsequently checked. If none of these are true, the workflow continues into
its next iteration as well. However, when there is a true stopping criterion, the workflow is halted and
does not continue into another iteration. Note that this means that continuation criteria take priority over
stopping criteria. When no more continuation criteria are true and there is a stopping criterion which
is true, the process is stopped. At this point, the fittest sample s∗ from the last iteration is selected
and returned by the workflow:

s∗,_ = argmin
(s, )∈ℱ

∀(s , 𝑓 ) ∈ ℱ ∶ 𝑓 > 𝑓 (4.6)

This sample s∗ is therefore the fittest sample in the concentrated region through the iterative strategy
that has taken place before selection and should therefore be a good candidate to aid in the ALs
objective.

The following subsections delve deeper into the different variations for each of the described steps.
Within this explanation, the value 𝑗 is used to describe the iteration in which the workflow currently
resides.

4.2. Sample Generation
As stated before, the sample generation step is used to discretize the current region ℛ .

As described in Section 4.1, the number of samples𝑁, the current regionℛ , and the training data
𝒟 are supplied to the generator. However, a specific variation of a generator can also be initialized
with other hyperparameters specific to the variation to further tune its behaviour. As stated above, the
generation step allows for a diversity metric to be taken into account.

4.2.1. Random Generator
The simplest and most naive generator is that of the Random Generator (RG), whose pseudocode
can be found in Algorithm 1. This generator does not take the training data into account and instead
samples from the region in an uniformly random manner. The samples returned from this generator
are therefore spread across the sample space in an uniform way.
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Algorithm 1 Random Sample Generation
1: procedure GENERATE SAMPLES(Number of samples 𝑁, Region ℛ )
2: return ℛ .𝑠𝑎𝑚𝑝𝑙𝑒_𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝑛𝑢𝑚 = 𝑁)

4.2.2. Maximum Distance Generator
On the other end of the spectrum lies theMaximumDistanceGenerator (MDG). TheMDG is parametrized
by 0 ≤ 𝛼 < 100 set by the user , with which the MDG retrieves 𝑁 samples above the 𝛼-th percentile,
based on distance to the training data 𝒟 . This percentile value is denoted 𝑃 . Note that for a value
of 𝛼, 100 − 𝛼 percentage of the points have a distance greater than 𝑃 . A distance function 𝛿 is sup-
plied such that 𝛿(x,y) denotes the distance between the point x and y. The minimum distance 𝑑 of
a sample xi is measured as the distance between the sample and the closest training sample to the
sample:

𝑑 = min
y∈𝒟

𝛿(xi,y) (4.7)

Since dealing with a continuous region, calculating the percentile 𝑃 is an infeasible task since it cannot
be derived directly, instead requiring exhaustive computation. Generating samples that have a greater
distance than this percentile is an evenmore troublesome task. TheMDG therefore instead approaches
this notion of 𝑃 by approximating it, discretizing the region ℛ with 𝑀 samples using the RG, which
we denote 𝑅 . We denote the set of distances from 𝑅 to be:

Δ = {𝑑 ∣ xi ∈ 𝑅 } (4.8)

The sample percentile 𝑃 is then the minimum value in Δ such that 𝛼% of the distances in Δ is smaller
than 𝑃 :

𝑃 = argmin
∈

|{𝑑 ∈ Δ ∣ 𝑑 ≤ 𝑑}| ≥ 𝑀 ⋅ 𝛼
100 (4.9)

We want to return the samples which have a greater distance than 𝑃 , of which there are 𝑀 ⋅
because of the definition of 𝑃 in Equation 4.9. To allow for 𝑁 samples to be returned, 𝑀 is derived to
be:

𝑁 ≤ 100 − 𝛼
100 ⋅ 𝑀 ↔

𝑀 ≥ 100
100 − 𝛼 ⋅ 𝑁

(4.10)

Note that the inequalities are used to account for the fact that the fraction does not always result in an
integer value, whereas 𝑁 and 𝑀 should be integers. Hence in practice 𝑀 is:

𝑀 = ⌈ 100
100 − 𝛼 ⋅ 𝑁⌉ (4.11)

The set 𝒮 is returned then returned such that:

𝒮 = {xi ∣ xi ∈ 𝑅 ∧ 𝑑 ≥ 𝑃 } (4.12)

The procedure of the MDG can be found in Algorithm 2.
To illustrate the influence 𝛼 has on the selection, Figure 4.2 shows the influence of different 𝛼’s on

the returned samples. Note that with 𝛼 = 0, the MDG is reduced to a RG. The higher 𝛼 is, the more
distant the samples in 𝒮 are from the training data.

4.2.3. Probabilistic Distance Generator
Compared to the RG and MDG, the Probabilistic Distance Generator (PDG) provides an approach
which could be seen as providing a middle road between the two. The intuition behind PDG is to
use the minimum distances computed in Equation 4.7 to derive a probability for each sample 𝑥 to be
included in the returned samples 𝒮 , where a higher minimum distance results in a higher probability.
Through this measure there is still a bias towards diverse samples, but it does not completely rule out
the less diverse samples as the MDG does.
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Figure 4.2: The influence of different values on the returned generated set 𝒮 . In each subfigure a two-dimensional sample
region is depicted, with the blue points being the training set 𝒟 and the orange points being 𝒮 . Note that equals the RG,
and the higher is, the smaller the region in which the points lie is.

Algorithm 2 Maximum Distance Sample Generation
1: procedure GENERATE SAMPLES(Number of samples 𝑁, Region ℛ , Training Data 𝒟 , Per-
centile 𝛼, distance function 𝛿)

2: 𝑅 ← ℛ .𝑠𝑎𝑚𝑝𝑙𝑒_𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝑛𝑢𝑚 = ⌈ ⋅ 𝑁⌉))
3: if 𝐷 = ∅ then
4: return 𝑅 .𝑟𝑎𝑛𝑑𝑜𝑚(𝑛𝑢𝑚 = 𝑁)
5: else
6: Δ ← {𝑑 ∣ xi ∈ 𝑅 }
7: Derive 𝑃 per Equation 4.9
8: return {xi ∈ 𝑅 ∣ 𝑑 ≥ 𝑃 }

To accomplish this, the PDG first generates 𝑀 = ⌈𝜌 ⋅ 𝑁⌉ uniformly random samples, with 𝜌 ≥ 1,
where 𝜌 is a hyperparameter set by the user. This set of uniform samples is denoted 𝑅 as in the
previous section. Δ is defined as in Equation 4.8. Lets denote the minimum and maximum value in Δ
as 𝑑 and 𝑑 respectively. The relative distance compared to Δ can then be defined as:

𝑟 = 𝑑 − 𝑑
𝑑 − 𝑑 (4.13)

Note that 𝑟 scales the distances from 0 to 1, with the 𝑑 being mapped to 1 and 𝑑 to 0.
To allow for a sample’s draw to be independent of previous draws, its probability should be inde-

pendent of that of other samples. An initial thought could be to normalize the relative distances and
use this as a probability to draw 𝑁 samples sequentially. This would be accomplished by calculating
the sum of relative distances, which is denoted:

ℋ = ∑ 𝑟 , (4.14)

and calculating the probability 𝑝 as follows:

𝑝 = 𝑟
ℋ (4.15)

However, drawing 𝑁 samples sequentially using the probabilities 𝑝 can only be independent whenever
samples can be drawn multiple times and therefore duplicates within 𝒮 are allowed. Since 𝒮 is to
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consist of 𝑁 unique samples, this prerequisite is not satisfied and 𝑝 cannot be used in subsequent
draws. Instead the sample that has been drawn has to be removed from the set of possible choices
and the probabilities of these samples have to be renormalized using Equation 4.14 and 4.15. This
operation is costly and has to be done after each draw, further increasing runtime when a large number
of samples has to be drawn.

The PDG instead derives a probability 𝑞 from 𝑟 with which xi is drawn. If 𝑞 would equal the
distance 𝑟 , in expectation the returned set 𝒮 would contain ℋ samples. However the generator is to
return 𝑁 samples and hence these probabilities have to be adjusted such that the expected number of
drawn samples would equal 𝑁, while still factoring in the relative distance of the sample. Define the
expected number of returned samples as 𝔼 :

𝔼 = ∑ 𝑞 (4.16)

If ℋ < 𝑁, this would mean that using the relative distances as probabilities would result in too little
samples being drawn in expectation. In this case, assigning a base probability 𝛽 can be employed
to increase the probability of all samples to the point at which 𝑁 samples are drawn in expectation.
Conversely, when ℋ > 𝑁, too much samples would be returned in expectation, which could be fixed
in similar fashion by lowering the maximum probability 𝛾 to the point where one again 𝑁 samples are
drawn in expectation. This results in the probabilities 𝑞 being defined as follows:

𝑞 = 𝛽 + (𝛾 − 𝛽) ⋅ 𝑟 (4.17)

Where 𝛽 is the minimum probability and 𝛾 is the maximum probability. Note that 𝛽 and 𝛾 denote the
range to which the relative distances 𝑟 is mapped. As stated before, when 𝛽 = 0 and 𝛾 = 1, we have
that 𝑞 = 𝑟 andℋ = 𝔼 .

Using Equation 4.16 and 4.17, we derive that we can write 𝔼 as:

𝔼 = ∑ 𝑞 = ∑ (𝛽+(𝛾−𝛽)⋅𝑟 ) = ∑ 𝛽+(𝛾−𝛽)⋅ ∑ 𝑟 ( . )= 𝑀⋅𝛽+(𝛾−𝛽)⋅ℋ = 𝛽⋅(𝑀−ℋ)+𝛾⋅ℋ.

(4.18)
Using this derivation, we can now derive the actual values of 𝛽 and 𝛾 in the aforementioned sce-

narios, whereℋ ≠ 𝑁:
• ℋ < 𝑁: This would mean that in expectation not enough samples from 𝑅 would be selected to
equal 𝑁. Hence we have to increase the base probability 𝛽 whilst keeping the upper limit at its
maximum value 𝛾 = 1. 𝛽 is derived to be:

𝔼 = 𝑁 ↔
𝛽 ⋅ (𝑀 −ℋ) + 1 ⋅ ℋ = 𝑁 ↔

𝛽 = 𝑁 −ℋ
𝑀 −ℋ

(4.19)

• ℋ > 𝑁: In this situation the number of samples selected in expectation is greater than 𝑁. To
account for this 𝛾 has to be adjusted, whilst keeping the lower bound at its minimum value 𝛽 = 0:

𝔼 = 𝑁 ↔
0 ⋅ (𝑀 −ℋ) + 𝛾 ⋅ ℋ = 𝑁 ↔

𝛾 = 𝑁
ℋ

(4.20)

Combining the two situations above, using the fact that 𝛽 derived in Equation 4.19 is less than or
equal to 0 whenℋ ≥ 𝑁 and that 𝛾 derived in Equation 4.20 is greater than or equal to 1 whenℋ ≤ 𝑁,
we have that:

𝛽 =max(0, 𝑁 −ℋ𝑀 −ℋ)

𝛾 =min(1, 𝑁ℋ)
(4.21)
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Using the computed probabilities from Equation 4.21 the returned samples 𝒮 can now be created
probabilistically. The sampling is repeated until |𝒮 | ≥ 𝑁, choosing 𝑁 samples from 𝒮 randomly if
|𝒮 | > 𝑁. The complete procedure can be found in Algorithm 3.

Algorithm 3 Probabilistic Maximum Distance Sample Generation
1: procedure GENERATE SAMPLES(Number of samples 𝑁, Region ℛ , Training Data 𝐷 , Ratio
𝜌, distance function 𝛿)

2: 𝑅 ← ℛ .𝑠𝑎𝑚𝑝𝑙𝑒_𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝑛𝑢𝑚 = ⌈𝑁 ∗ 𝜌⌉)
3: if |𝒟 | = 0 then
4: return 𝑅 .𝑟𝑎𝑛𝑑𝑜𝑚(𝑛𝑢𝑚 = 𝑁)
5: else
6: Compute Δ per Equation 4.8
7: Compute 𝑑 and 𝑑
8: Compute 𝑟 for 0 < 𝑖 ≤ 𝑀 per Equation 4.13
9: Compute 𝛽 and 𝛾 per Equation 4.21
10: Compute 𝑞 for 0 < 𝑖 ≤ 𝑀 per Equation 4.17
11: 𝒮 ← ∅
12: while |𝒮 | < 𝑁 do
13: 𝒮 ← {xi ∈ 𝑅 ∣ 𝑞 > 𝑢 ∼ 𝒰(0, 1)}
14: return 𝒮 .𝑟𝑎𝑛𝑑𝑜𝑚(𝑛𝑢𝑚 = 𝑁)

4.3. Sample Prioritization
In the prioritization step, the generated samples 𝒮 are provided, along with some additional variation-
specific parameters to further tune the prioritizers behaviour. The prioritizer provides a fitness score for
each sample within 𝒮 enclosed in the set ℱ as described in Equation 4.5. These fitness scores should
portray the informativeness of the samples.

4.3.1. Random Prioritizer
To provide a baseline, the Random Prioritizer (RP) provides a random ordering through returning an
equal fitness score for each sample within 𝒮 . Hence, the fitness scores 𝑓 are set to:

𝑓 = 𝑐, (4.22)

with 𝑐 an arbitrary constant, which w.l.o.g. can be set to 𝑐 = 0. The concise piece of pseudocode can
be found in Algorithm 4.

Algorithm 4 Random Prioritization
1: procedure PRIORITIZE SAMPLES(Samples 𝒮 )
2: return {(s, 0) ∣ s ∈ 𝒮 }

4.3.2. Query By Committee
As discussed in Chapter 3, much research has been done in Query by Committee (QBC), originally
coined by Seung et al. [60]. The metaphor behind the procedure is that of a committee, filled with
committeemembers. Thesemembers have different knowledge on the discussed topic at hand, leading
to different opinions on these topics. In the end, the discussed topic which triggers the most discussion
and hence is the most controversial is selected.

Translating this metaphor into the usecase, the committee consists of 𝐶 committee members. Each
committee member is an instance of the used model 𝑀, which we use to denote the set of modelsℳ:

ℳ = {𝑀 ∣ 0 < 𝑘 ≤ 𝐶}, (4.23)

where 𝑀 denotes the 𝑘-th committee member. Each member 𝑀 is fitted on its own training data 𝒞 ,
which is a set containing 𝑡 − 1 uniformly random samples from 𝒟 , with duplicates being allowed.
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Using 𝒞 and Equation 2.7, we then define 𝜃 to be 𝑀 ’s optimal approximate set of parameters:

𝜃 = 𝜃𝒞 (4.24)

These parameters can in turn be used to provide a prediction 𝑝 , on the generated samples si ∈ 𝒮 :

𝑝 , = 𝑀 (si) (4.25)

To measure the controversiality of a sample si, the prediction variance 𝜎 is then computed through the
following formula:

𝜎 = ∑(𝑝 , − ̄𝑝 ) (4.26)

with ̄𝑝 representing the prediction mean:

̄𝑝 = 1
𝐶 ⋅ ∑𝑝 , (4.27)

When the prediction variance is high, this means that there is a lot of disagreement between the com-
mittee, which stems from a difference in training data. This shows that this point is informative, as
small changes in training data result in a big difference in prediction. Hence QBC uses this prediction
variance as its returned fitness for a point. That is, the fitness 𝑓 of a sample si is:

𝑓 = 𝜎 (4.28)

The process of QBC can be found in Algorithm 5.

Algorithm 5 Query By Committee
1: procedure PRIORITIZE SAMPLES(Training Data 𝒟 , Samples 𝒮 , Committee Size 𝐶)
2: Sample 𝒞 from 𝒟 for 0 < 𝑘 ≤ 𝐶
3: Compute 𝜃 per Equation 4.24.
4: Compute 𝑝 , for 0 < 𝑘 ≤ 𝐶, si ∈ 𝒮 per Equation 4.25.
5: Compute 𝜎 for si ∈ 𝒮 per Equation 4.26.
6: return {(si, 𝜎 ) ∣ si ∈ 𝒮 }

4.4. Region Restriction
The region restriction is the last step in the iteration of the workflow. Using the fitness scores ℱ of
the samples 𝒮 and possible additional parameters specific to the variations, the restrictor restricts the
current region ℛ to a subregion ℛ per Equation 4.2.

4.4.1. No Restrictor
Similar to the RP, theNo Restrictor (NR) is mainly defined to provide a baseline. As the name suggests,
this restrictor does in fact not restrict the region, hence ℛ = ℛ . This restrictor is purely to be used
when only one iteration is used to select a sample, since the region is not restricted.

4.4.2. Halfspace Restrictor
The Halfspace Restrictor (HR) appropriately halves the sample space through selecting the most fit
halfspace. To accomplish this, first a dimension 𝑑 is selected uniformly random on which the halfspace
is split. Within this dimension, the value 𝑣 on which the space is split is computed as the value between
the minimum and maximum value of the samples within that dimension:

𝑣 = min(𝑋 ) +max(𝑋 )
2 (4.29)
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with 𝑋 being the values of the samples within 𝒮 in the dimension 𝑑:

𝑋 = {𝑠 ∣ s ∈ 𝒮 } (4.30)

Using this split value the current region is then split into two subregions, 𝐴 and 𝐵, such that:

𝐴 = {r ∈ ℛ ∣ 𝑟 ≤ 𝑣}
𝐵 = ℛ ⧵ 𝐴 (4.31)

Since the objective of this restriction is to zoom in on the most interesting region, we want to select the
most fit region out of these two. This fitness is based on the mean fitness score of the scored samples
𝒮 within the respective halfspace. Although this fitness is therefore only based on the informativeness
metric, note that those samples included are also based on a diversity metric through the generator.
Define the mean fitness of set 𝐶 as:

𝑓 = 1
|𝒮 ∩ 𝐶| ∑

(s, )∈ℱ ∶s∈
𝑓. (4.32)

The subregion which is returned is then the one which has the highest mean fitness, i.e. 𝐴 is returned
when 𝑓 ≥ 𝑓 and otherwise 𝐵 is returned. The pseudocode can be found in Algorithm 6.

Algorithm 6 Halfspace Restriction
1: procedure RESTRICT SAMPLE SPACE(Region ℛ , Samples 𝒮 , Fitness ℱ )
2: Retrieve 𝑑 randomly from the dimension of ℛ
3: Compute 𝑣 per Equation 4.29
4: Compute 𝐴 and 𝐵 per Equation 4.31
5: Compute 𝑓 and 𝑓 per Equation 4.32
6: if 𝑓 ≥ 𝑓 then
7: return 𝐴
8: else
9: return 𝐵

4.4.3. Bounding Box Restrictor
Compared to HR, the Bounding Box Restrictor (BBR) instead focuses on the subregion around fit
samples which do not contain other samples. This regionℛ is a set of hyperrectangles, i.e. a Cartesian
product of closed intervals. A hyperrectangle 𝑄 follows the following definition:

𝑄 =∏[𝑎 , 𝑏 ] (4.33)

Where 𝑎 and 𝑏 are the lower and upper bound for the dimension 𝑖 respectively. Let 𝑛 be a user-defined
parameter which defines the number of samples to focus a bounding box around. Define ℬ be the 𝑛
most fit samples from the samples in 𝒮 :

∀b ∈ ℬ |{(s, 𝑓) ∈ ℱ ∣ 𝑓b ≤ 𝑓}| ≤ 𝑛 (4.34)

For each of the samples bk ∈ ℬ , a hyperrectangle 𝑄 around it is created in which no other samples
from 𝒮 nor 𝒟 lie. The returned subregion is defined:

ℛ = ⋃
bk∈ℬ

𝑄 (4.35)

To describe the procedure to create such bounding box, take a sample bk ∈ ℬ . To create 𝑄 ,
define 𝒴 to be the set of the samples which should be excluded from the resulting region:

𝒴 = 𝒮 ∪ 𝒟 ⧵ {bk} (4.36)
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(a) The complete sample space, which shows the green point bk around
which a bounding box is to be placed, and 𝒴 as the red points.
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(b) First, the closest point c is determined, using the infinite norm as a
distance metric. In this case, the point left below bk is the closest with
its distance to bk being 1. Note that c is colored blue.
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(c) To determine in which dimension a side supported by c is placed for
both dimensions the score of the created subspace is computed (see
Equation 4.42. 𝒢 is created by splitting the space through a vertical
line through c, i.e. a vertical line at . The resulting volume of
𝒢 is ( ) ⋅ ( ) . There are 5 points in 𝒢 ∩ 𝒴, hence
𝒢 . The distance of bk to the line is . , hence the score of
𝒢 is 𝒢 ⋅ . .
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(d) Similar to Subfigure 4.3c, 𝒢 is created by splitting the space with
a horizontal line through c, i.e. a horizontal line through . The
resulting volume of 𝒢 is ( ) ⋅ ( ) . There are also 5
points in 𝒢 ∩𝒴, hence 𝒢 . The distance of bk to the line is
, hence the score of 𝒢 is 𝒢 ⋅ .
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(e) The subspace with the highest score is selected and used in subse-
quent recursive calls to determine further sides. Since 𝒢 𝒢 , the
resulting subspace 𝒢 𝒢 , as can be seen now highlighted in blue.

Figure 4.3: An example of one recursive call of the Bounding Box Restrictor. The green point is bk, and all other points are in
𝒴. The sample space currently is the rectangle with lower and upper bounds of 0 and 10 in both dimensions respectively.
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This problem is an instance of the bichromatic hyperrectangle problem [72]. In this problem there
are two colored sets 𝐵 and 𝐶, whose elements fall inside a hyperrectangle 𝐸. The objective is to
find a hyperrectangle such that no points from 𝐵 and as much points from 𝐶 are included. In the
current situation, 𝐵 = 𝒴 and 𝐶 = {b}. However, Backer and Mark Keil [72] found that computing an
exact solution for this problem is NP-hard and can therefore not be found in polynomial time (as long
as 𝑃 ≠ 𝑁𝑃). Instead this thesis relies on heuristics to create a sizeable region around b , using a
recursive procedure. To do this, we employ the notion of sides of the hyperrectangle 𝒬 , of which there
are 2𝑑 when 𝑑 dimensions are considered. Backer and Mark Keil [72] state that a side is supported
whenever its interior points touches a point in 𝐵 or 𝐸 itself. The BBR uses a recursive procedure to add
a supported side each recursive call, resulting in a maximum of 2𝑑 recursive calls. Note that adding a
side can be seen as restricting the region ℛ in a dimension 𝑑 with either a lower or an upper bound.

Within a certain recursive call 𝑟, we have that 𝑟 − 1 sides have already been created that restrict
the region ℛ , resulting in the intermediary subregion 𝒢 s.t.:

𝒢 ⊂ 𝒢 ⊂ … ⊂ 𝒢 = ℛ (4.37)

When 𝒢 does not contain any samples that have to be excluded, i.e. 𝒢 ∩ 𝒴 = ∅, we have found
a valid hyperrectangle and 𝒬 = 𝒢 .

When this is not the case, there are one or more samples that have to be excluded in 𝒢 , which
can be done by adding another supported side to the hyperrectangle. An example illustration can be
found in Figure 4.3. In this Figure, the initial configuration can be seen in Subfigure 4.3a, where bk
is colored green and the sample in 𝑌 are colored red. Since 𝒬 should be based around b , the side
that is created should go through the closest point 𝑐. Since we are dealing with a hyperrectangle, the
infinity norm is used as a distance function between two points:

‖x− y‖ =max(|𝑥 − 𝑦 |) (4.38)

With the distance function, c can now be defined as:

c = argmin
y∈𝒢 ∩𝒴

‖bk − y‖ (4.39)

This step of determining c is visualized in Subfigure 4.3b. Since c is derived in this manner, there is
no point y ∈ 𝒢 within the space between c and bk. We can therefore create a supported side by
placing a boundary in any dimension 𝑑 through 𝑐 safely, reducing the problem. Note that the bound 𝑐
is an upper bound when 𝑏 , < 𝑐 and a lower bound otherwise. Define the subregion of 𝒢 bound
by 𝑐 in dimension 𝑑 to be:

𝒢 = {g ∈ 𝒢 ∣ 𝑠𝑖𝑔𝑛(𝑔 − 𝑐 ) = 𝑠𝑖𝑔𝑛(𝑏 , − 𝑐 )} with 𝑠𝑖𝑔𝑛(𝑥, 𝑦) = {
1 if 𝑥 ≥ 𝑦
−1 otherwise

(4.40)

In Subfigure 4.3c and 4.3d, the subregions for each dimension are drawn.
To determine in which dimension 𝑑 the side will be added, the notion of weighted expected volume

of the resulting subregion 𝒢 is used. Since the heuristic should create the subregion with a large
volume, the expected volume 𝔼𝒢 approximates the further volume reduction in subsequent recursive
calls:

𝔼𝒢 = 𝑉𝑜𝑙(𝒢 )
|𝒢 ∩ 𝒴| (4.41)

where 𝑉𝑜𝑙(⋅) denotes the volume of the provided space. This expected volume is weighted with the
distance of bk to the boundary 𝑐 to prioritize hyperrectangles which center around bk. Hence, the
scoring of the subregions is:

𝑠𝒢 = 𝔼𝒢 ⋅ |𝑏 , − 𝑐 | (4.42)

These scores are also calculated in Subfigures 4.3c and 4.3d, which are 8 and 10 for 𝒢 and 𝒢 re-
spectively.

Using this score, we then define the resulting subregion in the iteration 𝑟 as:

𝒢 = argmax
𝒢

𝑠𝒢 (4.43)
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Then a further recursive call is made to determine the other sides of the hyperrectangle. As can be
noted in Subfigure 4.3e, in the example 𝐺 = 𝐺 , as it has the highest score. This procedure is depicted
in Algorithm 7.

This procedure is then repeated until no more samples of𝒴 are found in 𝒢 . Another example show-
ing the different recursive calls is shown in Figure 4.4, where a complete bounding box is constructed.

Algorithm 7 Bounding Box Restriction
1: procedure RESTRICT SAMPLE SPACE(Region ℛ , Samples 𝒮 , Fitness ℱ , Training Data 𝒟 ,
Number of Boxes 𝑛)

2: Calculate ℬ per Equation 4.34.
3: return ⋃bk∈ℬ BOUNDING BOX(ℛ ,bk, 𝒮 ∪ 𝒟 ⧵ {bk})
4: procedure BOUNDING BOX(Restricted Region 𝒢 , Sample bk, Excluded Samples 𝒴)
5: if 𝒴 = ∅ then
6: return 𝒢
7: Calculate c per Equation 4.39.
8: Define 𝒢 per Equation 4.40 for each dimension 𝑑.
9: Calculate 𝑠𝒢 per Equation 4.42 for each dimension 𝑑.
10: Calculate 𝒢 per Equation 4.43
11: return BOUNDING BOX(𝒢 ,bk, 𝒴 ∩ 𝒢 )

4.5. Continuation and Stopping Criteria
Apart from the steps discussed previously which are used within iterations, the Continuation and Stop-
ping Criteria determine the number of iterations which the workflow goes through. As explained in Sec-
tion 4.1, the continuation criteria specify the minimum and the stopping criteria specify the maximum
amount of effort taken in each procedure. These criteria can be categorized in another way, namely
the criterion being static or dynamic. A criterion is static when its judgment or state is independent of
the results of the iteration and is dynamic if this is the case.

4.5.1. Static Criteria
The included static criteria in this thesis are those that count the number of iterations and base their
judgment on this number. Using this number of iterations one can specify a continuation criterion with a
minimum number of iterations and a stopping criterion through amaximum number of allowed iterations.
That is, given a number of iterations 𝑗, the Minimum Iteration Continuation Criterion (MFCC) allowing
𝑗 iterations is:

𝑗 < 𝑗 (4.44)
. Note that this criterion remains true until 𝑗 iterations have been completed, as defined in Sec-
tion 4.1.

Similarly, the Maximum Iteration Stopping Criterion (MISC) allowing 𝑗 iterations can be defined:

𝑗 > 𝑗, (4.45)

Where the criterion remains falls until 𝑗 iterations have been completed.

4.5.2. Dynamic Criteria
Opposed to the static criteria, the dynamic criteria’s judgment is dependent on the results obtained
within the iteration. That is, when iteration 𝑗 has been completed, the dynamic criterion bases its
judgment based on 𝒮 , ℱ , and/or ℛ .

The Minimum Fitness Criterion (MFC) is a stopping criterion that determines its outcome through
the fitness scores found in ℱ . When the values within ℱ are similar, this means that the workflow has
focused sufficiently on a small region where similar interesting samples are present. At this point, the
workflow can be stopped and the most informative sample can be selected. Hence, the MFC bases its
judgment on the difference Δℱ between the minimum and maximum fitness score in ℱ :

Δℱ =max(ℱ ) −min(ℱ ) (4.46)



4.5. Continuation and Stopping Criteria 25

The MFC can then be formulated as follows:

Δℱ < 𝑐 (4.47)

where the workflow is stopped when Δℱ is below a user-defined boundary 𝑐.
This boundary can be defined either as an absolute value or as a percentage of the highest fitness

value 𝑓 =max(ℱ ):

𝑐 = 𝑝 ⋅ 𝑞 with 𝑞 = {1 if absolute value
𝑓 if percentual value

(4.48)

Note that 𝑝 is user defined and either describes the absolute value or the percentage of the highest
fitness score.

Using (a combination of) these criteria, together with the aforementioned components, a complete
workflow is instantiated. When different implementations are selected and parametrized, the workflow
can be applied to a general problem instance and select interesting samples from the specified sample
space in a timely fashion.
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Figure 4.4: An example creation of a bounding box by the BBR. Each subfigure depicts the same two-dimensional region, with
each point within the graph depicting a sample. bk is colored green. Both grey and red samples are within 𝒴, with red samples
being those that still have to be excluded from 𝒢 , whereas grey samples are already excluded. 𝒢 is depicted in light blue, where
the opaque blue lines are the bounds. The highlighted blue point is c in that specific iteration and remains slightly highlighted in
subsequent iterations.



5
Experimental Results

To accomplish the goal for this thesis a strategy which should be both performant and time efficient is
proposed in Chapter 4. To evaluate these two claims, this chapter provides an analysis of the perfor-
mance of this strategy. This performance analysis is two-phased: determine the change in performance
due to different components and their hyperparameters and compare the strategy’s performance to a
baseline. The hyperparameter and component performance is done within a scientific setting using a
low-dimensional polynomial function as the oracle. The same function is also used to provide a compar-
ison to the baseline. Lastly we employ a simulation of the car-following situation depicted in Figure 1.1
to evaluate the strategy in a more realistic scenario.

Each experiment makes use of the same model which is trained throughout the iterations. The
model used is the Gaussian Process Regressor (GPR) of Scikit Learn, a Python module that
provides machine learning tools within Python1. The implementation of this GPR is based on work of
Carl Edward Rasmussen [49]. The GPR requires a kernel which is used to determine the covariance
between two samples. Within this thesis the Radial Basis Function kernel is used to determine this
covariance:

𝑘(x,x ) = exp(‖x− x ‖
2ℓ ) (5.1)

Where ‖x‖ resembles the Euclidean distance. Notice that the GPR has one parameter within its kernel,
namely the length scale ℓ. Within experiments the set of parameters 𝜃 which is to be fitted using
Equation 2.7 therefore only consists of this length scale. For finding this approximate optimal 𝜃 , the
internal optimization process provided by Scikit Learn is used, namely the L_BFGS algorithm
provided by Scipy, another scientific Python module. This algorithm is based on the theory described
by Byrd et al. [73].

As stated in Equation 4.1, a specific workflow is denoted 𝑊(𝐺, 𝑃, 𝑅, 𝐶, 𝑆). Each of the components
within the workflow are denoted in the following way:

𝐴(⋅), (5.2)

where 𝐴 is the abbreviation of the variation of the component mentioned in Chapter 4 and additional
component-specific arguments are placed within the parentheses. As an example, 𝑄𝐵𝐶(𝐶 = 10)
denotes a Query By Committee Prioritizer with a committee size of 10.

The baseline which is used to compare the performance of the suggested workflow is not one
from previous work, as there is no such selection strategy that solves the regression problem in a
population-based setting with a black box model. To allow for comparison, instead a naive baseline
𝑊 is adopted, which selects a random sample from the sample space, without considering any
other information nor any iterative behaviour:

𝑊 = 𝑊(𝑅𝐺(𝑁 = 1), 𝑅𝑃,𝑁𝑅, [], [𝑀𝐼𝑆𝐶(𝑗 = 1)]) (5.3)

1https://scikit-learn.org/stable/

27

https://scikit-learn.org/stable/


28 5. Experimental Results

To evaluate the fitness of a workflow instance, a test set 𝒯 of 10000 uniformly random samples are
sampled from the sample space and labeled by used oracle 𝒪:

𝒯 = {(xi, 𝒪(xi)} . (5.4)

When an identical oracle configuration is used, the test set is also kept equal to allow for meaningful
comparison. The fitness of a workflow instance𝑊 in iteration 𝑡 is measured as the Root Mean Squared
Error, which is often used in regression tasks [4, 6, 7, 26, 33, 54, 55, 58, 65, 68, 69]:

𝑓 , = √
1
|𝒯| ∑

(x, )∈𝒯
(𝑦 − 𝑀 (x)) , (5.5)

where 𝑀 is shorthand notation for the model 𝑀 used by 𝑊 with the fitted parameters 𝜃𝒟 on the

training set 𝒟 in iteration 𝑡, i.e. 𝑀 = 𝑀 𝒟 . Note that a lower fitness is better, as this means that the
prediction error to the test set is small. To compare the runtime of the different workflow, the selection
time for each iteration is used.

Wherever significance is considered Welch’s t-test [74] is employed to determine whether the dif-
ference in a metric is significant. This thesis defines two workflows 𝐴 and 𝐵 to be significantly different
in an aggregate measure when the calculated 𝑝-value is smaller than 0.05. That is, the chance of 𝐴
and 𝐵 being equal in performance is smaller than five percent. This probability 𝑝 is symmetrical, a fact
which is used implicitly when reporting the relevant 𝑝−values. To employ the significance test for both
the fitness and runtime metric we consider the aggregated fitness through the area under curve (AUC)
[4, 56, 66, 69]:

𝐴𝑈𝐶 =∑𝑓 , (5.6)

Note that for runtime this measures the total runtime, and for fitness the AUC measures the speed
at which 𝜃𝒟 approaches the optimal parameters, since this coincides with a low fitness. Therefore a
relatively low AUC indicates that the workflow allows for quick approachment of the optimal parameters
and the higher the AUC metric is, the slower this approachment is.

5.1. Hyperparameter and Component Analysis
In this set of experiment a simple polynomial oracle with three dimensions is used to label the selected
samples. The oracle 𝒪 is defined as follows:

𝒪(x) =
(x)

∑ 𝑖 ⋅ 𝑥⌈√ ⌉ +𝒩(𝑑𝑖𝑚(x) + 1, 100), (5.7)

where 𝑑𝑖𝑚(⋅) denotes the dimension of a sample and 𝒩(𝜇, 𝜎 ) resembles a normal distribution with
the mean 𝜇 and variance 𝜎 . This random factor is introduced to offset the equation with 𝜇 and create
label variability as would be the case in real-life labels using 𝜎 .

Within these experiments a three dimensional sample space is used and as such 𝑑𝑖𝑚(x) = 3. This
sample space is bounded by −1000 and 1000 in each dimension. To quickly examine the initial perfor-
mance difference the number of samples 𝑇 which are selected in total is 250. Initial experiments have
shown that this number of iterations is enough to exhibit performance differences between different
workflows. The goal of this set of experiments is to determine the performance of different combina-
tions of components and their hyperparameters. This can in turn be used to analyse what combination
of components performs well, which can be used to compare the suggested workflow to the aforemen-
tioned baseline.

5.1.1. Number of Samples and Committee Size
The first experiment reviews the influence of the number of generated samples 𝑁 within 𝒮 and the
number of committee members 𝐶 within the QBC Prioritizer. The following workflow is used within the
experiments:

𝑊 , = 𝑊(𝑅𝐺(𝑁 = 𝑛), 𝑄𝐵𝐶(𝐶 = 𝑐), 𝑁𝑅, [], [𝑀𝐼𝑆𝐶(𝑗 = 1]), (5.8)
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that is, we generate 𝑛 samples uniformly random and prioritize using QBC with 𝑐 committee members,
but allow no restriction to take place. The hypotheses for both these variables is that a higher number
of respectively samples or committee members positively influences the workflow’s fitness. Of course,
because a higher number also requires more computation it is also expected that the runtime increases
with bigger numbers. To test this situations with little generated samples, a lot of samples, and a middle
road are considered, through varying 𝑛 with an order of magnitude:

𝑛 ∈ {10, 100, 1000} (5.9)

The number of committee members 𝑐 is varied in similar fashion:

𝑐 ∈ {10, 100, 200} (5.10)

The greatest value 200 is mainly there to observe whether the increase in fitness is worth the additional
required runtime. All combinations of these two values are ran and hence a total of 9 different workflow
instances are present.

Figures 5.1 and 5.2 show the fitness and runtime of all individual solutions respectively. It can be
noted that no big differences in fitness can be observed, though𝑊 , achieves the lowest mean fitness
throughout the iterations. The significance results can be found in Table 5.1a, which shows there is
nearly no performance difference between the individual workflows, except for 𝑊 , outperforming
both 𝑊 , and 𝑊 , , the latter also being outperformed by two other workflows. Looking at the
runtimes of the individual workflows in Figure 5.2, we notice that three clear groups of variations can
be distinguished: one that has nearly 0 runtime throughout, one group that runs up until 20 seconds in
later iterations and the last group that nearly takes a minute in later iterations to select a sample. This
difference is also significant as can be noticed from Table 5.1b, where the committee size seems to be
the responsible factor for the difference in runtime, resulting in 𝑝−values smaller than 1 ⋅ 10 between
individuals with different committee sizes.
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(c) N=1000

Figure 5.1: Test Fitness for the individual workflows defined in Equation 5.8. Note that these are split in three figures to allow for
an easier interpretation of each individual workflow, where equal colors indicate equal committee size.
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Figure 5.2: Runtime for the individual workflows defined in Equation 5.8. Note that these are split in three figures to allow for an
easier interpretation of each individual workflow, where equal colors indicate equal committee size.

To further examine the two parameters’ influence on the runtime and fitness we aggregate the
results so that the differences in parameters’ performance is shown. Let𝑊 , denote all variations that
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have a committee size of 𝑐. Within these experiments therefore𝑊 , are the aggregated results of the
variations𝑊 , ,𝑊 , , and𝑊 , . Using this aggregation we can further focus on the influence of
each of the two parameters individually rather than the combination of the two. Figure 5.3 shows the
results aggregated based on the committee size. The main observation is that the committee size 𝑐 is
leading in the observed difference in runtime, as can be seen in Figure 5.3b. From Table 5.2b it can also
be seen that this difference in runtime is indeed very much significant, with all probabilities 𝑝 < 10 .
On the other hand, there is no apparent difference in fitness as seen in Figure 5.3a, where all different
committee sizes seem to perform similarly, being confirmed further by the 𝑝−values in Table 5.2a.
The hypothesis of improved performance when using more committee members is therefore rejected.
These observations do show that there is an increase in runtime from an increase in the number of
members in the committee. From these results it can further be concluded that a committee size of
𝑐 = 10 should be used in future exploration, as the runtime for is relatively small, whilst there is no
sacrifice in fitness compared to larger committee sizes.

Table 5.2: Pair-wise values for the aggregated workflows based on the committee size. Note that significant values are
highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 2.5637e-01 6.8571e-01
𝑊 , - 1.0000e+00 1.6383e-01
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 3.4126e-18 9.7964e-17
𝑊 , - 1.0000e+00 9.2878e-15
𝑊 , - - 1.0000e+00
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.8.
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(b) Runtime in seconds of the selection process for each variation.

Figure 5.3: Results of the aggregation based on committee size.

To view the influence of the number of generated samples a similar notation 𝑊 , is employed
to signify all results for variations with 𝑛 generated samples. Hence 𝑊 , denotes the aggregated
results from𝑊 , ,𝑊 , , and𝑊 , . Figure 5.4 shows the results for these aggregated workflows’
observations. Contrary to the committee size, the number of generated samples does not significantly
increase the runtime of the variations as can be seen in Figure 5.4b and Table 5.4b, where all variations
display a similar trend which does not differ significantly. For the fitness in Figure 5.4a we notice that
𝑊 , follows the same trend as𝑊 , , although𝑊 , consistently outperforms𝑊 , throughout
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the iterations. This is also seen in Table 5.3a, where it is shown that the 𝑝−value is significant (𝑝 ≈
0.025. Opposed to this𝑊 , does not display a significant improvement to either of the other variations
in terms of fitness, performing similarly to 𝑊 , in terms of AUC. The choice between 10 or 100 as
the best number of generated samples is therefore fairly arbitrary, as both display similar fitness and
runtime characteristics. Since the committee size 𝑐 = 10 is considered the best choice for our usecase,
we employ the difference in performance in Figure 5.1 to determine the chosen number of samples.
Looking at the mean performance of 𝑊 , compared to 𝑊 , it can be noted that 𝑊 , performs
better on average than𝑊 , . Moreover,𝑊 , outperforms most other workflows as can be observed
in Table 5.1a. The decision is thereforemade to use 𝑛 = 10 in subsequent experiments, as this provides
a slight edge over 𝑛 = 100 in our observations.

Table 5.3: Pair-wise values for the aggregated workflows based on the number of generated samples. Note that significant
values are highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 8.7796e-01 1.1150e-01
𝑊 , - 1.0000e+00 2.5668e-02
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 8.8343e-01 8.6424e-01
𝑊 , - 1.0000e+00 9.8337e-01
𝑊 , - - 1.0000e+00
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.8.
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(b) Runtime in seconds of the selection process for each variation.

Figure 5.4: Results of the aggregation based on number of generated samples.

5.1.2. Generators and Restrictors
To determine the relative performance of different combinations of components of the workflow, the
best-performing number of samples 𝑁 and committee size 𝐶 observed in Subsection 5.1.1 are used,
i.e. 𝑁 = 10, 𝐶 = 10. Using this configuration, we define the workflow with generator 𝐺 and restrictor 𝑅:

𝑊 , = 𝑊(𝐺(𝑁 = 10), 𝑄𝐵𝐶(𝐶 = 10), 𝑅, [𝑀𝐼𝐶𝐶(𝑗 = 3)], [𝑀𝐹𝐶(𝑝𝑒𝑟𝑐𝑒𝑛𝑡, 𝑝 = 0.001)]) (5.11)

The combination of the continuation and stopping criteria allows for the focusing behaviour of the work-
flow to become apparent. To observe the influence of different combinations of components, 𝐺 and 𝑅
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encompass all varieties described in Chapter 4:

𝐺 ∈ {𝑅𝐺,𝑀𝐷𝐺(𝛼 = 20), 𝑃𝐷𝐺(𝜌 = 5)}
𝑅 ∈ {𝑁𝑅,𝐻𝑅, 𝐵𝐵𝑅(𝑛 = 1)}, (5.12)

where the values of 𝛼, 𝜌, and 𝑛 are determined by initial experiments which are not reported. Moreover,
note that for all combinations that use the No Restrictor, the combination of continuation and stopping
criteria is equal to that in Equation 5.3, since forcing multiple iterations without restricting the region
would not be efficient and not change anything in performance. This variation is included to observe
the behaviour of the workflow without its concentrating behaviour. Note that this further means that
𝑊 , is equal to 𝑊 , from the previous section. In total, this results in nine different combinations
of components.

The hypotheses for these experiments is that the diversity metric through the generator improves
performance, but takes longer in runtime compared to random generation. This also means that it is
expected that theMDGoutperforms the PDG, as it provides amore extreme diversity measure. In terms
of restrictors the expectation is that both restrictive varieties outperform the non-restricting workflows,
which obviously will take a longer time.

0 50 100 150 200 250
Iteration

200

400

600

800

1000

1200

1400

Te
st

 F
itn

es
s

WRG, BBR

WRG, HR

WRG, NR

(a) Random Generator
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(c) Probabilistic Generator

Figure 5.5: Test Fitness for the individual workflows defined in Equation 5.11. Note that these are split in three figures to allow
for an easier interpretation of each individual workflow, where equal colors indicate equal restrictor.
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Figure 5.6: Runtime for the individual workflows defined in Equation 5.11. Note that these are split in three figures to allow for
an easier interpretation of each individual workflow, where equal colors indicate equal restrictor.

In Figures 5.5 and 5.6 the results in terms of test fitness and runtime can be viewed respectively.
First thing to note is that both 𝑊 , and 𝑊 , outperform the results from the previous experi-
ments (𝑊 , ) significantly, as can be observed from Table 5.4a. This could portray a positive influence
of the diversity metric to the fitness of the resulting model as was hypothesized. In fact,𝑊 , signif-
icantly outperforms all other workflows apart from𝑊 , , which shows similar performance in some
of the runs.

The hypothesis of the restrictors however seems to be invalidated, as non-restricting workflows
result in fitter models than when restricting behaviour is applied. Although this difference in performance
is not significant in all cases for workflows using the halfspace restrictor, this can be explained by the
observed variability in the fitness for these workflows. However, in each of the subfigures in Figure 5.5
it can be seen that the workflows using NR outperform the other two.
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In terms of runtime the hypotheses partially hold. Although from Figure 5.6 it can be concluded that
using additional diversity measures result in longer runtimes, this difference is not obvious when no
restriction is used. This can also be observed from Table 5.4b, where the runtime differences between
non-restricting workflows are insignificant (𝑊 , ,𝑊 , , and 𝑊 , ). For the restrictors there is
an obvious difference between not applying any restriction or either using a BBR or HR.

Table 5.5: Pair-wise values for the aggregated workflows based on the generator variation. Note that significant values are
highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 3.0324e-02 2.5567e-03
𝑊 , - 1.0000e+00 7.6005e-01
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 5.2960e-01 4.9960e-04
𝑊 , - 1.0000e+00 3.9735e-04
𝑊 , - - 1.0000e+00
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.11.

0 50 100 150 200 250
Iteration

0

10

20

30

40

R
un

tim
e

WMDG,
WPDG,
WRG,

(b) Runtime in seconds of the selection process for each variation.

Figure 5.7: Aggregated results of the different varieties of generators.

To further conclude the influence of the separate components, the individual results are once again
aggregated in similar fashion to Subsection 5.1.1. Hence 𝑊 , denotes all combinations with 𝐺 as its
generator and similarly𝑊 , denotes all combinations with 𝑅 as its restrictor.

In Figure 5.7 the aggregated results related to the generator varieties is displayed. As noted before,
the MDG performs best in the experiments, outperforming the other two generators significantly, as
displayed in Table 5.5a (𝑝 < 0.031). This is in line with the hypothesis. On the other hand, the PDG’s
fitness is not in line with this hypothesis, as it performs similar to the RG, as can be noted from both
Figure 5.7a and Table 5.5a.

In terms of runtime in Figure 5.7b, there is a clear significant difference between the RG and the
other two generators, which was expected, as also noted in Table 5.5b. The MDG and PDG however
cannot be distinguished in terms of runtime. To allow for well performing sample selection it can be
concluded that MDG is the generator to select, as it implements the diversity metric most extreme,
resulting in better results.

Equal to prior reporting of results, Figure 5.8 reports on the aggregated results based on the re-
strictor used in the workflow. As Subfigure 5.8a shows, not applying any restriction clearly outperforms
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Table 5.6: Pair-wise values for the aggregated workflows based on the restrictor variation. Note that significant values are
highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 9.9995e-01 9.1369e-04
𝑊 , - 1.0000e+00 2.8251e-04
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 1.2822e-01 1.5081e-05
𝑊 , - 1.0000e+00 1.1945e-04
𝑊 , - - 1.0000e+00
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.11.
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(b) Runtime in seconds of the selection process for each variation.

Figure 5.8: Aggregated results of the different varieties of restrictors

concentrating on interesting regions with the used settings. Table 5.6a further confirms that this dif-
ference indeed is significant for both restrictors, both having a 𝑝−value smaller than 0.001. What is
interesting to see is that the performance of the two restrictor varieties is approximately equal, with a
99.99 percent chance that the observations had come from an equal workflow according to the 𝑡−test.

Similar results are observed in terms of runtime. There is a similarly significant difference in runtime
when the NR or the other two restrictors are considered, as can be noticed in Figure 5.8b and Table 5.6b.
Although not as extreme as the fitness, the two restrictors can not be separated significantly by runtime
either.

From these results, one could conclude that no restriction should be used, instead only relying on
a single iteration to sample and consequently selecting the most informative sample.

5.1.3. Stopping and Continuation Criteria
To further investigate the fact the results in Subsection 5.1.2 and particularly the restriction performing
worse than those workflows without restriction, the influence of the stopping and continuation criteria
is examined. What is expected is that the results in Subsection 5.1.2 are mainly due to over-restricting
the sample space, therefore resulting in worse workflows. To evaluate this hypothesis these experi-
ments vary both the minimum number of iterations through the MICC, as well as the maximum fitness
difference through the MFC. Using this setup, it is moreover expected that the runtime increases as
the minimum number of iterations is increased and the maximum fitness difference is decreased. In
terms of fitness the hypothesis is that a workflow with a lower number of iterations and a high maximum
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fitness difference outperforms other workflows, as is apparent in previous results. To further observe
the number of iterations 𝑗 to restrict the sample space whilst selecting a sample, this statistic is also
reported. The hypothesis is that this number of iterations aligns with the runtime, such that the variables
influence the number of iterations in similar fashion.

Since Subsection 5.1.2 did not show any conclusive observations whether the HR or BBR performs
significantly better there is no clear choice for a restrictor to use within these experiments. Since it has
shown that the MDG outperforms the other two generators, instead the restrictor that performs best
with this generator is chosen. As can be seen in Figure 5.5, the HR in this case slightly outperforms
the BBR as far as mean test fitness over multiple runs is concerned. Although the 𝑡-test in Table 5.4a
does not show that this is significant (𝑝 ≈ 0.347), the HR is considered in this experiment.

To test the influence of the present criteria, therefore the following workflow is used:

𝑊 , = 𝑊(𝑀𝐷𝐺(𝑁 = 10), 𝑄𝐵𝐶(𝐶 = 10), 𝐻𝑅, [𝑀𝐼𝐶𝐶(𝑗 = 𝑖)], [𝑀𝐹𝐶(𝑝𝑒𝑟𝑐𝑒𝑛𝑡, 𝑝 = 𝑣)]), (5.13)

where 𝑖 configures theminimumnumber of iterations and 𝑣 themaximumpercentual difference between
the fitness of the best and worst sample to stop further iterations.

Since Section 5.1.2 shows a worse performance when using restriction and it is suspected that this
is because of over-restriction, the value 𝑣 is varied to higher percentual values, hence allowing for a
less overfocused workflow:

𝑣 ∈ {1, 0.1, 0.001} (5.14)

Note that 𝑣 = 1 results in the workflow stopping as soon as no continuation criteria are true and that
𝑣 = 0.001 is the configuration used in Subsection 5.1.2. To test whether a minimum iterative effort aids
or restrains the workflow’s effectiveness, the values 𝑖 are varied as follows:

𝑖 ∈ {1, 10, 25}, (5.15)

which resembles minimum effort, medium effort, and high effort respectively. Note that the workflow
𝑊 , corresponds to the𝑊 , observation in Subsection 5.1.2, and equally𝑊 , . = 𝑊 , .
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Figure 5.9: Test Fitness for the individual workflows defined in Equation 5.13. Note that these are split in three figures to allow
for an easier interpretation of each individual workflow, where equal colors indicate equal maximum fitness difference.
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Figure 5.10: Runtime for the individual workflows defined in Equation 5.13. Note that these are split in three figures to allow for
an easier interpretation of each individual workflow, where equal colors indicate equal maximum fitness difference.
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Figure 5.11: Number of iterations of the individual workflows defined in Equation 5.13. Note that these are split in three figures
to allow for an easier interpretation of each individual workflow, where equal colors indicate equal maximum fitness difference.

Figures 5.9 through 5.11 shows the individual results of the different combinations of 𝑖 and 𝑣 in terms
of fitness, runtime, and number of iterations respectively. As can be seen in Figure 5.9, the workflow
𝑊 , is approached in performance by a multitude of other configurations, some of which show less
unstable behaviour in the earlier iterations than𝑊 , . It is specifically noted that𝑊 , and𝑊 , perform
in similar, but more stable fashion, also showing similar 𝑝−values in Table 5.7a. That being said, no
workflow significantly outperforms 𝑊 , (notably 𝑝 ≈ 0.76 against 𝑊 , and 𝑝 ≈ 0.11 against 𝑊 , ),
whilst 𝑊 , selects the samples significantly faster than all other variations (𝑝 < 6 ⋅ 10 ). This is
in line with the hypothesis and previous experiments, although the hypothesis that 𝑊 , significantly
outperforms the other solutions is not significant judging from Table 5.7a.

In terms of runtime, it is definitely clear that the allowed difference 𝑣 is the main influence for the
runtime, where a smaller 𝑣 seems to result in a more unstable runtime and fitness. Nearly all workflow
exhibit significantly different runtimes, as can be noted from Table 5.7b with all highlighted cells. How-
ever, those pairs that are not significantly different do not differ in 𝑣, but only in number of minimum
iterations, suggesting even more that 𝑣 is the influencing parameter.

As hypothesized, the runtime results obtained coincide with the number of iterations, as can be
seen in Figure 5.11. In these graphs the instability of the workflows with a low 𝑣 becomes even more
apparent, where this clearly results in not only more iterations, but also a more varying amount of
iterations. What also is interesting is that for 𝑊 , . and 𝑊 , . , the number of iterations seems to be
around 20 throughout the experiment. However, when the minimum iterations is set to 25, this number
is further increased to around 35, as becomes apparent in𝑊 , . ’s results.

Table 5.8: Pair-wise values for the aggregated workflows based on the minimum number of iterations. Note that significant
values are highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 2.6234e-01 7.5292e-01
𝑊 , - 1.0000e+00 3.7056e-01
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , 𝑊 , 𝑊 ,

𝑊 , 1.0000e+00 8.0961e-01 1.9992e-01
𝑊 , - 1.0000e+00 2.3843e-01
𝑊 , - - 1.0000e+00

To further examine the influence of the individual parameters, similarly to previous sections, we
employ the 𝑊 , to depict all results of varieties with that particular value for 𝑖, and 𝑊 , for all results
of combinations with the specified value 𝑣. From Figure 5.12 the aggregated data in terms of mini-
mum number of iterations can be observed. As stated before, barely any difference in performance
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.11.
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(b) Runtime in seconds of the selection process for each variation.
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(c) The number of iterations it took to select a sample.

Figure 5.12: Aggregated results of the different number of minimum iterations.

can be observed in Figure 5.12a when varying 𝑖. The same can be observed from the 𝑝−values in
Table 5.8a, where no significant differences can be observed, instead showing that all observations
are quite similar. It does appear that a minimum of 10 iterations does however improves the fitness of
the model, especially in the earlier iterations of the experiments. That is, with this number of iterations
the instability observed in𝑊 , and𝑊 , is stabilized.

The runtime in Figure 5.12b and number of iterations in Figure 5.12c show near similar levels of
similarity, barely allowing any difference to be observed. This set of observations definitely invalidates
the set hypotheses, as there is no significant difference to be noted by varying 𝑖.

This opposed to the results of the aggregated results of the maximum fitness difference depicted in
Figure 5.13. Figure 5.13b especially shows the earlier noticed difference in the time itself as well as the
stability of the curve. When Figure 5.13c is considered, it can moreover be observed that the instability
indeed is caused by a lower value of 𝑣. That being said, in Figure 5.13a can be seen that although𝑊 ,
seems to be performing best as hypothesized, it is not significantly better than 𝑊 , . , but significantly
better than 𝑊 , . . This supports the hypothesis that a higher 𝑣 indeed increases performance, but
also shows that the previous results in Section 5.1 might indeed be due to over-restriction.

To both conclude and summarise the findings in this section, the best-performing workflow is dis-
cussed. In Section 5.1.1 it is concluded that a bigger number of generated samples and committee
members does not increase performance, but only the runtime. Therefore it was found that the work-
flow should generate 10 samples and that a committee size of 10 is to be used. The combination of
components that then allows for the quickest conversion of the fitness is found in Section 5.1.2. It con-
sists of the MDG, which provides the most extreme diversity measure, together with QBC, but without
any restrictive behavior. When restriction is considered one should opt for the HR, for which the criteria
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Table 5.9: Pair-wise values for the aggregated workflows based on the maximum fitness difference . Note that significant
values are highlighted with bold text.

(a) values comparing the AUC of the fitness.

𝑊 , . 𝑊 , . 𝑊 ,

𝑊 , . 1.0000e+00 4.4704e-01 4.9357e-02
𝑊 , . - 1.0000e+00 1.9178e-01
𝑊 , - - 1.0000e+00

(b) values comparing the AUC of the runtime.

𝑊 , . 𝑊 , . 𝑊 ,

𝑊 , . 1.0000e+00 1.0395e-18 3.0601e-12
𝑊 , . - 1.0000e+00 6.7207e-03
𝑊 , - - 1.0000e+00
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.11.
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(b) Runtime in seconds of the selection process for each variation.
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(c) The number of iterations it took to select a sample.

Figure 5.13: Aggregated results of the different maximum fitness difference.
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parameters are investigated in Section 5.1.3. From this, it shows that a set static amount of minimum
iterations as well as a mild (high) maximum fitness criterion to approach the non-restricted behaviour
is best.

5.2. Performance Comparison
In this set of experiments the performance of best-performing workflow from Section 5.1 is tested. The
workflow using this combination is compared against 𝑊 as defined in Equation 5.3. From Sec-
tion 5.1 it can be concluded that the MDG with 10 generated samples achieves the best performance
and is therefore used in this experiment as well. The committee used by QBC in these experiments is
10 as well as no considerable fitness difference can be observed in Section 5.1.1. Section 5.1.3 shows
that no significant can be observed by adding restriction behaviour. However, the results show that
initial stability is better achieved when some concentration on a subregion is added through specifying
a standard number of iterations. To allow for this stability in these experiments, we use a middle road
and use 5 minimum iterations. To make sure that there are similar samples in the generated set in
terms of informativeness, a mild maximum fitness criterion is added as a stopping criterion of 𝑝 = 0.5.
Using these settings, the following workflow is derived:

𝑊 = 𝑊(𝑀𝐷𝐺(𝑁 = 10), 𝑄𝐵𝐶(𝐶 = 10), 𝐻𝑅, [𝑀𝐼𝐶𝐶(𝑗 = 5)], [𝑀𝐹𝐶(𝑝𝑒𝑟𝑐𝑒𝑛𝑡, 𝑝 = 0.5)]) (5.16)

In the following two subsections𝑊 and𝑊 are compared using two different oracles, namely
the oracle used previously, as well as an oracle corresponding to a car-following situation.

5.2.1. Polynomial Oracle
In this subsection the oracle mentioned in Equation 5.7 is used to determine the performance differ-
ences between the two workflows. Equal to Section 5.1 the three-dimensional variant is adopted, using
the same lower and upper bounds for each dimension of −1000 and 1000 respectively. Each run se-
lects 1350 samples, as initial experiments have shown that after this point there is no change in a
model’s fitness.

Since𝑊 is designed to outperform the baseline and also optimized to do so, the main hypothe-
sis to consider is that in terms of iterations it will outperform𝑊 . The base workflow should retrieve
samples randomly and therefore the distribution of these samples should be close to uniform in each
dimension. 𝑊 should however consider regions that account for high error rates, which are the
regions close to the upper and lower bounds in each dimension. That being said, 𝑊 should not
only choose samples within this region as diversity is also to be considered, but definitely be biased to
these areas. The baseline will however only incur runtime from training the model, where the actual
selection procedure’s runtime can be neglected, as this only consists of generating three random num-
bers. Opposed to that, 𝑊 does require at least 10 times more runtime, as it instead has to train 10
committee members each, as well as the model used for evaluation. This is without even introducing
the generator or restrictive behaviour to the equation. Therefore, the proposed workflow definitely has
a higher runtime than that of the baseline at a certain iteration. In terms of runtime to achieve a certain
fitness is concerned it is expected that the runtime of𝑊 still exceeds that of𝑊 when no labeling
time is taken into account. When a labeling time per iteration is however introduced, it may be the case
that𝑊 is then the best choice.

In Figure 5.14 the fitness and runtime results are displayed for both 𝑊 and 𝑊 . What is
immediately clear is that the proposed workflow outperforms the baseline throughout the runs in terms
of fitness, as is visualized in Figure 5.14a. This difference in performance is very much significant, with
a 𝑝−value of roughly 8.4 ⋅ 10 . As hypothesized, the runtime of the two workflows is also significantly
different (𝑝 ≈ 3.55 ⋅ 10 ), obviously showing that the proposed workflow requires a longer time to run
than the baseline

The difference in performance can be explained by the distribution of the samples, which can be
found in Figure 5.15. From the distributions of 𝑊 in Figure 5.15a it an be seen that it is uniformly
distributed in all dimensions, as is expected. However, as explained before, the extreme regions, i.e.
those near the lower and upper bounds, contribute more to the fitness. The predictions in these ar-
eas should therefore be accurate to achieve a well performing model. Figure 5.15b shows that 𝑊
does just this; the samples are definitely more biased to these extreme values. It should be noted that
although this bias is visible, there is still a coverage of the complete range through the implemented
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(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.3 and Equation 5.16.
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(b) Runtime in seconds of the selection process for each variation.

Figure 5.14: Results of the baseline and proposedworkflow using the three-dimensional polynomial oracle defined in Equation 5.7
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Figure 5.15: Distribution of selected samples by both workflows per dimension.

diversity metric. Lastly, we note that the higher dimensions contribute even more than the lower di-
mensions to the error, which can also be seen in the proposed strategy’s distribution, where the higher
numbered dimensions receive more bias than the lower numbered dimensions.

To compare the relative scores, Figure 5.16 reports the relative measures for both the fitness and
runtime. In Figure 5.16a it becomes apparent that for the first 120 iterations the proposed workflow is
outperformed by the baseline. However, after this number of iterations the workflow has settled and
consistently outperforms the baseline with as much as 50% in later iterations.

The relative difference in runtime depicted in Figure 5.16b shows that this is indeed roughly in line
with the set hypothesis. Although earlier iterations show that the relative difference is a lot more than
10 times, this is mainly because of the sample generation and restrictive behaviour still having impact
on the runtime. In later iterations it shows that this relation indeed converges to around 11 times as
hypothesized.

To determine whether using the proposed workflow is worth it when runtime and fitness are con-
sidered together, we visualize the time to reach a certain fitnesss value. We consider three different
situations in terms of labeling time 𝑡 : one where this does not take any time, one where it takes some
seconds to label a sample, and one where it takes a minute. At a certain iteration 𝑖, consider the
aggregate runtime 𝑡 of a workflow:

𝑡 = 𝑡 + 𝑡 + 𝑡 , (5.17)

where 𝑡 is the runtime reported previously, consisting of the selection process and the fitting of the
model, and 𝑡 = 0. Figure 5.17 visualizes the time to achieve a certain test fitness for the 𝑡 values
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(a) Relative Test Fitness. The workflows correspond to the definition in
Equation 5.3 and Equation 5.16.
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(b) Relative Runtime.

Figure 5.16: Relative results compared to per iteration for the polynomial oracle. Values higher than mean higher metric
values at that point, and therefore lower values mean lower values at that point than ’s values.

0, 6, and 60 respectively. What can be noted from this figure is that it is almost always worth using
the proposed workflow to achieve a certain fitness, even when no labeling time is considered. The
lower this certain fitness is, the better it is to use the proposed workflow in this situation. Looking
at Figure 5.17a, when a fitness of 250 is to be achieved, both solutions take equal time. However,
when a minute of labeling time is considered, as in Figure 5.17c, using𝑊 results in roughly 3 times
as much time being consumed by 𝑊 opposed to 𝑊 . This therefore shows that the proposed
workflow performs well, but is even more worthwhile when labeling takes some time.
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Figure 5.17: Aggregated runtime as defined in Equation 5.17 required to achieve a certain fitness, using a different labeling time
in each subfigure for the polynomial oracle.

5.2.2. Car-Following Oracle
To allow for a situation which depicts a real-life use-case of the model, we use an oracle which rep-
resents a car-following environment explained in Figure 1.1. To simulate this situation, the simulation
software SUMO is used2. SUMO allows for very extensive, complex, and large networks to be sim-
ulated with different types of entities including bicycles, pedestrians, and trains. There are many car
following models included in SUMO, where in this comparison the Intelligent Driver Model (IDM) is used
[1]. The acceleration 𝑎 within the IDM is formulated as follows:

𝑎 = 𝑎 ⋅ (1 − (
𝑣
𝑣 ) − (

𝑠∗(𝑣 , 𝑣 − 𝑣 )
𝑠 ) ), (5.18)

2https://sumo.dlr.de/

https://sumo.dlr.de/
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where 𝑎 is themaximumacceleration of the vehicle, 𝑣 is the desired speed, 𝛿 is a control parameter,
and 𝑠∗(𝑣, Δ𝑣) denotes the desired distance:

𝑠∗(𝑣, Δ𝑣) = 𝑠 +max(0, 𝑣 ⋅ 𝑇 + 𝑣 ⋅ Δ𝑣
2√𝑎 ⋅ 𝑏

), (5.19)

where 𝑠 denotes the minimum distance gap, 𝑇 the time gap, and 𝑏 the comfortable deceleration of
the vehicle. For 𝑎 , 𝑏, and 𝑠 the passenger vehicle supplied by SUMO is used, where 𝑎 =
2.6𝑚𝑠 , 𝑏 = 7.5𝑚𝑠 , and 𝑠 = 2.5𝑚 respectively. For 𝑇 and 𝛿, the SUMO defaults of 1 and 4 are
used respectively. For 𝑣 the maximum speed of the vehicle is used, which is 50𝑚𝑠 . To make sure
the simulation is more like the real world, SUMO also provides the driver’s imperfection parameter
0 ≤ 𝜎 ≤ 1, where 0 is driving exactly according to the model. For this parameter, the default of SUMO
is used, i.e. 𝜎 = 0.5

The sample space consists of a three-dimensional space, where a sample x = [𝑣 , 𝑣 , 𝑠]. Since
both 𝑣 and 𝑣 are constrained by the maximum speed of the passenger vehicle and are not going
backwards, the first two dimensions are the ranges [0, 50]. For the distance, any distance between 0
and 200 can be selected. The sample space𝒳 can therefore be defined as 𝑆 = [0, 50]×[0, 50]×[0, 200].
The output space 𝒴 consists of all possible accelerations, that is [𝑏, 𝑎 ]. Note that 𝑏 is a negative
number which represents a deceleration.

Since the results of Subsection 5.2.1 are from a scientific setting due to the oracle used and since
the current experiment approaches real-life more, the performance difference is assumed to be smaller
than that observed in Subsection 5.2.1. We do hypothesize that the proposed strategy does again
exhibit a bias to the interesting values. In the car-following setting, these are those values with a
high following speed 𝑣 , a slow leader speed 𝑣 , and a short distance 𝑠. In all these situations the
reaction of the follow vehicle should bemost extreme and these situations should therefore be prioritized
on. It is however still expected that the runtime behaves in a similar fashion to what is observed
previously and hence a 10 time difference between the two workflows is expected. Due to the difference
in fitness mentioned above, the hypothesis further is that a longer labeling time 𝑡 is required to make
the proposed workflow worthwhile compared to the time observed in Subsection 5.2.1.

0 200 400 600 800 1000
Iteration

1.0

1.5

2.0

2.5

3.0

Te
st

 F
itn

es
s

Wbase

Wnew

(a) Test Fitness as defined in Equation 5.5. The workflows correspond
to the definition in Equation 5.3 and Equation 5.16.
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(b) Runtime in seconds of the selection process for each variation.

Figure 5.18: Results of the baseline and proposed workflow using the car-following oracle defined in Equation 5.18

Figure 5.18 shows the fitness and runtime results obtained by this experiment. Note that only 1000
iterations are used in this experiment over 1350 in the previous experiment since initial experiments
have shown no further improvements are obtained after running the workflows for longer. What be-
comes immediately apparent is that the fitness featured in Figure 5.18a shows less difference between
the two workflows than previously observed, especially noting that in this case this difference is deemed
insignificant (𝑝 ≈ 0.179). This is in line with the hypothesis in a sense that the difference is less ex-
treme, but it is still invalidated as this difference is not significant. The runtime still aligns with previous
observations as expected, where the proposed workflow definitely requires more time to select samples
than the baseline, as is to be expected.
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Figure 5.19: Distribution of selected samples by both workflows per dimension.

Once again, the distribution of samples is in line with the hypothesis as depicted in Figure 5.19.
Similar to the previous section, Figure 5.19a shows that𝑊 indeed draws samples uniformly random.
Moreover, we do see the difference with 𝑊 ’s distribution in Figure 5.19b, which is indeed biased
towards the aforementioned situations. However, the distribution of 𝑊 ’s 𝑣 dimension also shows
that focus is put on a low following speed, which is interesting.
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(a) Relative Test Fitness. The workflows correspond to the definition in
Equation 5.3 and Equation 5.16.
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(b) Relative Runtime.

Figure 5.20: Relative results compared to per iteration for the Car-Following oracle. Values higher than mean higher
metric values at that point, and therefore lower values mean lower values at that point than ’s values.

When looking at the relative metrics displayed in Figure 5.20, it becomes more apparent that there
is a difference between the current observations and those in Subsection 5.2.1. The relative fitness dis-
played in Figure 5.20a shows that although the proposed workflow does provide a small performance
increase smaller than 10 percent, it is nowhere near the 50 percent performance increase observed with
the polynomial oracle. It also appears that the relative runtime of the workflow is different, converging
to a 20 times increase over the 10 times previously observed. This can be due to the different training
times for the models using this oracle, as can be seen comparing the runtimes of𝑊 in Figure 5.14b
and Figure 5.18b. In the first figure, in final iterations 𝑊 takes roughly 20 seconds, whereas in the
latter it only takes 10. This would mean that the sample generation and further selection overhead has
a bigger factor in the runtime, hence the relative runtime being higher than in Figure 5.16b. This might
also explain the smaller difference in performance, as it might be the case that the car-following concept
is easier to learn than the polynomial concept, hence the lower runtimes. Similar to Subsection 5.2.1,
we once again employ the concept of the aggregate runtime defined in Equation 5.17 with different
labeling times 𝑡 to determine whether it’s worthwhile using the proposed workflow over random sam-



5.2. Performance Comparison 47

0 10000 20000 30000
Aggregate Runtime

1.0

1.5

2.0

2.5

3.0
Te

st
 F

itn
es

s
Wbase

Wnew

(a)

0 10000 20000 30000 40000
Aggregate Runtime

1.0

1.5

2.0

2.5

3.0

Te
st

 F
itn

es
s

Wbase

Wnew

(b)

0 20000 40000 60000 80000
Aggregate Runtime

1.0

1.5

2.0

2.5

3.0

Te
st

 F
itn

es
s

Wbase

Wnew

(c)

Figure 5.21: Aggregated runtime as defined in Equation 5.17 required to achieve a certain fitness, using a different labeling time
in each subfigure for the Car-Following oracle.

pling. The results are displayed in Figure 5.21. Opposed to previous observations it seems that there
is no distinction to be made between the two workflows when the labeling time is either non-existent or
small (0 and 6 respectively), as can be seen in Subfigures 5.21a and 5.21b. However, even with the
minor increase in performance it is still worth to use the proposed workflow when a minute of labeling
time is considered, as can be seen in Figure 5.21c. This is in line with our expectations, as longer
labeling times still make the proposed workflow perform better, although this being less extreme than
the results observed previously.





6
Discussion

The overall goal of this thesis was to create a selection strategy for population-based regression AL.
This strategy had to be performant, efficient, extensible, and generally applicable. The latter two prop-
erties are satisfied by making the strategy modular and using black-box model. Work in pool-based
approaches is leveraged in both generators and prioritizers. Similar to previous work this approach
takes advantage of the maximum minimum distance metric [4, 8, 25–27, 29, 32, 64, 65] and QBC
[4, 25, 63–67], providing both a diversity and informativeness measure to the workflow. For restriction
the BBR specifically uses the conceptual notion of supported sides defined by Backer and Mark Keil
[72]. To determine whether the strategy is performant and efficient, Chapter 5 describes a number
of experiments to determine the performance of different component combinations and its hyperpa-
rameters, as well as compare this performance to a baseline. The results indicate that there is no
performance increase when a larger number of samples is generated or a larger number of committee
members is considered, although the runtime is influenced by the latter hyperparameter. In terms of
generators it the results suggest that using a diversity metric improves the performance significantly.
For restrictors it showed that not using any restrictive behaviour is best for both runtime and fitness and
that no clear difference between the HR and BBR can be found in either of the two categories. When
further investigating the influence of the stopping criteria it showed that a small number of minimum
iterations increases stability in the starting sample selection iterations compared to not having this con-
tinuation criterion. This can best be combined with a lenient maximum fitness difference, as using a
more strict difference decreases performance and increases both runtime and number of iterations.
Comparing the proposed workflow to a random baseline further indicates that the strategy generally
outperforms the baseline. Depending on the problem this difference in performance differs, showing
increases as big as fifty percent in one situation, whereas another situation only shows a five percent
increase in later iterations. This difference is hypothesized to be due to the simplicity of the concept
to learn, where the workflows perform more similar the easier this concept is. Considering that the
proposed strategy takes considerably longer to select a sample than the baseline, the results suggest
that it is best applied the longer the expected labeling time is. In this situation the quicker convergence
in terms of number of labeled samples of the proposed strategy can be fully leveraged.

As the population-based regression problem used in this thesis is not discussed prior in previous
work, this thesis provides initial results of an selection strategy in this problem setting. The oracles
used for the performance evaluation are therefore also novel, as no prior ways of evaluation are de-
scribed in literature. The generalizability of the results therefore is partially influenced and limited by
choice of these oracles. Most notably, the current used oracles are relatively low-dimensional, both
using three dimensions. The results cannot be generalized to situations where many more dimensions
are considered, as this might influence the performance of both baseline and the suggested strategy.
Moreover, in the results the underlying model used is the Gaussian Process Regressor. Similar to the
oracles used, the observed results are therefore not generalizable to the use of other underlying mod-
els. That being said, the strategy does allow for other models to be used in identical fashion without
further complications.

A self-evident direction of further research would therefore be to further research the generalizabil-
ity of the observed results. This can be done by employing higher dimensional oracles, differentiating
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between different types of polynomial functions, or testing the performance using other real-life situ-
ations. The latter can also be done by transforming a real-life dataset to an infinite sample space,
through performing interpolation between the existing labeled samples. This way one does not have
to rely on expressing the situation through a mathematical function and instead the workflow can be
applied in a broader fashion. Similarly further research can also employ different types of models to
also specifically find out whether switching out models preserves the same obtained trends in fitness
in runtime.

The current thesis describes a modular workflow consisting of a generator, prioritizer, restrictor, and
criteria to guide the restriction effort. For each of these components a multitude of different implemen-
tations are discussed. The set of varieties can also be further extended in future work. For generators,
one could look in the direction of space discretization, optionally including a diversity metric. All pool-
based regression solutions which do not have assumptions on the model can be used as a prioritizer,
or the QBC can be implemented using a different informativeness metric than the prediction variance.

When using this thesis’ strategy in practice, one should note that results on hyperparameters provide
limited generalizability. It is therefore key that the user first confirms that similar performance is achieved
on their situation, or a simplified representation thereof. Moreover, the situation should be suitable for
applying a population-based strategy in the first place. As explained previously, this should include a
situation where every point in the sample space can be labeled without ambiguity.



7
Conclusion

In this thesis, a modular approach to population-based AL for regression is presented, which is applied
to a car following situation. Firstly, the problem is defined mathematically, namely to select those sam-
ples such that at each point in time, the fitted set of parameters is as close to optimal as possible. This
is done through the iterative AL procedure, where each iteration a sample is selected from the sample
space, labeled, and then added to the training set. After these groundworks are laid out this thesis
continues with examining the current state-of-the-art research and approaches to population-based
regression. Since no prior research is found that covers both categories without further assumptions,
instead the work is split in works on population-based AL and pool-based AL for regression.

With this basis, this thesis’ modular selection strategy is explained thoroughly. Through this mod-
ularization, future extensions can easily be implemented. This strategy assumes a black-box model
allowing for general applicability. For each sample selection, the strategy gradually concentrates on
an interesting region within the sample space using an iterative process. Within each iteration, three
steps take place. Firstly, the generator generates a set amount of samples from the current region,
whilst possibly including a diversity measure. This thesis implements three variants: one which gen-
erates these samples randomly and two which generate more than the required samples and select
using the minimum distance to samples in the training set. From the latter two, the Maximum Distance
Generator uses this distance in selecting samples above a set approximate distance percentile, while
the Probabilistic Distance Generator uses these distances to derive a probability. The second step is
the prioritization, in which the generated samples are scored and ordered based on an informative-
ness criterion. In this step, previous work on pool-based regression AL is leveraged. For the prioritizer
two varieties are described: random prioritization or Query by Committee. The latter prioritizes the
samples using a group of models, each trained on a subsample of the training set. The prediction
variance is then used to order the samples. Lastly, the current region is restricted, focusing on the
most interesting region based on the prioritizer’s order and scores. The Halfspace restrictor restricts
the current region through splitting it in two and focusing on the split with the highest mean prioritizer
score. Instead the Bounding Box Restrictor bases a big hyperrectangle around different fittest points
and restricts the current region this way. To control the number of focusing iterations, both continuation
and stopping criteria are defined which determine the minimum and maximum effort respectively. This
can be done either through specifying the minimum and maximum iterations explicitly, or specifying a
maximum allowed difference in the prioritizer’s scores required in order to stop further iterations. After
this procedure is stopped, the fittest sample is selected and in turn labeled.

Using a three-dimensional polynomial function as oracle, the combinations of different components
and their hyperparameters is evaluated using a series of experiments. From these results, it followed
that the combination of the Maximum Distance Generator and Query By Committee without any re-
striction effort performs best and provides the best fitness-runtime tradeoff when a small number of
samples are generated and the committee consists of a small number of models. When considering
restriction, similar and more stable results are obtained with a small number of minimum iterations and
a lenient maximum fitness difference.

To test the performance and efficiency of the strategy, it is compared to a baseline that randomly
selects a sample. Using two different oracles, the results show that the proposed strategy is more
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performant in terms of fitness per number of labeled samples, showing increases in performance up to
fifty percent. Moreover, when instead accumulated runtime is considered, it is noted that the proposed
strategy is especially worthwhile when the labeling effort is high and therefore takes a large amount of
time.

Overall it should be noted that this thesis’ selection strategy therefore forms the answer to RQ1, as
it has shown all required properties. Since this thesis lays the groundworks for population-based AL for
regression, the generalizability of its results is restricted to both low-dimensional sample spaces and
the use of Gaussian Process Regressors as a model. Future work can be focused on extending this
generalizability, both through applying the same methodology to other (higher-dimensional) problems
and using different models in the process. This thesis approach can also be further extended by pro-
viding additional varieties to the steps within its workflow, allowing for more custom and well-performing
workflows.
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