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Summary

The large-scale installation of wind energy will provide challenges, such as maintaining a stable grid,
security of supply, and profitability of renewables. The unpredictable nature of wind energy will cause
more imbalances between generation and consumption to occur, consequently increasing the demand
for the balancing energy reserves that ensure the grid’s stability. The intermittent nature of wind energy
necessitates the ability to time-shift energy production from high to low periods of wind energy avail-
ability to retain the security of supply. Furthermore, generators can face imbalance costs due to errors
in wind energy generation forecasts. They are already being confronted with the declining value of
wind energy in energy systems with a high share of renewables. Storage capacity is widely perceived
as a technologically possible solution to alleviate these issues. Additionally, storage capacity can be
a carbon-neutral alternative to the traditional power plants that currently provide the required flexible
generation and balancing energy. However, the lack of economic benefits is the missing link between
the technical benefits and mass implementation of storage capacity.

This study explores whether operating storage, co-located with a utility-scale wind power plant, can
solve these challenges while improving the bottom line for operators. Spot market arbitrage, providing
balancing energy through the automatic frequency restoration reserve, and generator imbalance cost
reduction are identified as possible strategies for operating storage that can add value whilst also alle-
viating the identified issues. Furthermore, this study explores if arguments for co-locating storage with
wind energy to form hybrid wind and storage power plants exist or if the business case for operating
storage is independent of being co-located. Three cases that respectively explore the potential of spot
market arbitrage, providing balancing energy, and a combination of both, are defined. The cases are
evaluated on their ability to generate enough revenue so that the combined wind-storage system be-
comes more profitable than a wind-only system. Additionally, the cases are subjected to a sensitivity
analysis of investment costs, market forecasting errors, and storage degradation costs. Current stor-
age costs of Li-ion technology are used as an example in the cases. Various storage sizes and power
outputs, expressed in 1,4, and 8-hour storage systems, are explored.

In the first case, it was found that an 8-hour battery performs best when undertaking spot market
arbitrage. Still, even with a perfect market forecast and no storage degradation costs, it will need at
least a 65% decrease from current Li-ion storage costs to become profitable. The 8-hour battery out-
performs the higher power batteries because the low volatility of the spot market doesn’t warrant the
higher costs of 1 and 4-hour batteries. In the second case, it was found that providing non-contracted
balancing energy to the grid with a 1-hour battery provides a potential 5-fold increase in profitability
compared to having no co-located storage. However, the sensitivity analysis to storage degradation
costs ultimately makes the case less profitable compared to having no co-located storage. The lower
sensitivity to degradation costs of the 8-hour battery cause it to outperform the 1 and 4-hour batteries.
Providing contracted balancing energy showed less potential than non-contracted balancing energy
before the sensitivity analysis. However, the contracted balancing energy scenario is less sensitive to
storage degradation costs. It was found that a 4-hour battery providing contracted balancing energy
performed best. However, this strategy was ultimately 20% less profitable compared to not operating
co-located storage. In the third case, it was found that combining spot market arbitrage and provid-
ing balancing energy has no significant improvements compared to solely providing balancing energy.
Furthermore, the results of the proposed strategies turned out to be independent of the storage being
co-located. Therefore, no strong arguments for co-locating storage could be made here.

The business case for storage, as put forth in this project, might not exist today. However, strong
clues exist that it will in the future. The predicted drop in costs of storage and the increased volatility in
electricity markets will provide opportunities for the profitable operation of storage systems. When that
time comes WPP operators should also be interested to operate these storage systems to further their
goal of competing with traditional fossil fuel-fired power plants.
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Introduction

Wind energy has a large role in the transition to a world powered by renewable energies. In the Nether-
lands alone, installed offshore wind energy capacity will grow from 1 GW to 11 GW between 2019 and
2030 to provide 40% of all electricity (Rijksoverheid, 2020). However, large-scale installation is just part
of the puzzle. Concurrently, the need for smart control strategies and system design arises to combat
the drawbacks of wind energy as a major energy source. Consequently, combining wind energy with
storage capacity has often been suggested to face the inherent technical challenges that face a Wind
Power Plant (WPP) such as intermittency, grid stability, and security of supply.

The growth of wind energy in the Netherlands exemplifies a larger trend. Grids will face higher pen-
etrations of Renewable Energy Sources (RES) in the future and will have to deal with the concomitant
grid stability issues. Major questions exist on how grid stability can be ensured in grids powered by
100% RESs. These issues can currently still be resolved by traditional large-scale power plants, which
offer the bulk of balancing services to the grid. In line with the energy transition, it can be expected
that these fossil fuel-fired plants will not be around in the future to provide this balancing energy and
safeguard grid stability. The addition of storage capacity to the grid is one possible answer to alleviate
this problem. The expected growth in wind energy capacity makes WPPs an interesting option to be co-
located with this storage capacity. Combining storage with an intermittent WPP to form a Hybrid Wind
and Storage System (HWSS) is not a novel idea. Multiple studies into control strategies for HWSSs
have shown numerous technical benefits, such as aiding grid stability (Choi et al., 2016),(Thorbergsson
et al., 2013).

The Dutch Transmission System Operator (TSO), Tennet, is acutely aware of these grid stability
issues. Utility-scale pilots are being conducted with industry partners that operate aggregated storage
and renewables. The pilot aims at testing their capabilities when it comes to providing balancing en-
ergy. The first results conclude that renewables combined with storage are technically perfectly able to
deliver balancing energy and that the balancing energy market is open to parties operating these types
of hybrid power plants (Tennet, 2021).

The case for storage from a technical standpoint is clear. However, whether adding storage is also
beneficial in an economic sense is still a topic of debate. The lack of economic benefits might be the
missing link between the technical benefits and the mass implementation of storage technology along-
side RES. This study examines possible strategies through which combining storage and RES results
in an economically beneficial outcome.

The growth of RES on the grid is portrayed as the cause of the problem, and storage has been
identified as a possible solution. The question remains where the required storage capacity will come
from. The grid will need storage in the future, but it is not said that this storage capacity necessarily
has to come from the operators of RES. Operators of RES can be part of the solution when operating
co-located storage. Whether they choose to operate storage will partly come down to if co-location is
economically beneficial for them. However, it will also partly come down to a second question. Does

1



1.1. Designing for Profitability 2

co-location of storage alongside RES provide a better business case than stand-alone storage sys-
tems? This study will analyze the cases for a HWSS to analyze if co-location benefits exist or if the
business case for storage is not influenced by co-location.

In the remainder of the introduction, the driving developments and concepts that have been touched
upon above will be discussed in further detail culminating in the definition of the research objectives.
The report is further structured in a background chapter on electricity markets followed by the method-
ology, 3 results sections, and finally, the conclusion and recommendations. Parts of this research have
already been published in a conference paper, (Mehta et al., 2021) attached in the Appendix.

1.1. Designing for Profitability

In 2018, Vattenfall won the first subsidy-free wind farm tender in the Netherlands, thereby marking the
start of offshore wind energy becoming commercially competitive with traditional energy sources (Ri-
jksoverheid, 2019). Vattenfall believes they can make a profit from this wind farm because the costs
have dropped significantly in the past decades. As of 2021, wind energy is on the brink of surpassing
fossil fuels in Levelized Cost of Energy (LCoE), as shown in figure 1.1.
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Figure 1.1: LCOE of various energy sources in Germany as of 2021. (Fraunhofer ISE, 2021)

Predating this development, wind farms were subsidized and designed with the lowest LCoE in
mind. This was the dominant parameter determining tender and subsidy allocation. With subsidies
out of the picture, wind turbine producers and asset owners will shift from winning subsidies based on
LCoE to profitability as the dominant design parameter. Accordingly, commercial entities looking to
invest in subsidy-free offshore wind will be looking for methods to boost their profitability.

IJmuiden &

Wind farm Hollandse Kust Zuid

—— .
- .
4 'Zandvoort

I
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2to 3 milli Ids
18-36 kilometers distance from the coast
Figure 1.2: Location of the first subsidy-free wind farm. Source: Vattenfall

Increasing profitability can be done in many ways. Industry trends show continuous growth in the
size of wind turbines, continuing cost reductions, and market incentives for RES. Future growth of WPP
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goes hand in hand with their ability to continue this development towards becoming cost-competitive
with traditional energy sources.

The intermittent nature of WPP might be one of the biggest inhibitors for this evolution. This is where
co-location of storage can come in. If profitable strategies for co-locating storage can be found, then
not only can the profit be boosted, but it could be done while solving one of the biggest inhibitors for RES.

The fledgling profitability of WPPs, and RES in general, is already being jeopardized by the declining
market value of renewable generation. Energy systems with high RES penetrations have shown de-
clining wholesale energy prices (IEA, 2021). Simultaneously, the price volatility is expected to increase
significantly for these same systems (CE Delft, 2020). The profitable operation of storage systems is
correlated with the volatility of the market that they operate in. Therefore, the expected increases in
price volatility motivate exploring storage technology as a way of increasing the profitability of HWSSs.
The methods through which co-location of storage might provide potential to increase profitability for
WPPs will be introduced in the coming section.

1.2. Co-location of Wind Energy and Storage

In this section, the revenue-generating mechanisms of storage systems are reviewed. In the introduc-
tion, the question was raised whether storage should be co-located or not. Currently, WPPs worldwide
already operate co-located storage but not for the reasons suggested in the introduction. These sys-
tems are mostly operated for safety considerations. On-site storage can keep control of the turbine’s
braking and yaw systems in the event of a grid loss. Furthermore, storage can be operated for black
start and low voltage ride through purposes. Since the main purpose of these systems is for emer-
gencies, they tend to be idle most of the time. This existing storage capacity can be employed for the
mechanisms that will be discussed below.

The main uses of storage can be categorized as either making profits in the energy and ancillary
service market, enabling grid adequacy for grid operators, or providing firm generation levels for RES
developers. These storage services have different sizes, potential values, and market types which will
shortly be discussed to identify interesting applications of a HWSS. The different storage services are
correlated with a type of user, i.e. Transmission System Operator (TSO), storage operators, consumers,
and generators. The discussion will be limited to storage services that are of interest to generators as
this project looks into HWSSs. This section touches upon many topics that are explained further in
chapter 2.

Energy arbitrage or energy time-shift gives the system flexibility to sell power in the day-ahead or
intra-day electricity markets when it is most profitable to do so or to operate off-grid. Large storage
sizes are required, and potential values of co-location are low (Wind Europe, 2017). Work has been
done to prove that adding storage to WPPs can improve their revenue generation capability by 10%
(Das et al., 2019) when operating an arbitrage strategy. Simplified battery models were used and the
settling algorithm was forced to sell all the stored energy within one day. Optimal operation of HWSSs
has been studied and control schemes have been proposed that attempt to lower costs of the hybrid
system (Wang et al., 2018). Studies using NYISO data from 2010-2013 on the revenue potential of a
HWSS have shown that the investment costs of current battery systems were too high to be recouped
through spot arbitrage and capacity market revenues (Jafari et al., 2020).

The potential for Day Ahead Market (DAM) arbitrage depends on the price volatility. Higher price
fluctuations allow storage operators to make higher revenues. The DAM price curve on a representative
day is predominantly influenced by the daily load/demand profile and the generation sources. Peak
loads occur in the morning and evening and drive up the price. This can be seen in figure 1.3. Other
factors influencing the DAM price are weather conditions and the consequent solar and wind energy
generation. The influx of solar power on the grid can push prices down during the day, and during times
of high wind production, DAM prices have been negative in Germany. This is caused by fossil fuel-fired
plants whose costs of shutting down are higher than selling the energy at negative prices. The normal,
load-dominated price cycles repeat daily and hint that performing DAM arbitrage will likely consist of a
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maximum of 1 or 2 discharge cycles per day.

Price

€/MWh Price

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Hours

Figure 1.3: Example of DAM price for the Netherlands, 8-8-2021. Source: EPEX-Spot

Ancillary services are fast-reacting energy reserves that aid the grid in maintaining a stable fre-
quency. Frequency reserves are sold in Frequency Containment Reserve (FCR), Automatic Frequency
Restoration Reserve (aFRR), or Fast Frequency Response (FFR) markets, where each market has a
different purpose and characteristics. At this stage of the project, these markets will be jointly referred
to as 'frequency markets’ for simplicity. Frequency markets require low storage sizes and offer high
potential values of co-location (Wind Europe, 2017).

Per the 1st of September 2020, Tennet has restructured the frequency regulation markets in the
Netherlands. Previously, these ancillary services were privately contracted by Tennet. In the new sys-
tem, the services will be auctioned, with the auction being open for all BSPs (Tennet, 2019). This is
partly driven by the technological advancements of Tennet's mobile communication network (Tennet,
2020). Previously, dedicated leased lines were necessary to provide the data connection between the
BSP and Tennet. In the new system, communication is possible over mobile networks, significantly
lowering the entry barriers for new BSPs. This opens up the market to new and smaller-scale BSPs.
This is part of the effort of Tennet to move towards a decentralized grid. Furthermore, bidding frequen-
cies for balancing energy have been increased from monthly to daily or even hourly depending on the
type of balancing energy. It has been shown that higher bidding frequencies can positively influence
the business case for distributed energy sources providing balancing energy (Poplavskaya & de Vries,
2019).

Adding storage to intermittent RES has the positive technical effect that it can be employed for frequency
regulation for the grid. Control strategies to provide these services to the grid have been suggested
and proven to enhance the system’s stability (Choi et al., 2016),(Thorbergsson et al., 2013). However,
these studies did not look into the effect on revenue or profitability of a HWSS.

The opening of the frequency regulation market by Tennet is interesting for HWSS as it has been shown
that BESS can be profitable in performance-based frequency regulation markets (Xu et al., 2018) even
when taking battery aging costs into account. Whilst this was performed for a battery-only model oper-
ating in the frequency market, it still shows potential for the HWS where the battery is part of a system
that operates in all energy markets with an intermittent RES as it’s source. Layered operation in energy
arbitrage, balancing and frequency markets has been proven to be profitable in the case of a grid-tied
BESS in the UK energy market. (Gundogdu et al., 2019).

The voltage control ancillary service is linked to frequency control, which sells reactive power to the
grid to maintain voltage levels. These ancillary services require only small storage sizes and have a
high value of co-location. Additional ancillary services are the black-start capacity to re-energize the
grid in the event of a black-out. This requires a large storage size and has a medium potential value
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(Wind Europe, 2017).

Grid adequacy storage services for generators are curtailment reduction and imbalance reduction. Stor-
ing electricity when the wind power would have been otherwise curtailed due to overproduction mini-
mizes energy losses and has a high potential value for small storage size (Wind Europe, 2017). Using
storage for imbalance reduction allows the HWSS operator to avoid imbalance penalties that occur
when produced energy deviates from the day-ahead bid due to imperfect wind power forecasting. This,
too, has high potential value for low storage sizes (Wind Europe, 2017). In the future, ramping control
and smoothing of energy output may also emerge as a service. However, currently, no market exists
for these services.

System adequacy for generators pertains to selling future capacity in a capacity market to TSOs to
balance demand and generation. Seasonal storage is also an option, but just as capacity markets, this
requires large storage sizes and has a low-value potential (Wind Europe, 2017).

It is important to note that multiple services can be combined to complement each other. A storage
operator can layer operations across these services by flexibly allocating storage capacity between
these services. Value stacking is what occurs when this layering of services gives rise to additional
revenue generation. Complex optimization strategies have to be developed to combine these services
to result in the highest value-stacking. The economic performance of the HWSS then depends on the
operational control strategy. Among others, the strategy depends on local market design, which dic-
tates the number of markets and their specific characteristics.

The significant revenue addition of arbitrage and the high potential of frequency markets makes
these two interesting candidates for this report. The potential of these mechanisms has been re-
searched in a previous master thesis and was shown to be profitable for a stand-alone storage sys-
tem (Hugenholtz, 2020). Whilst also providing valuable insights, this work contains missing elements
and modelling errors. Therefore, this thesis will attempt to verify these results and build upon them by
including imbalance mitigation from the perspective of a HWSS operator. Imbalance mitigation is the
only service listed above that specifically requires co-location. The other services show low potential
or are not mature yet.

1.3. Objectives

Combining storage with a WPP is an interesting opportunity to further the cause of making WPP cost-
competitive with traditional energy sources. The opening of the frequency market combined with WPPs
becoming revenue-driven are developments that motivate researching new strategies for adding rev-
enue for HWSS operators through co-location of storage. The use of storage in combination with
intermittent RES is an extensively researched field. However, there is a lack of a comprehensive case
study for HWSSs comparing the various storage services, incorporating the layered operation of stor-
age services, and incorporating forecasting errors.

Looking at the developments discussed above, the area of interest for this project starts to take
shape. The combination of these developments points to a need of developing strategies for co-located
storage to maximize profits for HWSS operators in light of new market design. Frequency services have
been discussed as the possible way to achieve this as the value potential for storage in the newly re-
formed frequency markets is high.

In this project, onshore wind in the Netherlands is used as a case study. Whilst the developments
and concepts in the introduction are valid globally; they are particularly clear in the Netherlands. Nev-
ertheless, the goal of this project remains to find universally applicable learnings.

The project aims to explore if strategies exist that will improve the business case of HWSS and the
factors influencing the same. The main objective of this project then becomes:

"To gain insights into optimal control strategies for a hybrid wind and storage power plant bidding in
different energy and ancillary markets, and to quantitatively analyze the economic value of co-locating
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storage for WPP developers.’

Sub-objectives are defined to outline the goals of this project further. The sub-objectives are divided
into objectives that determine which requirements must be met to answer the main objective and ob-
jectives that analyze how the outcome of the main objective is influenced by the system design. The
latter sub-objective pertains to performing sensitivity analyses of system parameters such as forecast-
ing error, storage size, storage type, and wind turbine size.

i) Analyze the economic performance of utility-scale HWSSs by utilizing optimal bidding strategies
and forecasting methods in day-ahead and balancing markets.
i) Analyze the economic performance of utility-scale HWSSs by utilizing optimal bidding strategies
and forecasting methods in ancillary services markets.
iii) Develop bidding strategies that layer HWSS operation in energy and ancillary services markets
and analyze if this leads to value stacking benefits.

iv) Perform a sensitivity analysis of the revenues with respect to the system’s technical parameters
and storage costs.

1.4. Scope

The system researched in this project will initially consist of onshore utility-scale wind farms and battery
storage technologies. If deemed interesting, the scope can be broadened to other storage technolo-
gies. However, alternative storage solutions must adhere to the fast discharge and ramp rate criteria
for operating in ancillary services.

A case study will be developed for the specific market conditions of the Dutch energy and ancillary ser-
vices markets. Additionally, the approximate system sizing and location will resemble current onshore
wind projects in the Netherlands.

It is outside this project’s scope to develop novel weather or market price forecasting methods. The
goal is to implement an existing method for both parameters. The goal of implementing these forecast-
ing methods is to simulate the nonperfect forecasting that operators of real-world HWSS will face.

The HWSS is assumed to be a price-taker. The bids placed by the system are deemed small enough
not to affect the market price. Furthermore, it is assumed that all placed bids are activated.



Electricity Markets

To identify possible approaches for adding value through co-location of storage and wind energy a ba-
sic understanding of the manner in which electricity is traded is needed. The goal of this section is
foremost to describe the electricity markets. In the introduction, strategies and value-adding scenarios
for HWSSs were defined. In this chapter, the detailed working of the markets that allow for these value-
adding scenarios is discussed. Readers that have a background in electricity markets can choose to
only read the last section of this chapter as it contains several assumptions, simplifications and moti-
vations that are relevant for the methodology of this project. The other sections contain background
knowledge and no crucial arguments, motivations or results are made in these sections pertaining to
the research objectives.

Before reviewing the different markets it is relevant to point out that there are differences between
so-called capacity markets and energy markets. In a capacity market, the generator is remunerated
for offering power capacity to the market regardless of whether this capacity is activated. The gener-
ator’s bid in a capacity market consists of the promise that it will have an X amount of power capacity
in MW available during a defined time span. Remuneration is delivered through the capacity price in
€/MW/hour. In an energy market, the generator is remunerated for the energy it has delivered to the
grid. The generator’s bid consists of the promise that it will deliver the bid amount of energy during a
defined time span. Remuneration is delivered through the energy price in € MWh. Alternatively, it is
also possible that an electricity market has a combined capacity and energy remuneration system.

In this chapter, the actors in the markets are discussed, followed by reviews of the DAM, Imbalance
and Frequency markets. Since the geographic focus of this study is primarily on the Netherlands, the
given description of electricity markets is valid for the Dutch Electricity Markets as of September 2021.

2.1. Stakeholders and Actors

The electricity market harbours many actors and stakeholders that all have their roles in maintaining a
stable power supply. The three most relevant actors for this project will be discussed in this section.

The Transmission System Operator (TSO) owns and is responsible for the operation and mainte-
nance of the high voltage grid infrastructure. Alongside maintaining the physical infrastructure the TSO
is responsible for the stability of the grid. Electricity is a peculiar commodity because transport is instan-
taneous and it cannot be stored by the grid. These properties give way to the concept of grid stability.
To retain stability on the grid there must always be a real-time balance between generation and con-
sumption. Failure to do so leads to instability, which in turn can cause failure of the grid. Generally,
grid infrastructure operates with AC power. The physical property associated with stability for AC grids
is the grid frequency. The grid frequency is amongst others determined by the grid voltage. Simplified,
it can be stated that whenever there is more consumption than production the grid frequency will drop
and vice versa. The TSO aims to keep the grid frequency stable at the 50 Hz frequency set for the
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entire synchronous European connected grid. Balancing of generation and consumption on the grid is
facilitated by multiple intertwined electricity markets. These various electricity markets are the topic of
the next sections.

An entity that operates in the electricity market is called a Balance Responsible Party (BRP). A BRP
can be a consumer, generator or both. A BRP must submit its E-program to the TSO. The E-program
contains the scheduled operation of the BRP. The E-program is established by the energy trades that
the BRP has made in the electricity markets. For instance, a generator cannot push energy into the
grid without having first sold that volume of energy to a consumer in a market. The scheduled operation
of the BRP must correlate to the energy trades it has made.

BRPs will often deviate from their E-program due to incorrect weather forecasting, breakdowns
and load spikes amongst others. Whenever this occurs the E-programs of all BRPs are no longer
balanced. To maintain balance on the grid balancing power is needed. Balancing power is provided
by a Balance Service Provider (BSP). BSPs offer balancing capacity to the TSO. The TSO can employ
this capacity whenever the grid is in a state of imbalance. The TSO procures this balancing energy
via auctions or contracts which will be discussed in detail in section 2.4. BSPs must go through a pre-
qualification process before they can offer balancing energy. This ensures that they are able to meet
the demands required by the TSO to provide balancing energy. These demands consists of, amongst
others, a certain ramp rate, response time and the ability to accurately follow set points, for generation
or consumption, provided by the TSO. The interactions between the BRPs, BSPs, and the TSO on the

balancing market is shown in figure 2.1.
€ €
- H

[~
m Responsible for

Balance the system its imbalances

Provide bids

Forward DEVEENED Intraday Balancing Imbalance
market market market market settlement

Figure 2.1: Balancing market sequence in electricity markets (ENTSO-E, 2018)

2.2. Day-Ahead Market

The Day Ahead Market (DAM), also called spot market, is an energy market where generators and
consumers trade energy a day before the delivery period. At 12:00 generators and consumers have to
submit their bids for each period of the day. For the DAM the period is one hour. These bids contain the
amount of energy that the generator/consumer expects to produce/consume and the price at which they
are willing to trade energy. The bids for each period are placed on a bid ladder and cleared based on
the merit order approach. The merit order approach entails that generators are activated in ascending
order based on their marginal cost of energy production. The generation bids and demand line are
plotted against one another and at the point the lines cross the market price is set. Consequently, the
price of the most expensive bid that needs to be activated to fulfil the demand becomes the market
price. Every generator receives the market price for their produced energy, regardless of if they bid
their energy at a lower price. This system has incentives for generators to bid their marginal cost of
energy production. The merit order approach is visualised in figure 2.2
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Merit-order-curve

Renewables Nuclear Coal Gas Peak Units

Electricity supply curve - Market clearing price === Electricity demand curve
Figure 2.2: The merit order curve for the DAM. Source: NextKraftwerke

The DAM auction is organized by EPEX Spot, a company that handles DAM trades for most parts
of northwestern Europe. By participating in the DAM a generator or consumer becomes a Balance
Responsible Party (BRP). The BRP’s accepted bids for the next day are called its E-program. Every
BRP is committed to their submitted E-program on the day of delivery. If every BRP delivers on their
E-program then there is a balance between supply and demand. Deviations from the E-program are
settled in the imbalance market.

2.3. Imbalance Market

In the previous section the E-program was introduced. An E-program contains the BRP’s production
or consumption schedule for the coming day. Since the bids for the DAM need to be submitted one day
ahead, BRPs make a prediction of how much energy they will produce/consume the next day. Errors in
these predictions lead to deviations from the BRP’s E-program. Whenever this happens the BRP is in
a state of imbalance as it is not upholding its e-program. These deviations lead to imbalances between
supply and demand in the DAM. To keep the grid in balance these imbalances need to be resolved.
When a grid-wide imbalance occurs the TSO activates balancing energy. This balancing energy can be
in the form of up-regulation or down-regulation depending on whether there is, respectively, a shortage
or surplus of energy on the grid. The balancing energy is provided by the BSPs that are activated by the
TSO. The TSO passes on the cost of the balancing energy onto the BRP that is causing the imbalance.
Whenever a BRP is in imbalance the imbalance volume is measured at the BRP’s grid connection.
The imbalance volume is settled between the BRP and the TSO according to the imbalance price. The
direction of payment depends on the imbalance price, whether the BRP is a surplus or shortage and
on the regulation state of the grid. A detailed overview of this can be seen in figure 2.3.
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Figure 2.3: The direction of payment for Imbalance Scenarios. Source: Tennet

The regulation state of the grid is a parameter that portrays whether the grid is a surplus, shortage
or both during an ISP. Tennet defines four numbered regulation states, 1, -1, 0 and 2. Regulation
state 1 means that during the ISP only up-regulation has been activated. Regulation state -1 means
that during the ISP only down-regulation was activated. Regulation state 0 means that any imbalance
on the national grid was solved through international interconnectors and no balancing energy was
activated in the Netherlands. Regulation state 2 means that both up and down-regulation capacity has
been activated during the ISP. The imbalance price during regulation state 2 depends on what the mid-
price in the merit order was. The mid-price is the average of the price of the highest down-regulation
bid and the lowest up-regulation bid. These bids are placed by the BSPs. The working of this bidding
process and how the imbalance price comes about is explained in the next section.

In general, a BRP is rewarded if it is helping the grid remain stable and is punished whenever it is
worsening the grid’s stability. For instance, if the grid is in a surplus then the imbalance prices tend
to be low. If simultaneously, the BRP is in a shortage, it will need to buy this shortage volume on the
imbalance market but due to the low price levels this won'’t cost them too much. The BRP is helping
solve the surplus on the grid by being in a shortage compared to its placed bid. Alternatively, if theiris a
shortage on the grid, the imbalance price tends to be high. If simultaneously, the BRP is in a surplus it
will receive this higher imbalance price for the surplus volume. The BRP is helping relieve the shortage
on the grid by producing more than it had bid. Therefore, being in imbalance with its placed bid is
not necessarily bad for the BRP. A BRP that operates co-located storage has controllable flexibility to
add or subtract for its DAM bid. By doing this, the BRP provides a form of frequency support, thereby
limiting the amount of balancing energy that needs to be provided by BSPs.
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2.4. Ancillary Services

Ancillary services is a term that encompasses multiple services that can be offered to the grid. For the
purpose of this study, the term will be used as a synonym of frequency support. Frequency support is
a term used to describe the ways in which balancing energy is activated to retain a stable frequency
on the grid.

The balancing energy activated by the TSO to maintain the balance on the grid is provided by
BSPs. This balancing energy is subdivided into four types that can be differentiated by their respective
response times and bid sizes. Figure 2.4 graphically shows the different types of balancing energy.
Whenever there is an imbalance between generation and consumption on the grid, the frequency de-
viates from the 50 Hz norm. In the case of Figure 2.4 the frequency drops at t0. The first type of
balancing energy to be activated by the TSO is the Frequency Containment Reserve (FCR). These are
fast-reacting energy reserves that are automatically controlled by the TSO to stabilize the dropping fre-
quency. The systems providing the energy reserves need to be able to ramp to 100% of their capacity
within 30 seconds following the activation command. If the frequency deviation is not resolved within
30 seconds by activation of the FCR alone, then the next type of balancing energy is activated. The
Automatic Frequency Restoration Reserve (aFRR) consists of energy reserves that can be automati-
cally controlled by the TSO and that can ramp to 100% of their capacity within 5 minutes following the
activation command. The aFRR has a larger volume and will attempt to restore the frequency to the ref-
erence value. If the imbalance persists, the Manual Frequency Restoration Reserve (mFRR) replaces
the aFRR and is expected to have a full activation time of 15 minutes. mFRR cannot be controlled au-
tomatically but has to be manually activated. Tennet contracts 1 GW of up-regulation and 760 MW of
down regulation mFRR capacity. The activation of these three balancing products happens constantly
and is part of the day to day operation of a stable grid. However, imbalances caused by unexpected
outages of larger power plants can be so severe that balancing energy is needed on time frames longer
than 30 minutes. For these situations, the TSO employs the Restoration Reserve (RR). These are of-
ten old power plants that have been mothballed, or kept on standby, for this purpose instead of being
demolished.

R
Automatic activation

mFRR
* Semi-automatic
Max 30 s

or manual activation
* Max 15 min

mI

Frequency
(50 Hz) |

Total balancing energy (idealized)

Balancing
energy

, 4+30s =+ 5 min t,+ 15 min = t;+ 45 min Time

Sync.area Unbalanced TSO

Figure 2. Balancing market processes for frequency restoration

Figure 2.4: Activation order of the various types of balancing energy(ENTSO-E, 2018)

FCR is procured by the TSO in an auction. This auction is organised daily, together with other
TSOs in the European Network of Transmission System Operators for Electricity (ENTSOE-E). FCR
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is a capacity market and the TSOs in the ENTSO-E are obligated to contract a certain amount of FCR
depending on their partial production in the ENTSO-E. This amount is based on a reference incident
of a 3000 MW shortage or surplus. The Dutch grid accounts for around 4% of energy production in
the ENTSO-E. Therefore, for its Dutch operation, Tennet has to contract 4% of the reference incident
which comes down to approximately 115 MW of FCR capacity. At least 30% of this contracted capacity
must be located within The Netherlands. FCR is offered in a resolution of 4-hour blocks.

The aFRR is procured by the TSO in a daily auction and has a resolution of one ISP, i.e. 15
minutes.The aFRR market is a combined capacity and energy market. The TSO is obligated to contract
a minimum amount of aFRR capacity for each ISP. This amount is based on deterministic, stochastic
and probabilistic analyses and is approximately 300 MW in The Netherlands. The contracted BSP
offering the aFRR must be located in The Netherlands.

The aFRR market is split in a capacity auction and an energy auction. The capacity auction is
held at 12:00, one day ahead of delivery. The capacity contracts are asymmetric. This entails that
up and down-regulation capacity are contracted separately. For instance, a BSP can offer 4 MW of
up-regulation capacity but only 1 MW of down-regulation capacity. BSPs that are awarded a capacity
contract have an obligation to bid at least the amount of the contracted capacity in the aFRR energy
auction for each ISP in the one day contract length. Essentially, contracted aFRR means that the TSO
buys an obligation to bid capacity in the aFRR market from the BSP

Instead of contracted aFRR, BSPs can also choose to provide non-contracted, also called "free
bid”, aFRR. Free bid aFRR allows BSPs to offer capacity for only a certain number of specific ISPs in
a day. This is in contrast to the bidding obligation that contracted BSPs have for each ISP. Free bid
aFRR suppliers can also change their offered capacity size up till half an hour before the delivery ISP
whereas contracted bid aFRR suppliers are bound to their contract.

The aFRR energy auction works on the merit order method. For each ISP, the BSPs submit their
energy price for their offered capacity. So a bid for an ISP contains the capacity size, for instance 1
MW, and the energy price in €/ MWh. For each ISP, the bids are placed on a bid ladder, ordered from
cheap to expensive, based on their energy price. No differentiation is made between contracted and
free bids on the bid ladder. When an imbalance occurs, the bids that are cheapest to activate for are
activated first by the TSO. The most expensive bid that has been activated during the ISP determines
the imbalance price. All BSPs who’s bids have been activated receive, or pay, this imbalance price,
regardless of what the energy price was for their own bid. For up-regulation bids, the cheapest price is
the lowest price. For down-regulation bids, the cheapest price is the highest bid price. An example of
a bid ladder for an ISP is shown Figure 2.5.
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Figure 2.5: The merit order curve for the imbalance price. Source: Tennet
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The purpose of the differentiation between contracted and free bids stems from the TSO. The TSO is
required to have a minimum amount of balancing capacity in reserve. Therefore, this minimum amount
is contracted day ahead to ensure that there is enough balancing energy available. Contracted bids
offer this security. Alternatively, free bid aFRR offers more competition in the energy prices on the bid
ladder which brings the costs of the balancing energy down. BSPs that are willing to offer contracted
capacity are rewarded with a capacity remuneration alongside their energy revenues whilst free bid
aFRR suppliers only take part in the energy revenues.

The mFRR is procured by the TSO via contracts instead of auctions. Because mFRR’s main use is
emergency backup the minimum bid size is 20MW. Suppliers of mFRR receive a fixed energy price of
200 €/MWh above the spot price for activated up-regulation and 100 €/ MWh below the spot price for
activated down-regulation. The role of Replacement Reserve shown in figure 2.4 is also covered by
the mFRR in The Netherlands.

2.5. Assumptions and Simplifications
A simplified version of the Dutch electricity markets has been presented in this chapter. In this section,
the simplifications and assumptions that have been made will be listed and shortly discussed.

Several electricity markets have been left out of the consideration for this project. Bi-lateral and
over-the-counter energy trading are forms of energy trading where two parties enter into an agreement
to trade energy outside of the power exchanges. This form of energy trading mostly occurs for risk
management or project financing purposes. Since these trades are not part of an open bidding auction
they are not considered in this study.

Intra-day trading is an electricity market that allows generators and consumers to trade energy on
the same day as the delivery. The intra-day market allows for continuous energy trading up to half
an hour before delivery. Generators and consumers can use intra-day trading to compensate for un-
foreseen changes in power production or consumption. For instance, if a WPP operator unexpectedly
loses production due to a broken turbine they can buy the missing energy in the intra-day market to
minimize the deviation from their submitted E-program that would otherwise have occurred. Intra-day
trading is an interesting option for storage operators to explore in future research. The continuous trad-
ing nature of the intra-day made it complicated to include this market in the modelling of this project
and was therefore left out of scope.

Balancing energy or frequency support can be provided through FCR, aFRR, and mFRR. In this
project, only aFRR is explored. Exploratory talks about the subject of this project with Tennet and
Vattenfall have provided the insight that the FCR market is currently overly saturated. This can be
explained by the relatively small size of the market. Additionally, these talks pointed out that the FCR
market is already being serviced by carbon-neutral sources whereas providers of aFRR are more often
fossil-fuel orientated. Therefore, these industry players had more interest in the subject of providing
aFRR with a HWSS due to the larger market size and possibilities of gaining carbon emission reduc-
tions. Furthermore, because the FCR market is a capacity market, the actually activated amounts of
energy are not published. Modelling of the activation of FCR would require frequency data and the so
called "droop curve” that Tennet uses to activate FCR. This data is not available on the ENTSOE-E
transparency platform or on Tennet’s own data services. The minimum bid size of 20 MW for mFRR
as well as the requirement to have the capacity available the entire day makes the mFRR out of reach
of current storage size projects. Due to the large size, low reaction times, and infrequent activation of
MFRR, Tennet expects this service to be provided by hydrogen fuel cells in the future.

The aFRR market currently has a minimum bid resolution of 1 MW. In this project this restriction is not
included for simplicity. The placed aFRR bids are assumed to always be activated when the regulation
state matches the bid direction. The considerations that BSPs employ to optimize their aFRR energy
bid price are out of scope for this project. The modelled system is assumed to be a price taker in both
the aFRR and DAM markets.



Methodology

In this section, the methodology to achieve the research objectives is discussed. Ideally, a full-size test
setup should be built and operated over many years to gather data and achieve the stated objectives.
Of course, this lies far outside the available resources for a simple master thesis project. Therefore,
this research is restrained to computer simulations, the setup of which will be discussed in this section.

To illustrate the interest the energy sector has in this type of powerplant, it is noteworthy to mention
that as of 2020 there is a utility-scale pilot hybrid power plant active in the Netherlands, the Haringvliet
Hybrid Powerplant, owned and operated by Vattenfall and seen in figure 3.1. Here Vattenfall has in-
vested into experimentally researching the possible benefits that hybrid power plants may hold, includ-
ing operational strategies for optimal operation of battery storage alongside RES.

In the following sections an overview of the general system, model and forecasting method will be
given, followed by an overview of the case definitions and their case-specific changes to the model.

Figure 3.1: Aerial Photo of the Haringvliet site. Source: Vattenfall

3.1. Modelling Setup

The modelling setup is an expansion of the setup used in a preliminary study (Mehta et al., 2021)(See
Appendix A). Factors such as system assumptions, data sources and general model overview are
unchanged from the preliminary study. Therefore several figures and tables in this section stem directly
from this preliminary study.

14
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3.1.1. Model Overview

The modelling in this study can be roughly separated into two parts, a bidding and a control part. The
bidding part is an optimization scheme that aims to maximize revenue by placing bids in an electricity
market. The subsequent flows of energy are handled by the controller part based on the placed bids and
current market prices, regulation states and wind energy production. The bidding block is activated only
in timesteps when bids must be submitted whereas the controller is active in real-time. The modelling
setup works in discrete timesteps. The timestep of all simulations is set to one ISP or 15 minutes. An
overview of the general modelling setup is shown in figure 3.2. The bidding block takes wind forecasts,
market forecasts and the State of Charge (SOC) of the storage system as input values to determine
the optimal bids. If the model is active in multiple markets, multiple bidding blocks will be active. This
will be illustrated in section 3.1.3. The controller determines the flows of energy and takes the placed
bids, current market and current SOC as inputs. The controller decides whether bids placed by the
optimizer are fulfilled and sends this information back to the markets to calculate the resulting revenue.
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Figure 3.2: Model overview (Mehta et al., 2021)

The bidding blocks will optimize for revenue. However, the cases will not be compared against
one another on their revenue alone. Similar to the preliminary study, the figure chosen in this study to
evaluate the economic feasibility of a particular configuration is the Internal Rate of Return (IRR). This
is the rate at which the Net Present Value (NPV) of a project is zero, as shown in equation (3.1), where
Cf, represents the cash flows over the years and C, represents the initial investment. The lifetime of
the WPP was assumed to be 20 years. Reliable data sets are hard to come by for a 20 year period.
Therefore, the model will be based on data from 2019. The model will produce the revenue at the end
of the year based on this data. The cash flow used in the IRR calculation is assumed to be the same
for every year in the project life time and is based on the outcome of the model for the year 2019.

o:NPV:zN:L—CO (3.1)
s (1+1IRR)"

The IRR values for different wind-storage configurations have been normalized with the wind-only
case. In this case, an IRR lower than 1 does not mean the business case has a negative value or isn’t
profitable. It simply means that the case is not as profitable as the wind-only case. Thus, by comparing
the IRR values of different cases, the better performing case can be identified.
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3.1.2. System Overview

In this section, the sizing of the system, as well as the used data sources, are discussed. All data
sources used are temporally correlated and are for the year 2019. The objective of this studywas to
investigate utility-scale HWSSs. The sizing of the WPP is given in table 3.1. The assumptions are
based on the Siemens Gamesa G128-5 turbine.

Table 3.1: Assumptions related to wind energy generation

System assumptions

Turbine P,.4teq 5 MW
Turbine D,.ot0r 128 m

Wind Turbines 6
Total installation costs $1870/kW
Operation and Maintenance Costs  $55/kW/year
Lifetime 20 years

Wind forecasts, as well as actual wind production, are based on the open-source data platform of the
European Network of Transmission System Operators for Electricity (ENTSO-E). The error as a function
of the installed capacity is shown in figure 3.3. The wind forecast or wind production is converted to
power production through equation (3.2). The Power coefficient (C},) and drivetrain efficiency (nq:) are
also based on the Siemens Gamesa G128-5 turbine.

P(U) =0.5- Cp(v) P Arotor : U3 s Ndt (32)
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Figure 3.3: Offshore wind forecast error. (Mehta et al., 2021)

The model will be indifferent to the storage technology and only needs a ramp rate, size and price as
input parameters for the storage system. While the focus of the study is not on researching the potential
of one specific storage technology an example technology is still needed for the case definitions. Li-
ion battery storage is used as an example technology in the cases investigated in this study. The
assumptions for this technology are shown in table 3.2. The battery costs are based on the International
Energy Agency’s cost estimate for Li-lon batteries as of 2017 (IEA, 2019). The storage system is
characterised by the maximum volume of energy it can contain and its power output. The power output
is expressed in the number of hours the battery takes to fully charge or discharge. For example, if
the maximum stored energy volume is 10MWh, then the 1-hour variant has a maximum power output
of 10 MW, the 4-hour variant has a maximum power output of 2.5 MW, and the 8-hour variant has a
maximum power output of 1.25 MW.
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Table 3.2: Assumptions related to storage

Storage assumptions

Storage type Li-ion

Duration 1,4 & 8 hour battery

Energy costs $ 165/kWh

Power costs $ 125-365/kWh (duration dependent)
Round-trip efficiency 90 %

SOC limits 0.3-1

3.1.3. Optimization Setup
In the previous section, the general working of the model was discussed. In this section, the optimiza-
tion operations shown in figure 3.2 by the green blocks will be discussed in further detail.

All simulations are executed in MATLAB ® and the defined optimization problems are solved with the
MATLAB ® linear programming solver. The more computationally expensive simulations are executed
using parallel processing techniques. The exact definition of the optimization problems differs per case
and the case-specific conditions are shown in section 3.2. All optimization problems are subject to
various general constraints that mostly pertain to the battery operation. These constraints are shown
in equation (3.3). Here Ecparge(t) and Egischarge(t) is the energy charged and discharged to and from
the storage system. F;,;; represents the total energy volume of the storage system. The (dis)charged
amount of energy cannot exceed the ramp rate. The third equation constrains the storage system to
either discharge or charge within an ISP. In the final equation, the SOC limits are set.

Echarge(t) < Ramp Rate
Edischargs (t) < Ramp Rate
Echarge (t) * Edischarge(t) =0

E’Laret _Eisczaret
SOC(t +1) = SOC(t) + = 9()E sischorge 1)
batt

(3.3)

0.3 < SOC(t) < 1

The objective functions of the optimization problems are set to maximize revenue. Decision vari-
ables are the bids placed in each market per ISP and the operation of the switch that controls if the wind
energy flows directly to the grid or is stored. Two approaches to execute the optimization problems are
used depending on the case or scenario. In scenarios that bid in a single market and operate under the
assumption of perfect forecasts, the optimization can be executed for the whole year at once. This is
possible because the perfect forecast assumption ensures that what the optimization block thinks will
happen is exactly the same as what will happen in reality. As a consequence, the real-time controller
block can execute the placed bids perfectly without having to intervene in the planned system operation.

In scenarios that operate with an imperfect forecast or in scenarios that operate in two or more mar-
kets, the optimization cannot be run for the entire year at once. The cause and solution of this issue
will be discussed based on two examples. Scenarios that operate in two markets face the issue that
the execution of the bidding block for the second market changes the SOC trajectory that is expected
by the bidding block of the first market and, consequently, this changes the SOC at the start of the new
bidding period of the first market. For instance, the DAM arbitrage bidding block is executed first for
day D. Activation of the bids placed by this bidding block throughout the day will determine the SOC
value at the end of the day. Let’'s assume that the bidding block finds the expected SOC at the end of
the day to be 0.5. Subsequently, the aFRR bidding block is executed and the ensuing activated aFRR
bids combined with the DAM bids alter the SOC at the end of the day to 0.6. Then the DAM arbitrage
optimizer for D+1 should use 0.6 as the starting value for the SOC and not the 0.5 it had expected itself.
Therefore, the optimizations cannot be executed for the entire year at once but must be executed one
after the other for each day of the year. This example is visualised by the flowchart in figure 3.4.
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Figure 3.4: Flowchart of model execution when combining DAM arbitrage and free-bid aFRR

Scenarios that operate with imperfect market forecasts face a similar problem. The SOC that was
expected by the bidding block is not the SOC that will occur at the end of the period. In this example,
this is not caused by the bids from a second market altering the SOC but rather by errors in the market
forecast. The bidding block places the bids for the upcoming period based on the forecast of what it
thinks will happen in the market and grid regulation states. Then in real-time the controller takes the
placed bids and compares them to the actual market and grid states to determine the flows of energy.
The controller cannot exactly fulfil all the bids as placed by the bidding block due to market and regu-
lation state forecast errors. The intervention by the real-time controller causes the SOC at the end of
the period to differ from the SOC that the bidding block expected. Therefore the bidding block must
be executed again before the start of a new period with the actual achieved SOC value at the end of
the previous period serving as the starting value of the new period. In short, the bidding block requires
updated starting variables before being executed again.

The above will be referred to as the forecast horizon approach. This name stems from the fact that
the bidding block will only optimize the bids up to a certain simulation length. Executing the bidding
block with a simulation length of one year, or the remainder of the year, at the start of each new bidding
period is computationally expensive and the market and weather data inputs are impossible to forecast
with any degree of accuracy for the entire year. Therefore, the bidding block is executed with a forecast
horizon. The length of the forecast horizon depends on the market.

Figure 3.5 shows a visualization of the forecast horizon approach for contracted and free-bid aFRR.
For the contracted bid case the forecast horizon is set to 2.5 days. The bids for day D+1 have to be
placed at 12:00 on day D, 12 hours before the delivery of the first bids. The bidding block for day D+1
is executed in timestep 48 in the simulation which corresponds to this deadline. The optimization or
simulation length of the bidding block, therefore, stretches from timestep 48 up to timestep 288. In
the first 48 timesteps of the optimization, the bids from the previously executed bidding block are still
active which cannot be altered. For timestep 96 up till 288, the new bids are optimized. However, only
the bids from timestep 96 to 192 are actually sent to the controller. Bids from timestep 193 to 288
are discarded. These last 96 timesteps are still simulated so that when optimizing the bids placed for
D+1 the bidding block also takes into account what will happen on D+2. This will lead to better results.
For example, if the bids were only optimized for D+1 then the optimizer will likely discharge the battery
during the final timesteps of the day to squeeze out the last potential revenues during the simulation
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length. However, if the market price on D+2 just after midnight is much higher than at D+1 just before
midnight then this is not an optimal outcome. Instead, the battery should have not discharged at the
end of D+1 but saved the stored energy up until the higher prices at the start of D+2. Using a simu-
lation length, or forecast horizon, that is longer than the bidding period allows these bidding blocks to
make more optimal decisions. Figure 3.5 also shows the forecast horizon for free-bid aFRR where the
bidding block is executed every ISP for the ISP + 2 with a forecast horizon of 12 hours.

Contracted aFRR

Day D D+1 D+2 D+3 D+3 D+4
Time 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00 00:00 12:00
Timestep t=1 t=48 t=96 t=144 | t=192 t=240 t =288 t=336 t=384 t=432 | t=480 t=528

Optimization D

Optimization D +1
Optimization D +2
Optimization D +3

Free Bid aFRR

Day D
Time 00:00 00:15 00:30 00:45 01:00 01:15 01:30 01:45 02:00 02:15 02:30 02:45
Timestep t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12

Optimization t

Optimization t +1
Optimization t +2
Optimization t +3

Copied from previous optimization
Simulated and Placed Bids
Simulated and Discarded Bids

Figure 3.5: Visualization of forecast horizon approach for contracted and free bid aFRR

3.2. Case Descriptions

In the introduction, the objective for this studywas defined. To achieve these objectives three cases
have been defined. These cases will be introduced in this section. Within one case, multiple scenarios
can exist. The first case is set up to explore DAM arbitrage. In the first scenario of this case, the
assumption is made that the model has perfect forecasting capabilities for both wind production and
market prices. Consequently, during this assumption, there is no activity on the imbalance market as
the BRP makes a perfect prediction day ahead. For the second scenario of this case, the assumption of
perfect knowledge of wind production is let go and replaced with an imperfect forecast. This introduces
the imbalance market into the model as now the BRP will make an imperfect prediction day-ahead
leading to deviations between scheduled production and actual production for which it will have to
compensate for in the imbalance market. These deviations from the schedule are called the Imbalance
Volume. The model retains a perfect market price forecasting capability. The effect of errors in the
market forecast is part of the sensitivity analyses.

The second case is set up to explore providing frequency support in the form of aFRR to the grid.
The balancing energy will be provided by the storage system while the WPP bids the forecasted pro-
duction in the DAM. This case is divided into four scenarios. aFRR can be sold by the system through
contracted bids or free bids. For both aFRR approaches, a scenario with and without imbalance vol-
umes is simulated.

The third case will explore strategies to combine DAM arbitrage and providing frequency support.
This case consists of three scenarios that are differentiated by the order in which the different markets
are prioritized by the bidding block. The following sections provide an overview of the defined cases
and their constraints.

3.2.1. Day Ahead Market Arbitrage

The first case that will be introduced uses the battery for energy arbitrage in the DAM. This case corre-
sponds with the first sub-objective as defined in section 1.3. Within this case, two scenarios are defined.
In the first scenario, the assumption is made that the BRP places perfectly forecasted bids in the DAM.
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Consequently, there are no imbalances that have to be settled in the imbalance market. In Figure 3.6
this scenario is schematically shown. It is shown that the wind power can either flow directly to the
DAM to fulfil a placed bid or to the battery to be stored. Energy stored in the battery is traded in the
DAM and can flow alongside the wind turbine energy. The real-time controller doesn’t intervene in this
scenario because there is no imbalance. This scenario can be interpreted as the maximum upper limit
of the potential that DAM arbitrage holds. This scenario has a perfect forecast, therefore to speed up
the run time of the simulation the optimization is run for the entire simulation length instead of using the
forecast horizon approach.

—> DAM Imbalance Market Ancillary Services

T —T4]

Figure 3.6: DAM arbitrage scenario

The objective function for this scenario is shown in (3.4) and the additional constraints are given by
(3.5). Here Ewpp sei(t), Ewpp store(t),EBESs buy(t) and Epgss seu(t) are the optimization variables
and respectively pertain to the wind energy sold directly, the wind energy stored, the energy charged
from the grid and the storage system contribution to the DAM bid. Ewpp sci(t) and Ewpp siore(t)
are coupled as the sum of these optimization variables must be equal to the total turbine production
Ewpp(t). Ewpp(t) and Ppap(t) are the known wind production and DAM price and 7 is one-way
efficiency of the storage system.

t=simlength

f(E)= Z Ppam(t) x (Ewpp seu(t) + Eppss sei(t) — EBEss vuy(t)) (3.4)
t=1
max  f(E)

st. Ewpp(t) = Ewpp sei(t) + Ewpp store(t)
Echa’rge(t) =n* (EWPP sto’re(t) + EBESS buy (t))

Eppss seult
Edischarge(t) = nsc()

In the second scenario, the assumption of no imbalance volume is abondoned and the BRP places
bids based on an imperfect forecast of the turbine’s production. Consequently, this leads to imbalances
that need to be settled in the imbalance market. The battery is used in two ways in this scenario. Energy
from the wind turbine can be stored in the battery and used for arbitrage in the DAM and, alternatively,
energy can flow in and out of the battery to reduce the imbalance volume. In this scenario, the controller
can intervene to mitigate imbalance where possible.

(3.5)
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Figure 3.7: DAM arbitrage and imbalance reduction scenario

In this scenario, the DAM arbitrage optimization described in the paragraph above is executed first
with Eyw pp(t) being the forecasted produced wind energy instead of the actually produced wind energy.
The controller that attempts to mitigate the imbalance has a perfect forecast of future system imbalance
volumes and imbalance prices. The mitigation effort by the controller is given by the optimization setup
with objective function (3.6) and additional constraints (3.7). Eggss seu(t) and Ewpp store(t) are the
decision variables that respectively pertain to the discharging and charging operation of the battery.
Here Ewpp(t) is the actually produced wind energy. Epanr via(t) is the bid that was placed by the
DAM arbitrage optimizer based on the imperfect wind forecast. E;,paiance(t) is the imbalance volume
that will be settled in the imbalance market. E;,,paiance(t) is also the only variable that can be negative.
All other variables are constrained to be positive numbers. In this scenario, the system is not allowed
to trade more energy in the imbalance market than its own current imbalance volume which is given by
the forecast error in the wind production. Therefore, E;,paiance(t) is constrained to be smaller than the
wind production forecast error.

t=simlength

f(E) = Z Pimbalance (t) * Eimbalance (t)) (36)

t=1

max f(E)

s.t. Eimbalance (t) = EWPP(t) + EBESS' sell(t) - EWPP store (t) - EDAM bid(t)
||Ei7nbalance (t)H S HEWPP FC deltaH (37)
Echarge (t) =1n* EWPP store (t)

Epgss seu(t
Edischarge(t) = ’rlse()

3.2.2. Ancillary Services

In the second case, the battery is used to provide ancillary services to the grid. This case corresponds
to the second sub-objective defined in section 1.3. Consistent with case 1, two scenarios are defined.
In the first scenario, no imbalance volume is assumed. Power from the wind turbine flows either di-
rectly to the DAM or to the battery. Energy in the battery is used to place balancing energy bids in the
ancillary services market. In contrast to the first case, the battery cannot store energy to be used for
DAM arbitrage.

Providing aFRR can be done either through contracted bids or through free bids. In the case of a
contracted bid, the bid is placed and the bid size has to be the same for every ISP off the day.
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Figure 3.8: DAM and Ancillary services scenario

The optimization setup for the contracted bid scenario is given by objective equation (3.8) and
additional constraints of equation (3.9). E,rrr up and E,rrr down are the activated aFRR volumes.
Regaown and Reg,, are binary variables that are equal to one when the regulation state is down or
up respectively and are 0 when otherwise. Cap,, and Capsown are the optimization variables that
contain the bid size, or capacity, in both directions for each day of the year D. The Cap,, * Regyp
term governs the activation of the bids and the corresponding energy flow from the storage system,
E.rrr up- For instance, upregulation bids are placed for every ISP in the day but are only activated
when the regulation state in an ISP is indeed up, which is given by Reg,, = 1.

t=simlength

f(E) = Z P(LFRR up(t) * EaFRR up(t) - PaFRR down (t) * EaFRR down (38)
t=1

max f(E)

st. for D[1 — 365]
EorRrRdown(t =D %96 — D % 96 + 95) = Capgown (D) * Regaown(t = D 95 — D % 96 + 95)
Eorrrup(t =D %96 — D %96 + 95) = Capyp(D) * Regyp(t = D %96 — D % 96 + 95)
Echarge(t) = 1% EarRR down (1)

EorRrR up(t)

Eiischarge(t) =
rscharge "7

(3.9)

The optimization setup for the free bid aFRR is given by the objective equation 3.10 and additional

constraints in equation 3.11. The optimizer can choose in which ISPs it wants to place bids instead of

having to place bids for every ISP. Furthermore, the size of the bid can vary for every ISP. The first

two additional constraints limit the optimizer to only place bids in the ISPs for which the corresponding

regulation state will occur. In other words, due to the perfect forecast of regulation states, all placed
bids will be activated.

t=simlength

f(E)= Z PorrR up(t) * EorRR up(t) — PaFRR down(t) ¥ EqrRR down (t) (3.10)
=1
max f(E)
s.t.

Zf : Regup(t) =0— EaFRR up(t) =0
Zf : Regdown (t) =0— EaFRR down (t) =0
Echarge (t) =Tmn* E.rRR down(t)

(3.11)

EorRR up(t)

Eiischarge(t) =
1S8C, La?”g(’ 77
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In the second scenario, the assumption of no imbalance volume is abandoned and the BRP places
bids based on an imperfect forecast of the wind turbines production. Consequently, this leads to imbal-
ances that need to be settled in the imbalance market. The battery is used in two different ways in this
scenario. Energy from the wind turbine can be stored in the battery to be used for placing balancing
bids in the ancillary services market or, alternatively, the energy in the battery can be used to reduce
the imbalance volume.

> DAM Imbalance Market <€—————> Ancillary Services

I!\

Figure 3.9: DAM, Imbalance and Ancillary Services scenario

The aFRR bidding is prioritized above the imbalance mitigation effort. Therefore, the aFRR optimiz-
ers described above are executed first giving the E,rrr p(t) and E.rrr down(t) Values. The action
from the imbalance optimizer is not allowed to disturb the placed aFRR bids. Therefore, E,rrr up(t)
and E,rrr down(t) are given variables in the optimization setup for the imbalance mitigation given by
objective equation (3.12) and additional constraints (3.13).

t=simlength

f(E) - Z Pimbalance (t) * Eimbalance (t)) (312)

t=1

max f(E)

s.t. Eimbalance (t) = EWPP FC delta (t) + EImbalance sell(t) - EImbalance charge (t)

Ermbatance seit(t) < [Ewpp ro deita(t)||
(3.13)

Elmbalance charge (t) < ||EWPP FC delta (t)H
Echarge (t) =nx (Elmbalance charge (t) + EaFRR down (t))

E . t)+ E up(t
Edisc}mrge(t) _ I'mbalance 86”(73 + EoFRR up( )

3.2.3. Stacked Operation

In the third case, the battery has the ability to simultaneously use stored energy from the wind turbine
for arbitrage in the DAM and to place balancing energy bids in the ancillary services market. This case
corresponds to the third sub-objective in section 1.3. For this case to work, the different markets need
to be prioritized by optimization order. Optimization order determines which mechanism gets stacked
on top of the other. In other words, if DAM arbitrage is prioritized over aFRR, then that optimization
is executed first and then followed by the aFRR optimizer. The optimizer that is second in line has to
respect the bids made by the previous optimizer and can therefore only use the battery capacity that is
left following the first optimizer.

The optimization setups for this case use the optimization equations as described in the sections above,
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with the addition that the optimization that is second has to respect the bids made by the first. Addition-
ally, the optimizations are not run for the entire year at once but instead use the forecasting horizon
approach. The forecast horizon length is set to 2.5 days, as longer forecast horizons were not giving
other results.

Three scenarios will be examined for this case. The first scenario will prioritize DAM arbitrage
followed by free bid aFRR. The second and third scenarios will respectively prioritize free bid and
contracted aFRR followed by DAM arbitrage. For all three scenarios, the imbalance mitigation attempt
is executed last.

g DAM Imbalance Market <€«———> Ancillary Services
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Figure 3.10: DAM arbitrage, Imbalance and Ancillary Services Scenario

3.3. Sensitivity Analyses

The case descriptions above operate under the assumption of perfect market forecasts. Furthermore,
the current investment cost of Li-ion BESS is assumed without regarding storage degradation or re-
placement costs. The market forecast assumption is made to find the upper limit of the potential of each
value-adding mechanism under ideal circumstances. Perfect market forecasting allows the model to
operate at the maximum potential. To gain further insight into the various strategies it is deemed valu-
able to research how significant the negative effect on the results is when the model operates with
imperfect market forecasts. The goal of this sensitivity analysis is not to exactly quantify this negative
effect. Rather, this analysis is used to gain insight into which stategies are more sensitive than others.

Section 3.1.1 showed that the model is indifferent to the exact type of storage technology used. The
only parameters used are ramp rate, volume and cost. To compare the different strategies against one
another a starting point for these parameters is required. Subsequently, it was chosen to use Li-ion
BESS as the example technology for storage when defining the cases. To gain further insight into the
various strategies, an analysis will be made of the generic storage costs at which co-location causes
no loss or gain of IRR compared to having no co-located storage. This result can be used in further
research to identify storage technologies that meet these cost requirements.

In the definition of the cases, it was assumed that the storage systems lasted the entire lifetime of the
project. Various storage technologies are prone to degradation during their lifetime. This degradation
often correlates with the amount of charge and discharge cycles that are made by the storage system
in a certain time span. After a certain cumulative amount of cycles, the storage system needs to be
replaced. The different bidding strategies give rise to a differentiation between the strategies based
on the number of cycles they take the storage system through in a certain time span. Strategies with
higher cycle counts per year will be more prone to degradation costs. However, strategies with higher
cycle counts also trade more energy in one year and therefore can reasonably be assumed to also
make more revenue. To gain insight into this trade-off, an analysis is made of the sensitivity of the
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various strategies to replacement costs. The result of this analysis will consist of the minimal required
cycle lifetime that the storage system must have to retain a positive IRR for co-location compared to
having no co-location.

3.3.1. Market Forecasting Errors

Perfect market forecasting capability was assumed in the case descriptions in the section above. This
is done to gain insight into the theoretical upper limits of the potential that these markets can harbour for
co-location. Naturally, perfect market forecasting is not realistic for any real-world operator of co-located
storage. The objectives of this studyare to gain insights into and compare the different value-adding
strategies for co-location. To make these insights more valuable for real-world operators, an analysis
comparing the sensitivities of the different strategies to imperfect market forecasting will be made.

Market forecasting can be subdivided into three parameters that are relevant for the modelling setup
of this project. The model uses the DAM price and imbalance price in the objective functions of the
various cases and, alternatively, the grid regulation state is used in various constraint functions. The
regulation state and imbalance price are correlated. In general, up-regulation correlates with higher
imbalance prices and down-regulation with lower imbalance prices.

Market price forecasts are hard to come by as they are competitively sensitive to companies that
deal in these forecasts. Alternatively, there are methods to forecast market prices in the literature.
Methods to forecast future energy prices and to value stored energy have been proposed for general
RES systems (Carriere & Kariniotakis, 2019) (Munoz et al., 2020) and for intra-day trading of wind
energy in Denmark (Skajaa et al., 2015).

In summary, obtaining commercial forecasts or recreating forecasting methods from literature is
challenging or time-consuming. Therefore, pursuing this is out of scope for this study. Luckily, real-
world forecasts are not necessary for the objectives of this study. The objectives are to gain insights
into the different strategies and not to exactly quantify potential profits. These objectives translate to
this sensitivity analysis in the sense that no real forecast method is needed to be able to gain insights
into which strategies are more susceptible to forecasting errors. By feeding the model any inaccurate
forecast an indication of this susceptibility can be obtained. These results can be useful to further un-
derstand the dynamics and behaviour of the different strategies.

In the this paragraph, the chosen methodology of producing a forecast will be explained and moti-
vated. To reiterate, the chosen method in no way resembles the current state of the art of forecasting
methods and is merely chosen as a satisfactory alternative for the scope of this study. For the sensitiv-
ity analyses of the market prices, a moving average filter will be used on the historic data. The resulting
forecast is capable of following general trends but will miss outliers and erratic price behaviour. These
price spikes are often caused by events that are unpredictable in nature such as unforeseen outages or
weather forecast errors. In figure 3.11 the results are shown when a 4-hour moving average is applied
to the price data.
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Figure 3.11: Actual Imbalance Price and 4-hour moving Average
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The error distribution when using this method is shown in figure 3.12 alongside a fitted normal distri-
bution. The parameters for the fitted normal distribution are a mean of -0.04 and a standard deviation
of 36.4. The Mean Absolute Error (MAE) is 22.4 €/ MWh and the Root Mean Square Error (RMSE) is
42.9 €/MWh. Attempts at predicting imbalance prices in the Netherlands using neural networks have
achieved results with MAEs ranging from 26.85 to 41.23 €/ MWh and RMSEs of 54.38 to 57.54 €/MWh
(Terpstra, 2020). Therefore, the accuracy of the forecast constructed with the moving average is veri-
fied to be in the same order of magnitude as the state of the art of imbalance price prediction methods.
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Figure 3.12: Errors of the Forecast of Imbalance Prices based on the Moving Average

For the aFRR scenarios, the bidding blocks require a regulation-state forecast. Not much literature
can be found on regulation-state forecast. To construct a forecast the insight used is that, in general,
the imbalance prices tend to be higher than the DAM price when the grid is in an up-regulation state
and vice versa. Using this logic the regulation state is constructed from the imbalance price forecast
and the DAM price. This only allows for the up and down regulation states in the forecast and excludes
the 0 and 2 regulation states. The bidding blocks are constrained from bidding during these regulation
states. Therefore, these values are substituted into the regulations state forecast for the ISPs wherein
they occur. This approach leads to a regulation state forecast that is correct in 76% of ISPs.

3.3.2. Storage Costs

Storage costs can be subdivided into initial investment costs (CAPEX) and potential battery replace-
ment or degradation costs (OPEX). In this section, the chosen approach for the sensitivity analysis of
the initial investment costs will be explained.

The goal of this study is not to determine the exact business case for using Li-ion batteries, or any
specific type of storage, for co-location. Instead, Li-ion is used as an example of a realistic storage
technology and the associated costs are assumed for the case studies. The goal of the sensitivity
analysis of the investment costs is to estimate the investment cost at which the projected IRR curves are
around the break-even point compared to having no storage. For cases that show potential for profitable
co-location of storage, this entails identifying the maximum allowable increase in investment cost and
for cases that don’t show potential, this entails identifying the needed decrease in investment costs.
Because this process represents a high-level approach with little details the results of this sensitivity
analysis can only be interpreted as a rough estimate.

3.3.3. Battery Degradation

Alongside investment costs, the addition of storage can also bring operational costs. For many storage
technologies, the operational costs depend on replacement costs. For the purpose of this study, the
assumption is made that the replacement costs depend purely on the number of cycles made by the
storage system. Furthermore, it is assumed that the performance of the storage system doesn’t change
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or degrade over time until the cycle lifetime is reached and it is replaced. This is a simplification as in
reality other factors such as depth of discharge, external conditions and capacity fading will have an
effect. These factors, amongst others, should be taken into account when exactly quantifying degra-
dation costs. Since the objective of this study is merely to compare different strategies against one
another these effects are left out. The number of cycles made in one year is calculated with equation
(3.14)

t=simlength E

t=1 charge (t)
3.14
Volume ( )

Yearly Cycles =

This result is then divided by the assumed cycle lifetime of the storage system to come to the lifetime
of the storage system in years. To calculate the effect of the replacement costs on the IRR the cost of
storage replacement is subtracted from the cash flow in the year of replacement. For example, if the
storage system lifetime turns out to be 7 years then it will have to be replaced after year 7 and year 14 of
the study. Therefore, the replacement costs are subtracted from the cash flow for years 7 and 14. The
analysis is executed for the example storage technology. For Li-lon storage systems that are cycled in
70% depth of discharge the cycle life is approximately 5000 cycles (Mallon et al., 2017). Furthermore,
the maximum amount of replacements that can be made before the normalized IRR drops below 1 is
calculated. This number combined with the cycles per year and the 20-year lifespan of the study gives
the required cycle life that a storage system would need to retain value addition.



Results Day Ahead Market Arbitrage

In this section, the results of the first proposed use case will be discussed. As explained in section
3.2.1, two scenarios are run for this case. In the first scenario, the battery will only be used to perform
DAM arbitrage where perfect forecasting of wind power is assumed. In the second scenario, a wind
forecasting error is introduced, which leads to an imbalance for the HWSS. The battery is used to
perform DAM arbitrage as well as to mitigate imbalances. Firstly, the operation of the algorithm will be
examined for both scenarios on a short timeframe, followed by an economic analysis of this strategy,
and lastly, the main findings and sensitivity of this case is discussed.

4.1. Operational Strategy

In this section, the operation of the model will be analyzed in a short time frame of one week. The aim
is to verify that the model is making optimal choices and to show what this optimal operation looks like.
Both scenarios will be evaluated, starting with the arbitrage scenario with a perfect wind forecast.

In figure 4.1, the results of selected operational parameters of the system are shown. The top plot
shows the incoming wind energy and DAM bids per ISP. The blue bars depict the turbine’s contribution
and the black bars depict the batteries contribution to the total DAM sell bid. Stacked, the blue and
black bars represent the total DAM sell bid. The negative red bars represent DAM buy bids. These buy
bids are placed whenever the turbine doesn’t produce enough energy to fulfil the amount of energy the
storage systems wants to charge. The magenta line shows the volume of incoming wind energy per
ISP. In the second plot, the battery energy flows are shown. The blue bars depict the energy that is
charged to the battery from the turbine. These bars coincide with the gaps under the magenta line from
the first plot. The red bars depict energy charged to the battery from the grid. The black bars depict
the discharging of the battery and coincide with the black bars in the first plot that depict the batteries
contribution to the DAM sell bid. The charging and discharging of the battery leads to changes in the
batteries SOC which is shown in the third plot. Lastly, the DAM prices are shown.

28
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Figure 4.1: Selected Parameters from DAM Arbitrage Only scenario using input data from 1-1-2019 up to 8-1-2019 for a
4-hour 30 MWh battery.

The objective of the model is to generate as much revenue as possible. For this scenario, the opti-
mal operation is still intuitively simple. Charging the battery from the turbine when prices are low and
discharging the battery when prices are high will lead to higher revenues. From figure 4.1 it can be
verified that the model operates in this way. For example, at the start of the week, prices are average
and the battery is empty. The price drops slightly in the next ISPs and the battery is charged from the
turbine around ISP 25. The energy is stored in the battery for approximately 55 ISPs until prices start
rising around ISP 75 and the battery is discharged, resulting in the addition of a battery component in
the DAM bid. This process continues throughout the week.

In the next scenario, the imbalance market is introduced, according to the explanation in section
3.2.1. Infigure 4.2, the results of selected operational parameters of the system are shown. In real-time,
the controller registers the imbalance between the forecasted and produced wind power, represented
by the black line in the first plot. The controller can choose to (partially) mitigate the imbalance if it is
economically beneficial. These mitigation actions are shown by the red and blue bars in the first plot.
These bars only show extra charge or discharge actions by the storage systems. Imbalance can also
be mitigated by retracting planned charge or discharge actions. For instance, if a discharge bid is active
and more wind energy is being produced than forecasted, then less energy from the storage system
needs to be discharged to fulfil the bid. These retracted operations are not shown in the figure. In the
second plot, the planned SOC of the battery as scheduled by the DAM optimizer day ahead is shown in
blue along with the actually achieved SOC after the mitigation actions of the real-time controller. Finally,
the imbalance prices and DAM prices are shown.



4.1.

Operational Strategy

30

System Imbalance dueto Forecasz Error and nsM itigation by Banery

3 1
2 I Charge _l
£ M\/\W M Forcmt
[ Forecast Error ||
RN nwf‘\mm\wm w"v"\ N AN
8
T W \m / 4
w
2L i
3 \ \ \ \ \ \
0 100 200 300 400 500 600

ISP

Battery levels
|-

SOC (%)

0 100 200 300 400 500 600

ISP
Energy Prices

__ 150 T &

=

s

= 100 —

w

Q

£ 50

o

3

5 O

2

w

50 | |

0 100 200 300 400 500 600

Figure 4.2: Selected Parameters from DAM Arbitrage and Imbalance Mitigation scenario during first week of 2019 for a 4-hour
30 MWh battery.

From figure 4.2 it can be seen that, in this setup, the real-time controller doesn’t choose to mitigate
the imbalance very often. Only slight interventions from the planned schedule can be observed and
the planned SOC and achieved SOC are very similar. There are multiple explanations for this. Firstly,
the constraints set in section 3.2.1 are strict. The controller cannot intervene more than the imbalance
volume of the system. It can be argued that is sub-optimal. For example at ISP 250 the system has
a negative imbalance volume, more energy has been bid in the DAM than is produced. This deviation
from the submitted DAM bid is mitigated exactly by the real-time controller as can be seen in the first
plot. The real-time controller chooses to do so because the imbalance price is very high so the non-
mitigated negative imbalance volume would have been costly. However, during this ISP the system
could have made even more revenue if the battery would have been discharged even further than nec-
essary just to mitigate the imbalance volume. Increasing the energy output above the DAM bid would
have resulted in the generator earning the additional volume times the imbalance price as additional
revenue. Because the imbalance price is very high at this ISP this would lead to higher revenue than
the operation as scheduled by the controller.

The operation as suggested above is a mechanism through which a BRP can actively help the TSO
with reducing the imbalance volume on the grid. When the imbalance price is high the grid is most
likely in a deficit and therefore BRPs delivering more energy than was bid in DAM help the TSO in
maintaining balance on the grid without having to activate increasingly expensive balancing reserves.
Removing the constraint that the controller cannot intervene more than the imbalance of the system
would allow the system to participate in this grid balancing effort.

This concept that both BRPs and BSPs can support the balancing effort on the grid has been dis-
cussed in section 2. To recap briefly, from a generator standpoint the main difference between the
two is the difference in regulations and bidding rules. Providing frequency support as BSP means bids
have to be placed half an hour, in the case of free bids, before the intended ISP whereas BRP’s don’t
have to submit separate frequency support bids. They can offer frequency support by being in a deficit
or surplus compared to their DAM bid. This study does not look into providing frequency support as a
BRP because the economic result of this scenario is expected to be very similar to providing free-bid
aFRR as a BSP, which is discussed in chapter 5.



4.2. Economics 31

4.2. Economics

In this section the economics of the above bidding strategy will be evaluated. The goal of this project
was not to exactly quantify the different scenarios, but rather compare bidding strategies against one
another and against the case of having no co-location of wind and storage. Furthermore, there are
many assumptions in the methodology as explained in section 3. Therefore, in this section the results
will not be presented in exact numbers but rather normalised with respect to the wind only scenario.
Consequently, the IRR values don’t represent the actual business case but merely compare the case
with respect to having no storage at all as given by the 0 MWh battery data point.

In figure 4.3 the normalised revenue for the Arbitrage case is shown. The co-location clearly in-
creases revenue compared to having no storage. It can also be seen that a larger battery and higher
power output give higher additional revenue. However, larger batteries and high power outputs are
also expensive. In figure 4.4 the consequences of these high costs can be seen. None of the battery
configurations has a higher IRR compared to having no storage.
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Figure 4.3: Normalized Revenue for Arbitrage Scenario Figure 4.4: Normalized IRR for Arbitrage Scenario

In figure 4.5 and 4.6 the results for the arbitrage and imbalance reduction scenario are shown. Simi-
larly, as with the Arbitrage scenario, the co-location of storage adds revenue but doesn’t present a more
attractive IRR compared to adding no storage. The figures also show the effect of the impact of the
imbalance mitigation effort. The dashed lines show the results when the controller attempts to partially
mitigate the imbalance whereas the solid lines show the results when the controller does not intervene
and the imbalance is settled with the TSO. Although it was shown in figure 4.2 that the controller fails
to mitigate the imbalance during all timesteps, the addition of the mitigation effort by the controller has
a beneficial effect on both the revenue and the IRR for all battery sizing configurations.

Interestingly, the 1-hour battery adds the most revenue but has the lowest IRR. This shows that the
slightly higher revenue doesn’t make up for the much higher costs of the 1-hour battery. A higher power
battery can trade more energy, thus the relatively low revenue addition of the 1-hour battery compared
to the 8-hour battery might be unexpected. From figure 4.1 an explanation for this low difference can
be extracted. The frequency of charge cycles is relatively slow, meaning that the algorithm tends to
only charge and discharge once a day. This is caused by the gradual changes and low volatility of the
DAM price. This provides low incentives to charge and discharge more often because the energy loss
due to charging inefficiencies is higher than the arbitrage revenue that can be made during these times
of small DAM price changes. Therefore, the fast reaction times provided by a high power battery are
not necessary to extract the arbitrage potential in the low volatility DAM. Following this logic, it can be
expected that when the battery is used to operate in a more volatile market, such as when providing
AS, the 1-hour battery might outperform the 8-hour battery in terms of IRR. This will be examined in
section 5.
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Figure 4.5: Normalized Revenue for Arbitrage and Imbalance Figure 4.6: Normalized Revenue for Arbitrage and Imbalance
Scenario Scenario

In the case above, a difference was made between scenarios with and without imbalance volumes
caused by wind forecasting errors. In the scenarios with imbalance volumes, an attempt was made to
mitigate the imbalance through the controller. However, the question remains what the actual cost of
imbalance is and what the potential benefit of mitigating this imbalance could be. The cost of imbalance
can be calculated by comparing the no-storage revenues from the scenario without imbalance and the
scenario with imbalance. These revenue points lie in the origin of the normalized revenue plots above
and are the revenues that the data points with added storage are normalized against. The cost of
imbalance is the difference between the revenue made when bidding the correct volume versus the
revenue made when bidding the forecasted volume in the DAM and thereafter being obligated to settle
the resulting imbalance volumes. The result of this calculation is that the revenue made when bidding
based on the forecast is 3% lower than when bidding the correct volume. It can be verified that this is
not caused by a mean error in the wind forecast. When examining the wind forecast used in this project
it can be noted that cumulative produced wind energy was in total 3% higher than forecasted for the
used data set of one year. The imbalance settlement caused by the forecast error is therefore indeed
negative, despite more energy being produced than forecasted. Nevertheless, the cost of imbalance
is relatively low. This number gives reason to believe that employing a battery just to mitigate the
imbalance of a RES system would not be profitable. Hence, this use case was not part of this project.
Now the cost of imbalance is known the question remains how successful the controller is at mitigating
this imbalance. To do this, the percentage of imbalance cost that is mitigated can be examined. The
percentages are shown in table 4.1. The larger batteries can mitigate more of the imbalance. This is to
be expected as the imbalance volume is independent of the battery size whereas the battery volume
available for mitigating imbalance grows with the overall battery volume. This follows from the fact that
the imbalance volume doesn’t change in size but the leftover space in the battery does grow. 100%
mitigation of imbalance could be possible in this setup but due to the low imbalance costs, this would not
be profitable. Furthermore, the low cost of imbalance provides the insight that imbalance mitigation has
less potential than arbitrage or providing frequency services as a value-adding strategy of co-location.

Table 4.1: Percentage of imbalance cost mitigated by the controller

Battery Size (MWh) 1 Hour 4 Hour 8 Hour
0 0% 0% 0%
5 26% 18% 13%
10 33% 29% 23%
15 38% 38% 32%
20 44% 44% 39%
25 46% 47% 46%
30 47% 52% 52%
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4.3. Sensitivity

Arbitrage has proven out to be unrealistic at the current storage costs when using a BESS. The negative
outcome of this case doesn’t warrant a sensitivity analysis of storage replacement costs or imperfect
market forecasts as these will only make the case more negative. The yearly cycles are shown in table
4.2. For an assumed cycle life of 5000 cycles, this would entail 1 replacement for the 20-year project
lifespan for all three variants.

Table 4.2: Yearly number of cycles made by the storage system

Scenario 1 Hour 4 Hour 8 Hour

Arbitrage 420 365 290

Alternatively, the required drop in storage investment costs that are needed for DAM arbitrage to
have a chance at becoming value-adding is estimated. The results per scenario are shown in table 4.3.

Table 4.3: Estimated required drop in investment costs for the normalized IRR become break-even compared to having no

storage.
Scenario 1 Hour 4 Hour 8 Hour
No Imbalance 7% 72% 68%
Imbalance 80% 75% 70%

Imbalance - Mitigated  75% 70% 65%

4.4. Main Findings

Arbitrage is arguably the most well-known storage application but fails to live up to the expectations to
date. The volatility, or price spreads, in the DAM market are too low to recoup the costs of installing
co-located storage. Furthermore, it has been shown that the costs of imbalance from imperfect weather
forecasts is relatively low at 3% of the total WPP revenue. Therefore, employing the co-located storage
to mitigate imbalance also has low potential. A drop in storage costs ranging from 80 to 65 percent is
needed to make DAM arbitrage plausible and this figure is without taking replacement cost and imper-
fect market forecasts into account.

Furthermore, it has been shown that DAM arbitrage doesn’t require high power output storage meth-
ods. In the case of BESS the low power batteries outperform the high power batteries and will plausibly
reach a profitable level sooner. This conclusion can be expanded by stating that DAM arbitrage will
not require fast-reacting or high ramp rate storage technologies to capture the arbitrage potential. The
DAM price shows a daily cycle in price levels. Therefore, a storage technology that has ramp rates in
the order of the 8-hour BESS used in the case but that offers a lower price point can become profitable
in DAM arbitrage. This estimate can be used in further research into the profitability of DAM arbitrage.
Further examination of this result is outside the scope of this project.

Alternatively, DAM arbitrage can become plausible if the DAM becomes more volatile and price
spreads increase. It can be argued that in the future the higher penetration of RES on the grid will lead
to a more volatile market as the generation capacity will become more dependant on weather condi-
tions (IEA, 2021).

The optimization of the imbalance mitigation contains a peculiar assumption. The imbalance orig-
inates from errors in the wind forecast. However, in the optimization set up it is assumed that the
optimizer knows what this error is going to be for the entire simulation length. This information is used
to optimize the imbalance mitigation effort. However, in real-life, knowing exactly how wrong your fore-
cast will be is impossible. This problem can be resolved by employing more complicated optimization
techniques that were out of scope for this project. However, it is expected that the conclusions in this
report will not be affected as the potential for imbalance mitigation remains low.
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In the scenario without the imbalance mitigation, the storage system was allowed to charge from
both the turbine and the grid. This is beneficial during periods when the storage systems wants to
charge but the turbine doesn’t produce enough energy. Solely allowing the storage systems to charge
from the turbine would result in an average 3% revenue loss for each storage configuration. The loss in
revenue would result in an average 5% loss in the normalized IRR curves. Allowing the storage system
to charge from the grid proved to be complicated to model for the scenarios with DAM arbitrage and
imbalance mitigation. The effect of this option on the outcome of the scenario is low. Therefore, in the
imbalance mitigation scenario, as well as in the stacked case, the storage system is only allowed to
charge from the turbine when performing DAM arbitrage.



Results Ancillary Services

In this section, the results of the AS case as explained in section 3.2.2 will be reviewed. First, the
contracted bids scenario with and without imbalance mitigation will be discussed, followed by the free-
bids scenario with and without imbalance mitigation. To recap, the inclusion of imbalance mitigation
means that a non-perfect wind forecast is used for the DAM bids leading to imbalances for the system
which the controller will attempt to mitigate.

5.1. Operational Strategy

In this section, the operation of the model will be analyzed in a short time frame of one week. The aim
is to verify that the model is making optimal choices and to study what this optimal operation looks like.

In figure 5.1 the operational parameters for the contracted bid scenario with no imbalance are shown.
In the top plot, the activated bids are shown. This plot will be used that the model shows the correct
bidding behaviour. To recap, in the contracted bids scenario the same bid is placed for every ISP in one
day, per regulation direction. The up bids are activated whenever the regulation state is up and vice
versa for down. From the top plot, it can be verified that the model indeed places the same size bids for
every ISP in one day because the activated amount is constant during periods of 96 ISPs, varies after
each period of 96 ISPs and remains constant again for the next 96 ISPs. Whenever an up-regulation
bid is activated, shown as aFRR sold, it means that the regulation state of the grid was up during this
ISP and vice versa for down. The regulation state is not shown in the figures but it has been verified
that the model correctly interprets this constraint. The mechanism that makes revenue for this case is
the fact that, in general, imbalance prices are lower during down-regulation than during up-regulation.
Consequently, the battery is charged when imbalance prices are low and discharged when imbalance
prices are high. This behaviour can be observed and verified by comparing the first and third plots.

35
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Figure 5.1: Selected Parameters from contracted aFRR scenario during the first week of 2019 for a 4-hour 30 MWh battery.

The size of the bids that are placed for one day is limited by the longest stretches of consecutive up
or down-regulation states. A good example of this can be seen from ISP 231 up till ISP 262. At the start
of this period, the battery is almost fully charged. During this period the regulation state is constantly
down or zero. At the end of the period, the battery has reached its minimal SOC limit. The bid size for
the down direction for this day is limited by this period of consecutive down-regulation ISPs divided by
the amount of available discharge capacity in the battery at the start of the period. The same goes for
periods of consecutive up-regulation bids and available space to charge the battery. Later on the same
day, around ISP 280 the regulation state switches back and forth in a short period of time. This limiting
behaviour governs the amount of energy that can be traded by the battery. In the free-bids scenario,
the optimizer can choose in which ISPs it wants to place a bid instead of being contracted to place bids
for every ISP. Consequently, it will probably place bids sized at the full battery energy ramp rate during
the ISPs when the imbalance price is either very high or very low. Therefore, it can be expected that
the free-bid scenario can trade more energy in a more aggressive trading strategy through which it can
earn more energy remunerations than the contracted bids scenario. On the other hand, the contracted
bid scenario also earns a capacity remuneration for all the placed bids. In the next section, it will be
examined whether this capacity remuneration makes up for the smaller energy remuneration caused
by the smaller bid size in the contracted bid scenario.

In figure 5.2 the operational parameters from the free-bid scenario with no imbalance are shown.
Similarly to the previous figure, the top plot shows the activated bids, the middle plot shows the SOC
and the final plot shows the imbalance price. As suggested in the paragraph above this trading strategy
is more aggressive, which is exhibited by the larger amount of charge and discharge cycles during the
same time period. The optimizer is free to choose in which ISPs it wants to place a bid. This leads to
the optimizer bidding in fewer ISPs than the contracted bid scenario, but on the contrary, the bids that
are placed are placed in the most lucrative ISPs and higher volumes are bid.
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Figure 5.2: Selected Parameters from free-bid aFRR scenario during the first week of 2019 for a 4-hour 30 MWh battery.

In the past two scenarios, all energy coming in from the WPP was directly bid and sold in the DAM
and therefore not shown in the figures. As a perfect wind power forecast is assumed, there is no imbal-
ance volume. In the next two scenarios, this imbalance volume caused by the wind forecasting error
is introduced for both the contracted and free-bid scenarios. As explained in section 3.2.2, the battery
operation will first be optimized for providing AS. Second, the controller can use the battery capacity to
partially mitigate the imbalance volume on the condition that this doesn’t interfere with the bids placed
by the optimizer for providing AS.

In figure 5.3 the operational parameters for the contracted bid and imbalance mitigation scenario
are shown. In the top plot the addition of an imbalance volume is represented by the black line. This
imbalance volume is caused by the difference between forecast and produced wind energy. Under the
black line, the blue and red blocks represent the imbalance volume that the controller has mitigated.
The effect of the mitigation action on the SOC is shown in the third plot. Here the blue line represents
the SOC that would have occurred without the mitigation by the controller and the red line shows the
resulting SOC after the controller’s intervention.

At ISP 170 it can be seen that the controller successfully mitigated what would have been an ex-
pensive imbalance. The imbalance price is very high and the turbine is producing less than forecasted
causing the system to be in a negative imbalance. This imbalance volume is mitigated by discharging
the battery using energy that was charged to the battery from the turbine around ISP 150 when the
system was in a surplus. Because the imbalance price was low around ISP 150, charging the surplus
energy to mitigate the negative imbalance at ISP 170 was more beneficial than selling the surplus en-
ergy directly during ISP 150.

This strategy is successful in mitigating smaller imbalances but lacks the flexibility to tackle the
larger ones. This can be observed in the period around ISP 500. The general trend in the AS bids is
discharge of the battery from fully charged to the minimal SOC limit. Simultaneously, during this period
the turbine produces much less than forecasted causing a relatively large negative imbalance volume.
Additional discharging the battery to mitigate this negative imbalance volume would cause the battery
to exceed its minimum SOC limit. Consequently, this imbalance is not mitigated and the system is
charged imbalance penalties in the amount of the product of the imbalance volume and the imbalance
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Figure 5.3: Selected Parameters from contracted bid aFRR and imbalance mitigation scenario during the first week of 2019 for
a 4-hour 30 MWh battery.

In figure 5.4 the operational parameters for the free-bids and imbalance mitigation scenario are
shown in the same order as the previous scenario. In this scenario, it can be observed that the con-
troller is successful in mitigating the imbalance volume during periods when the storage is not operated
at the extremes of the SOC. In the middle of the week the forecasted SOC rapidly cycles between the
minimum and maximum and therefore almost no room is left for additional imbalance mitigation. How-
ever, before and around ISP 500 the forecasted SOC remains around 50% for approximatly one day.
During this period it can be seen that the real time controller manages to mititate more of the imbal-
ance volume. Still, the altered and forecasted SOC lines are nearly identical. The explanation for
this behaviour is that the AS optimizer operates the battery in a more aggressive manner than in the
contracted bid scenario. Consequently, during ISPs when it would be lucrative to use the battery to
mitigate the imbalance it is not possible to do so because the full ramp rate of the battery is already
used to fulfil the activated AS bid.
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Figure 5.4: Selected Parameters from free-bid aFRR and imbalance mitigation scenario during the first week of 2019 for a
4-hour 30 MWh battery.

5.2. Economics

In this section, the economics of the AS case will be evaluated. The goal of this project was not to
exactly quantify the different scenarios, but rather compare bidding strategies against one another and
against the case of having no co-location of wind and storage. Furthermore, there are many assump-
tions in the methodology as explained in 3. Therefore, in this section, the results will not be presented in
exact numbers but rather as normalized with respect to the wind only scenario. Consequently, the IRR
values don’t represent the actual business case but merely compare the case with respect to having
no storage at all as given by the 0 MWh battery data point.

In figures 5.5 and 5.6 the normalized revenue and the normalized IRR are shown for the contracted
bids scenario without imbalance. The 1 and 4-hour batteries provide similar additional revenue but due
to the high cost of the 1-hour battery, the 4-hour battery performs better in the normalized IRR figure.
This is similar to the DAM arbitrage case from section 4 where it was concluded that in scenarios where
the cycle frequency of charge and discharge is low a high power battery is not needed to extract the
potential from the market and is therefore too expensive compared to a low power battery. Just as
with the DAM arbitrage case, the contracted bids scenario shows this relatively slow cycle frequency
but slightly faster than in the DAM arbitrage case. Consequently, in this contracted bids scenario the
middle road of the 4-hour battery performs best.
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Figure 5.5: Normalized Revenue for contracted AS Figure 5.6: Normalized IRR for contracted AS scenario

scenario

Contrary to the contracted bids scenario, the free-bids scenario showed a volatile and aggressive
battery operation with a high cycle frequency in figure 5.2. In line with the theory that low cycle frequency
cases don’t need high power batteries, it can be expected that the contrary is true for cases with high
cycle frequencies. Markets with volatile prices have more potential for revenue addition through trading
large amounts of energy fast.

In figures 5.7 and 5.8 the normalized revenue and the normalized IRR are shown for the free-bids
scenario without imbalance. As expected, the 1-hour battery provides significantly more revenue than
the low power batteries. In this case, the added revenue is enough to make up for the extra cost of the
high power battery. This is shown by the 1-hour battery performing the best in the normalized IRR curve.
This validates the idea that a volatile market has more potential for high power batteries. In a sense,
the contracted bids scenario operates in the same volatile market as the free-bids scenario. However,
due to the bidding constraints, the battery operation is not as volatile as in the free-bids scenario.
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Figure 5.7: Normalized Revenue for free-bid AS

. Figure 5.8: Normalized IRR for free-bid AS scenario
scenario

In figures 5.9 and 5.10 the normalized revenue and the normalized IRR are shown for the con-
tracted bids scenario with imbalance. The main findings from the contracted bids without imbalance
scenario are also valid for the contracted bids with imbalance scenario. The 4-hour battery still per-
forms best in the IRR figures but the 1 and 8-hour batteries partly show a shift in performance. In both
the revenue and IRR curves the difference between accepting the imbalance, (solid lines) and partially
mitigating the imbalance (dashed lines) is largest for the 1-hour battery. Therefore, the positive effect
of imbalance mitigation by the controller is most significant for the 1-hour battery. In fact, the 1-hour
battery outperforms the 8-hour battery for the smaller battery sizes. While the high power battery is not
needed to grasp the maximum potential of the contracted bids, it does come into its own when perform-
ing imbalance mitigation alongside delivering the contracted bids. This can be explained when looking
at the SOC curves of figure 5.3. The altered SOC curve tends to stay close to the forecasted SOC
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curve as it’s constrained by the obligation to fulfil the contracted bids. However, having a higher power
battery allows it to deviate further from the forecasted SOC whilst not failing to deliver the contracted
bids, hereby mitigating more imbalance volume than a low power battery. To summarize, the 1-hour
battery performs better in the scenario with imbalance than without imbalance but still not better than
the 4-hour battery, which remains the battery with the most optimal balance between costs and a high

enough power output to capture the potential value in these scenarios.
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Figure 5.9: Normalized Revenue for the Contracted Bids
and Imbalance Mitigation Scenario

Figure 5.10: Normalized IRR for the Contracted Bids and
Imbalance Mitigation Scenario

In figures 5.11 and 5.12 the normalized revenue and the normalized IRR are shown for the free-bids
scenario with imbalance. Looking at these figures the difference between dashed and solid lines can
almost not be seen. In figure 5.4 it was observed that in this scenario the controller had almost no
options to mitigate the imbalance. With almost no imbalance volume mitigated it is logical that the lines
are close together.
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Figure 5.11: Normalized Revenue for the free-bids
and Imbalance Mitigation Scenario

Figure 5.12: Normalized IRR for the free-bids and
Imbalance Mitigation Scenario

5.3. Sensitivity

Providing aFRR with co-located storage clearly shows value-adding potential. In this section, it will be
examined how sensitive this result is to imperfect market forecasting, storage investment costs and
storage degradation costs. The methods used for these analyses have been explained in section 3.3.

Figure 5.13 shows the SOC and bids for the free-bid scenario with an imperfect market forecast.
The imperfect forecast can lead to two types of non-optimal situations. The errors in the regulation
state forecasting can cause the optimizer to place an up-regulation bid for an ISP that will turn out to be
in a state of down-regulation, causing the bid to not be activated and therefore the system missing out
on revenue. Alternatively, if the regulation state is forecasted wrongly over multiple ISPs the system
might not be able to fulfil its activated bids because the SOC is at the limit state. This can be illustrated
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with an example. If alternating up and down-regulation states are predicted then alternating up and
down bids will probably be placed by the optimizer. If the actual regulation state turns out to be only
up during these ISPs, then only the placed up-regulation bids will be activated and the down-regulation
bids will not. This will cause the SOC to quickly reach the lower SOC whereas the forecasted SOC
would have remained stable. If the SOC is at the lower limit and an up-regulation bid is activated then
the system will be unable to fulfil the bid. These non-optimal situations can be observed in figure 5.13.

The black SOC FC (Forecast) line shows the SOC that the optimizer has planned and that would
have resulted if all placed bids are activated. This is not the SOC that will actually occur because not
all placed bids will be activated due to the errors in forecasting. The red SOC BC (Before Correction)
shows the resulting SOC after the activation of the placed bids, including when the activated bids would
have taken the SOC out of the limits. The blue SOC line shows the achieved SOC following corrections
when bids are not activated if they would have brought the SOC out of the limits. In the second plot,
the placed and activated bids are shown. The blue bars are the placed bids that have been activated
whereas the red bars are the placed bids that weren’t activated because the regulation state was not
as forecasted.

The red bars pertain to the first of the non-optimal situations as described in the paragraphs above.
The second non-optimal situation is shown by the SOC BC correction line violating the limits. The
imperfect market forecast causes the battery to not be able to fulfil activated bids a total of 11 times
during one week.
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Figure 5.13: Selected Parameters from free-bid aFRR scenario with imperfect market forecasting during the first week of 2019
for a 1-hour 15 MWh battery.

Figure 5.14 shows the SOC trajectories and bids for the contracted aFRR scenario. The main
difference between the two scenarios is that the contracted bidding block is executed once a day and the
free-bidding block is executed every ISP. This means that the free-bid optimizer is updated after every
ISP if its bids were activated and if the SOC is near the limits and it can place future bids accordingly.
The bidding block for the contracted bids is only updated once a day. This causes the contracted bids
case to be more prone to not being able to fulfil placed bids because the battery is at its limit. This
can be seen between ISP 300 and 400. The blue SOC goes to the minimal limit much faster than
the forecasted black SOC line. As a consequence, the battery cannot fulfil the placed bids that are
activated by the TSO. This is shown by the red SOC Before Correction line crossing the limit. In the
contracted bids scenario the bids have to be placed in every ISP of the day. The errors in the regulation
state forecast are the main driver behind the difference between the forecasted and achieved SOC
trajectory as they control when bids are activated. The bids that are activated but cannot be fulfilled
are shown magenta in the bids plot. Bids that were expected to be activated but were not are shown in
red and their counterpart are the black unforecasted activated bids. Finally, in blue the forecasted and
activated bids are shown.



5.3. Sensitivity 43

Battery levels
100 | |
———SOCFC
< 801 ———SOCBC[|
e ——S0C
§ 60 — v =
a0 %\ "
t t t /\ iTuivas t e A4 AA
100 200 300 400 500 600 700

Activated Bids
T

1 1
I Forecasted - Unactivated
I Activated - Failed to deliver
I Forecasted - Activated
I Unforecasted - Activated

| | | | | |
100 200 300 400 500 600 700

Figure 5.14: Selected Parameters from contracted aFRR scenario with imperfect market forecasting during the first week of
2019 for a 8-hour 30 MWh battery.

In figure 5.15 and figure 5.16 the economics of the contracted and free-bid scenarios with imperfect
market forecasting are shown. The contracted bids scenario loses its value-adding potential under
these circumstances. The co-location of storage for free-bid aFRR still shows value-adding potential
despite a normalized IRR loss of 50% caused by the imperfect market forecast.
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Figure 5.15: Normalized IRR for the Contracted Bids Scenario Figure 5.16: Normalized IRR for the free-bids Scenario with
with Imperfect Market Forecast Imperfect Market Forecast

In the previous section, it was shown that the cycle frequency of the storage system was higher for
the free-bids scenario than that of the DAM arbitrage or contracted aFRR scenarios. The promising
potential of the free-bid scenario partly comes from these large amounts of energy that are traded by
the storage system. The downside of the high cycle frequency is that the storage system will degrade
at a faster rate and will need to be replaced more often in the project lifetime. Table 5.1 confirms the
higher cycle frequency of the free-bid scenario compared to the contracted bid scenario.

Table 5.1: Yearly number of cycles made by the storage system

Scenario 1 Hour 4 Hour 8 Hour

free-bid 1500 560 315
Contracted Bid 400 370 270

For the sensitivity towards replacement costs, the BESS is used as an example. Currently, 5000
cycles is the state of the art for a BESS. When the storage system reaches its cycle lifetime it must be
replaced. The replacement costs are subtracted from the cash flow in the replacement year(s). Table
5.2 shows the system lifetime when assuming a 5000 cycle lifetime. The system lifetime translates into
the number of times the storage system needs to be replaced during the 20 year project lifetime.
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Table 5.2: Storage system lifetime and number of replacements during project lifetime for an assumed cycle life of 5000 cycles.

Scenario 1 Hour 4 Hour 8 Hour
. Lifetime (years) 3 9 16
Free-Bid Replaced (times) 6 2 1
. Lifetime (years) 12 14 18
Contracted Bid  polaced (times) 1 1 1

Figures 5.17 and 5.18 show the resulting normalized IRR curves when the storage replacement
costs are taken into account. The IRR curves all drop below 1 for this assumed cycle lifetime. This
raises the question of what cycle life is needed to retain an IRR of 1. This comes down to how many
replacements can occur during the project lifetime.
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Figure 5.17: Normalized IRR for free-bid aFRR with and Figure 5.18: Normalized IRR for Contracted aFRR with and
without storage replacement costs. without storage replacement costs.

The required lifetime, number of replacements and resulting cycle lifetime are given for both sce-
narios in table 5.3. The contracted bids cases are closer to the current state of the art of BESS with
regards to cycle lifetime. The replacement costs of BESS were used in this analysis as BESS is the cho-
sen example storage technology in this project. These results can be translated to any other storage
technology by changing the replacement costs

Table 5.3: Required storage system lifetime, the maximum number of replacements and resulting required cycle life to retain a
normalized IRR of 1 for co-located storage

Scenario 1 Hour 4 Hour 8 Hour
Life time 6 11 20
Free-Bid Replacements 3 1 0
Cycle Life 9000 6000 6500
Life time 20 20 20
Contracted Bid  Replacements 0 0 0

Cycle Life 8000 7400 5400

Table 5.4 shows the maximum allowable rise in initial investment cost for the scenarios to retain a
normalized IRR of 1 compared to having no co-located storage. This estimation can be used to identify
storage technologies that are more expensive than current Li-ion price levels but have advantages over
Li-on other than cost. Storage system replacement costs are not factored into this estimation.
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Table 5.4: Rise in investment cost that would cause the normalized IRR’s to drop to 1 when adding co-located storage

Scenario 1 Hour 4 Hour 8 Hour

Free-Bid 315% 110% 35%
Contracted Bid 25% 70% 50%

5.4. Main Findings

Co-located storage shows significant value-adding potential when employed to provide aFRR services
to the grid. The potential is particularly high for the free-bid scenarios with up to a 6 fold increase in
IRR compared to having no co-located storage. It has been shown that high power storage systems
are worth the extra investment when providing free-bid aFRR. For contracted aFRR, medium to low
power storage systems outperform the high power systems. These results can be interpreted as the
upper limit of the potential in these markets as no market forecasting errors or replacement costs are
taken into account.

To provide aFRR a storage system doesn’t necessarily need to be co-located with a RES. A stan-
dalone storage system can also provide aFRR. In the Introduction, it was theorized that a benefit of
co-locating storage is the possibility to use the storage to mitigate the imbalances from the RES along-
side providing aFRR. It has been shown that this is not valid for the free-bids case. The aggressive
trading of the free-bid case allows for little additional room to appropriate the storage system for imbal-
ance mitigation. The contracted aFRR case allows for more room to mitigate the system imbalances
and makes a more compelling case for co-location.

The free-bid scenario remains positive in the sensitivity analysis for imperfect market forecasting.
Contracted aFRR suffers a less severe normalized IRR loss than free-bid aFRR. However, the normal-
ized IRR of contracted aFRR was lower in the perfect forecast scenario. Thus, even though contracted
aFRR is affected less by the imperfect market forecast, the normalized IRR becomes lower than 1 for
contracted aFRR.

With the free-bids scenario requiring cycle lifetimes in the range of 6000 to 9000 cycles and the con-
tracted bids scenario requiring a smaller 5400 to 8000 cycles, the sensitivity towards replacement costs
has shown that the contracted scenario requires lower cycle lifetimes to retain a positive outcome. The
4-hour free-bid and 8-hour contracted bid configurations are already close to the current cycle lifetime
assumption for Li-ion BESS. No literature on regulation state forecasting could be found. Therefore,
the method used to construct a regulation state forecast is not verified to resemble any state of the art
forecasting method.

In the model, the assumption is made that no bids are placed or activated during regulation state
2. This was complicated to model as both up and down bids are activated by the TSO during regula-
tion state 2. The imbalance price that the BSP receives during regulation state 2 is not equal to the
imbalance price. Instead, a differentiation is made between the aFRR up and down prices. The aFRR
up price that the BSP receives is equal to the price of the highest activated up bid and vice versa for
down bids. Therefore, the assumption of no activation during regulation state 2 influences the results
negatively.

The IRR was chosen as the parameter of interest for the economic analyses. For the scenarios with
positive outcomes it can be seen that the IRR seemingly tends to keep rising with increasing storage
size. This begs the question whether an optimum exists or whether bigger is always better. The costs
and cashflows in the IRR equation 3.1 consist of a turbine part and a storage part. When the storage
size increases, the storage system’s costs and cashflow contribution increase but the turbine’s costs
and cashflow contribution remain unchanged. Therefore, with higher storage volumes, the impact of
the storage system on the combined system’s IRR grows. Eventually, the storage system’s contribution
to the costs and cashflows becomes dominant and the total system’s IRR is almost equal to that of a
stand-alone storage system’s IRR. The IRR of the stand alone system was found to be independent of
its size. The IRR curve of the stand-alone storage system would be a flat line. Therefore, no optimum
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exists in the IRR curves. The curves show an asymptotic behaviour due to the increasing dominance
of the storage system’s contribution to the system’s IRR.

Whilst no optimum exists in the curves of this study, in real-life an optimum probably exists. This
study made the simplification of not respecting the 1 MW minimum bidding size in the aFRR market. If
this constraint was added the smaller storage systems would either not be able to participate at all or
their performance would be effected. The costs for the storage system are assumed to only depend
on the storage system’s size. When going to large storage system sizes, other costs, such as land
ownership costs, may come into play that would make the larger sized storage systems impractical.



Results Stacked Operation

In this section, the potential benefits of stacking Arbitrage and Frequency Services operations will be re-
viewed. The results from this case, explained in 3.2.3, will work towards reaching the third sub-objective
as defined in 1.3. Three scenarios were defined for this case distinguished by the order in which the
different markets were prioritized in the optimization algorithm. Similar to the previous sections the op-
erational parameters will first be discussed, followed by the economics, sensitivity analyses and main
findings.

6.1. Operational Strategy

In figure 6.1 selected operational parameters are shown for the scenario that prioritizes contracted
aFRR bidding followed by DAM arbitrage and imbalance mitigation. The placed contracted aFRR bids
are depicted by the black bars in the third plot. After the aFRR bids have been placed, the remaining
space in the battery is used for DAM arbitrage. The placed DAM bids and planned charging operation
can be seen in the first plot. The blue bars depict the wind turbines contribution and the black bars
depict the batteries contribution to the DAM sell bid. The red bars depict the wind energy that the DAM
arbitrage optimizer has planned to charge to the battery. The red and black bars from the first plot cor-
respond with the blue bars in the third plot. The planned arbitrage operation depicted by these black
and red bars can be altered by the real time controller that attempts to mitigate the imbalance volume.
The magenta line in the first plot shows the actual produced wind energy. It can be seen that the DAM
bid and planned charging volumes don’t match the actual produced wind energy. This is caused by
the wind energy forecast error which gives rise to the imbalance volume. This imbalance with the DAM
bids is shown in the second plot along with the mitigation action from the controller.

The combined battery energy flows resulting from the aFRR bids, DAM arbitrage and imbalance
mitigation are shown in the third plot. The imbalance mitigation effort is shown by green bars, depicting
extra battery (dis)charge, or red bars, depicting retracted (dis)charge operation. The resulting SOCs
following each operation are shown in the fourth plot. The black SOC aFRR line should be interpreted
as the SOC trajectory that would have occurred if only the aFRR bids were activated. The blue SOC
arbitrage line should be interpreted as the SOC trajectory if the aFRR bids and the arbitrage bids were
executed. Finally, the red SOC line should be interpreted as the SOC trajectory that has actually oc-
curred following activation of the aFRR, arbitrage and imbalance mitigation actions.

47
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Figure 6.1: Selected Parameters from the stacked case with contracted aFRR followed by arbitrage and imbalance mitigation
during the first week of 2019 for a 4-hour 30 MWh battery.

An example of this retracted discharge operation can be seen at ISP 237. In this ISP, the DAM bid
contains a battery discharge component shown by a blue bar in the fourth plot and a black bar in the
first plot. The size of this battery contribution to the DAM bid is equal to the stacked amount of the blue
and red bar from the fourth plot. During this timestep, the wind turbine produced more energy than
forecasted. Therefore, the battery doesn’t need to discharge the full planned amount to fulfil the DAM
bid as the extra energy from the wind turbine is used to this end. The red bar stacked on top of the
blue bar depicts this amount of energy that doesn’t need to be discharged thanks to the extra energy
from the turbine.

An example of extra battery (dis)charge operation can be seen at ISP 243 where firstly during two
ISPs the charge to the battery is increased because there is a positive imbalance from the turbine. This
extra charge energy is used 5 to 9 ISPs later to discharge extra energy from the battery because there
is a negative imbalance from the turbine during these four ISPs.

Comparing the aFRR SOC and arbitrage SOC trajectories shows that the conservative battery oper-
ation from the aFRR bids allows for enough space in the battery to perform a sizeable amount of DAM
arbitrage. This is shown by the significant deviation of the arbitrage trajectory from the aFRR trajectory.
Comparing the arbitrage trajectory with the achieved trajectory after imbalance mitigation shows that
there is less space remaining in the battery to perform a large amount of imbalance mitigation.

In figure 6.2, the same operational parameters as above are shown for the scenario where, instead
of contracted bids, free bids are placed for the aFRR market. In the SOC plot, the aggressive battery
operation resulting from the free bids that was noted in section 5 can once again be observed. Because
the free bids often take the SOC to the limits there is limited room for performing arbitrage and almost
no room for imbalance mitigation. The energy prices are identical to those in figure 6.1.
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Figure 6.2: Selected parameters from stacked case prioritizing free bid aFRR, followed by arbitrage and imbalance mitigation,
during the first week of 2019 for a 4-hour 30 MWh battery.

In figure 6.3 the operational parameters are shown for the scenario where the battery operation is
first optimized for DAM arbitrage and the remaining space is used to place free bids in the aFRR market.
In section 4 it was noted that the battery operation for DAM arbitrage has a low cycle frequency. This
behaviour leaves room to placing aFRR bids alongside the arbitrage bids. This is shown by the frequent
deviation of the blue aFRR SOC trajectory from the black arbitrage SOC trajectory. The combined aFRR
and arbitrage bids leave little room for imbalance mitigation as can be seen in the second plot and the
fact that the achieved SOC trajectory in red doesn’t deviate often from the blue trajectory. The energy
prices are identical to those in figure 6.1.
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Figure 6.3: Selected Parameters from stacked case prioritizing DAM arbitrage, followed by free bid aFRR and imbalance

mitigation, during the first week of 2019 for a 4-hour 30 MWh battery.

6.2. Economics
In figures 6.4 and 6.5 the normalized revenues and IRR curves are shown for the
prioritizes DAM arbitrage followed by free bid aFRR and imbalance mitigation. To re

stacked case that
cap, in section 4 it

was shown that employing storage for arbitrage alone did not lead to higher IRRs compared to the no-
storage case. In these figures, it can be seen that the addition of stacking arbitrage with free bid aFRR
pushes the IRR curves of the 1 and 4-hour batteries into the value-adding region. Additionally, in the
arbitrage only case, it was observed that, whilst all battery configurations were ultimately unprofitable,

the 8-hour battery performed best and the 1-hour battery performed worst. In this

stacking scenario,

the 1 and 8-hour batteries have flipped these positions as now the 1-hour battery performs best. The
explanation for this comes from section 5 where it was observed that high power batteries are more
profitable than low power batteries when providing free bid aFRR. This observation still seems to be

valid when providing aFRR on top of arbitrage.
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Figure 6.5: Normalized IRR for Arbitrage followed by aFRR
Scenario

Figure 6.4: Normalized Revenue for Arbitrage followed by
aFRR Scenario

The benefit of this stacked behaviour becomes clear when the revenue is broken down by source
as shown in table 6.1. In this table the added revenue compared to the wind only revenue is shown in
percentages. For the 1-hour battery, the aFRR provides a significant addition to the total revenue.

Table 6.1: Added revenue break down from the stacked scenario prioritizing arbitrage for a 15 MWh battery

Revenue Source 1 Hour 4 Hour 8 Hour
Arbitrage 2% 2% 1%
aFRR 22% 4% 1%
Imbalance 1% 1% 1%

In figures 6.6 and 6.7 the normalized revenue and IRR curves are shown for the scenario that prior-
itizes contracted aFRR bidding followed by DAM arbitrage and imbalance mitigation. The IRR curve is
similar to the non-stacked contracted bids case from section 5. In this case, stacking doesn’t provide
significant additional revenue. This is arguably contradictory to what could have been expected from
the examination of the operational parameters for this case in figure 6.1. The operational parameters
showed that this approach allowed for the trading of significant arbitrage volumes on top of providing
contracted aFRR. However, the added revenue of arbitrage is relatively low as concluded in section 4.
Therefore, even though significant arbitrage trading volume is present, the stacking of arbitrage doesn’t
provide significant revenue addition compared to the contracted aFRR case from section 5. The low
potential of arbitrage can be confirmed by the added revenue breakdown in table 6.2.
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Figure 6.7: Normalized IRR for Contracted aFRR followed by
Arbitrage Scenario

Figure 6.6: Normalized Revenue for Contracted aFRR
followed by Arbitrage Scenario
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Table 6.2: Added Revenue Breakdown from the Stacking Case Scenario Prioritizing Contracted aFRR for a 15 MWh Battery

Revenue Source 1 Hour 4 Hour 8 Hour
Arbitrage 1% 1% 0%
aFRR - Energy 6% 6% 5%
aFRR - Capacity 6% 5% 3%
Imbalance 1% 1% 0%

Similar to contracted aFRR, the free bid aFRR normalized revenue and IRR curves in figures 6.8 and
6.9 show little improvement compared to their non-stacked case in chapter 5. Contrary to contracted
aFRR, this behaviour could have been expected from the operational parameters in figure 6.2. Little
room for stacked trading of significant arbitrage volume is left due to the aggressive nature of the free
bid aFRR trading. Nevertheless, even if more arbitrage volume could have been traded it would still add
relatively little revenue due to its previously concluded low potential. Table 6.3 confirms once again that
stacking of arbitrage on aFRR provides relatively little revenue gains compared against the substantial
added revenue that aFRR brings.
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Figure 6.9: Normalized IRR for Free Bid followed by Arbitrage
Scenario

Figure 6.8: Normalized Revenue for Free Bid followed by
Arbitrage Scenario

Table 6.3: Added revenue breakdown as a percentage of WPP DAM revenue from the stacking case Scenario prioritizing Free
Bid aFRR for a 15 MWh Battery

Revenue Source 1 Hour 4 Hour 8 Hour
Arbitrage 1% 1% 0%
aFRR - Energy 39% 13% 7%
Imbalance 0% 0% 0%

6.3. Sensitivity

The high percentage of aFRR revenue over DAM arbitrage revenue entails that the sensitivity of the
aFRR bidding block to market forecasts, replacement costs and investment costs will dominate the sen-
sitivities of the stacked cases. These analyses have been made in section 5. Rather than repeating
these analyses for slightly different values, the question is asked if a case is possible without having any
imbalance price forecast. In section 2.4 it was explained that a BRP receives a signal from Tennet with
the imbalance price in the current ISP. Based on this signal an alternative strategy can be proposed.
Whenever the current imbalance price is higher than the DAM price the storage system is discharged
and vice versa. In this way, the system provides frequency services as a BRP instead of as a BSP.

This no-forecast scenario doesn’t allow for stacking of the proposed value-adding mechanisms. In-
stead it should be seen as another type of stacking case. As mentioned in section 1.2, WPPs are
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sometimes required to have storage capacity on site. More use can be made of this pre-existing stor-
age capacity by employing it to perform this no-forecast scenario.

The imbalance price is determined at the end of each ISP based on the highest or lowest priced
activated bid. Whenever the grid state during an ISP was 2 it means that both up and down bids
were activated. This also means that the imbalance price will have fluctuated severely during the ISP.
The model only works with the final prices per ISP and would therefore benefit more than realistic
during ISPs with regulation state 2. Therefore, in post-processing, the revenues made during ISPs
with regulation state 2 are all set to be zero. The resulting normalized IRR for this scenario is shown in
figure 6.10.

The high power batteries show potential in this scenario. However, this is once again a strategy with a
high cycle frequency. This can be seen in table 6.4. The resulting replacement costs and their effect
on the normalized IRR are shown in figure 6.11

Table 6.4: Yearly number of cycles made by the storage system
Scenario 1 Hour 4 Hour 8 Hour

No Forecast 1400 490 265
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Figure 6.11: Normalized IRR for the no-forecast scenario with

Figure 6.10: Normalized IRR for the no-forecast scenario .
and without storage replacement costs

6.4. Main Findings

The potential of DAM arbitrage pales in comparison with the potential of aFRR. The main conclusion is
then that aFRR is a valuable addition to stack on top of DAM arbitrage. DAM arbitrage offers marginal
improvements when stacked the other way around. The aFRR revenues dominate in the stacking case.
Therefore, the sensitivities of these scenarios are expected to be similar to those from the AS case.

The volatility of the DAM price is expected to rise in the future (CE Delft, 2020). This will increase the
potential for DAM arbitrage. If the potential for DAM arbitrage increases to a point that it is significant
compared to the potential of providing AS, then stacked operation can become an interesting topic for
future research.

An attempt was made to perform simultaneous optimization in all markets. A working result was
not achieved as the model would trade energy between DAM and aFRR without any energy flowing.
For instance, it would place a down bid in aFRR and a DAM bid of the same size. Then it would
deliver on the aFRR bid by not delivering on the DAM bid. Through this mechanism, the model would
receive the price delta between the DAM price and imbalance price without actually having traded any
energy. This problematic behaviour could be resolved by implementing several nonlinear constraints
and consequently using a nonlinear solver. The simultaneous optimization of two markets will occur
in reality only when providing contracted aFRR and DAM arbitrage because both bids need to be
submitted at 12:00 D-1. For this reason, and the fact that stacking optimizations instead of performing
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one simultaneous optimization already gave relevant insights, this addition was deemed to be too time-
consuming to include in the project and is, therefore, out of scope.



Conclusions

Energy systems are facing the challenges posed by the energy transition. The intermittent nature of
RES will call for increased volumes of balancing energy to be available to guarantee grid stability. These
developments have TSOs researching innovative approaches where balancing energy is provided by
aggregated storage and RES systems. Storage is widely regarded as an answer to these technical
challenges. The lack of economic incentives for utility-scale storage is the missing link between the
technical benefits and mass implementation. This study was aimed at exploring the existence of these
economic benefits. Three cases were defined and simulated for the example storage technology i.e.
Li-ion BESS.

The potential for DAM arbitrage was found to be too low at current Li-ion investment costs. Stor-
age technologies with 80% to 65% lower investment costs than current Li-ion costs will make DAM
arbitrage possible. However, this result doesn’t take storage degradation or imperfect forecasts into
account. Cost projections for utility-scale battery storage expect capital cost reductions ranging from 10
- 52% for 2025 and 21-67% for 2030 (Cole & Frazier, 2019). Furthermore, it has been shown that DAM
arbitrage doesn’t require storage technologies with high power ratings as the 8-hour battery performed
best in terms of IRR. This is caused by the gradual changes in DAM prices throughout the day. The
optimal operation typically sees 1 to 2 charge cycles a day. Increasing penetration of RES on the grid
might cause DAM prices to become more volatile in the future making DAM arbitrage more interesting
as a consequence.

Operation in the aFRR market has shown significantly more potential. It has been shown that a
6-fold improvement of the normalized IRR is the theoretical upper limit for Li-ion technology in the free-
bid aFRR market. The sensitivity analyses for battery degradation show that reaching this theoretical
potential is not probable at current cycle-life levels for Li-ion. Furthermore, it was shown that contracted
aFRR has a lower theoretical upper limit but is less sensitive to storage replacement costs. Addition-
ally, contracted aFRR is less sensitive than free-bid aFRR to imperfect market forecasts but due to
the lower upper limit, the normalized IRR dropped below the break even point with imperfect forecasts.
Free-bid aFRR retained a normalized IRR above break even with imbalance price forecasts that slightly
outperform the current state of the art. The high potential for free-bid aFRR comes with the sidenote
that the Netherlands is currently one of the only countries in the European grid area that allows for
non-pre-contracted bids in aFRR. In conclusion, free-bid aFRR has a higher theoretical upper limit but
due to lower sensitivities, it can be expected that contracted aFRR might earlier be adopted by market
participants as a value-adding service.

Stacking of DAM arbitrage and aFRR shows little benefits over solely using the storage system to
provide aFRR. This might change in the future if the DAM market’s volatility increases to a point that the
added revenue becomes significant compared to the added revenue from aFRR. If this occurs then it
is recommend to stack DAM arbitrage with free-bid aFRR because this approach has the highest total
amount of energy traded by the storage system.
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Two arguments were given in the introduction for co-location over a standalone storage system. The
first being the pre-existence of co-located storage for safety reasons and the second being imbalance
mitigation. It has been shown that the potential for the latter is low. Imbalance costs accounted for
3% of total revenues. Therefore no strong arguments exist for geographically co-locating utility-scale
storage. However, from the perspective of a WPP operator, there are other arguments for adding stor-
age to the companies portfolio. The profitability of WPPs will come under pressure from declining DAM
prices caused by the increasing share of RES in the energy mix. This same development drives the
increasing price volatility and balancing costs that will fuel the profitability of storage systems. There-
fore, it can be hypothesized that in the long run WPP operators would benefit from investing in storage
research and pilots today.

Because no strong arguments for co-location exists, it is recommend that future master theses on
business cases for grid-connected storage don’t focus on co-located storage. The business case for
storage is believed to be independent of being co-located with a RES when operated for DAM arbitrage
of frequency support. Co-location does remain a relevant topic in other fields, such as micro-grids, con-
gestion management or power-2-x technologies. Instead, future theses can look into the potential of
adding intra-day trading as a market. Furthermore, the methods used to construct forecasts for im-
balance price and regulation states in this project can be improved. Future theses can also look into
optimization methods that can have stochastic forecasts as inputs. These methods can also include
an element of risk management where the storage system is operated less aggressively when nearing
the SOC boundaries. Lastly, the sensitivity to storage degradation was based on a highly simplified
approach. It has been shown that the results are relatively sensitive to the storage replacement costs.
Therefore, future theses should incorporate more accurate degradation models.

The business case for storage, as put forth in this project, might not exist today. However, strong
clues exist that it will in the future. The predicted drop in costs of storage and the increased volatility in
electricity markets will provide opportunities for the profitable operation of storage systems. When that
time comes WPP operators should also be interested to operate these storage systems to further their
goal of competing with traditional fossil fuel-fired power plants.
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Abstract—The potential technical benefits of wind-storage
hybrids, mainly arbitrage, imbalance reduction, and frequency
support, are convincing enough to launch demonstration
projects. However, a quantitative analysis of these benefits,
including economic considerations, is lacking. The aim of this
study is to establish at what costs such technical benefits
can be achieved, and whether developers reap sufficient
economic advantage to make the development of such hybrid
plants attractive. A wind-storage power plant is simulated for
arbitrage, imbalance revenue maximization, and secondary
frequency support using the Internal Rate of Return as a
par ter to e the ec performance. It is found
that, for a wind-farm developer, deploying batteries just
for arbitrage and/or imbalance revenue maximization does
not improve profitability at current levels of battery costs.
However, there is a strong economic incentive for a wind farm
developer to deploy batteries to participate in the secondary
frequency market.

Keywords: Hybrid power plant, wind power, battery energy
storage, energy markets, ancillary services

I. INTRODUCTION

The role played by renewables in meeting the
decarbonization goals cannot be emphasized more. A
large number of wind and solar farms are being deployed
owing to the widespread presence of the resource and
maturity of the technology. However, as the penetration
of wind and solar energy in the energy system increases,
the integration poses a major challenge. As wind and
solar depend on the availability of the resource, which is
uncontrollable, they are intermittent in supply. This leads
to various issues related to high balancing reserves and
their associated integration costs (upto $5/MWh, shown by
W. Katzenstein and J. Apt [1]), inefficient use of the grid
infrastructure, frequency fluctuations, forecasting errors,
etc. Adding storage can alleviate some of these issues.
Deploying storage at a generator or a system operator level
can reduce power imbalances from forecasting errors, enable
energy arbitrage, provide frequency support, flexibility of
generation, congestion relief, etc. As mentioned in a
report of IRENA [2], of all the storage types, battery
storage (especially Li-ion) makes up the largest share of
total installed storage capacity, mainly due to its rapidly
declining costs. This research explicitly focuses on co-
located wind-battery storage Hybrid Power Plants (HPP).

Adding storage to wind has seen a lot of positive light in
the past few years in the form of both demonstration and
commercially operational projects. As discussed by Wind

Europe [3], about 400 MW of co-located wind-storage
hybrids have already been made operational (or announced)
globally, where battery is mainly used as the storage source.
Petersen et al. [4] discuss the learnings from the hybrid
power plant projects of Vestas. For instance, the Lem Koer
project demonstrated the advantages of coupling wind
with storage in the form of reduced penalties, reduced
ramp rates, capabilities in providing ancillary services, etc.
Klonari et al. [5] study the existing HPP around the world,
of which most systems are a combination of wind and
storage, and identify drivers and barriers followed by some
probable policy changes that could be implemented. The
authors identified capacity firming to be the most widely
used functionality of a hybrid power plant, and they also
state that the business case of having HPP, from a developer
point of view, is still under development. An important
conclusion drawn by the authors was that these utility-scale
HPP are not fully rewarded by the current market incentives.

Extensive research has been carried out on detailed
modelling of wind-storage HPP where the enhanced value
of adding storage is discussed. B. Cheng and W. Powell [6]
optimized the battery for arbitrage and frequency control
using multi-scale dynamic programming. However, the main
objective was to develop and display the functionality of the
algorithm. Heredia et al. [7] developed a stochastic model
to find the optimal operation of a wind-battery system in the
day-ahead, intraday, and the secondary reserve market taking
into account all the uncertainties. The authors concluded
that profits from the reserve market exceed that of the
day-ahead market, and the increase in total profit was about
10%, compared to the wind-only case, when the battery
was used for the day-ahead and imbalance market. Similar
results w.r.t revenue increase were reported by Kaushik
et al. [8] where the optimal operation of a wind-battery
system in the Danish market is shown. Bolado er al. [9]
also analyze the value of storage in performing arbitrage
including price forecasting using Artificial Neural Networks.

However, an analysis including storage costs is missing,
which is also the case for many studies where the focus
is the efficacy of the model/algorithm. Sioshansi [10]
examined the use of storage for arbitrage. The author
reported that the current costs of storage technologies may
not justify this use. This conclusion is more relevant to
this research as the aim here is to provide a preliminary
techno-economic analysis in order to identify the use cases
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where adding storage would be economically beneficial to
the developer:

"The objective is to establish, by quantitative analysis,
the scenarios under which wind-battery HPP could be
economically beneficial from a generator point of view.

The paper first describes a generic bidding and real-time
operation model for wind-storage HPP applied to a model
of the electricity market of the Netherlands. The strategies
for two specific storage applications, namely the energy
market and the imbalance market (ancillary services), are
then described. Finally, the case study definition is provided
and the results for the two storage applications are discussed.

II. GENERIC MODEL

This section discusses the general modelling approach used
in this research.

A. Model overview

A complete setup of the model is shown in Figure 1. The
red lines represent flow of information while the black
lines represent actual power flow. The bidding block uses
forecasts from the wind and the market to make predictions,
day-ahead, and place the bid in the spot or imbalance
market, depending on the application of storage. In real-time,
the controller uses actual market information along with
actual wind generation and battery energy status to make
opportunistic decisions. The controller decides whether to
send the wind power as it is to the grid, whether to charge the
battery using wind, whether to discharge the battery along
with wind, whether to take in energy from the grid, etc. This
is indicated by the red signal that operates the switch.

Power flow
Information flow

( %\\
( 7
/
‘Spot & Imbalance Bidding block Reak-time operation
market forecast (Optimization) (Controller)

Spot & Imbalance
market

Fig. 1. Generic model of wind-storage HPP investigated

In this research, it is assumed that the controller has
perfect knowledge of both the spot and the imbalance market
while optimizing the bids day-ahead. It is known that this
is not completely realistic but it sets the best economic case
for wind-storage HPP. The objective is to have a prelimi-
nary model to find out applications that are economically
profitable for storage which can then form as a basis for
future detailed studies.

B. Wind

For wind speeds below cut-in, the power is zero while for
wind speeds between rated and cut-out, the turbine operates
at P,.4¢eq. For all the wind speed values between cut-in and

rated, the power produced can be determined using equation
(1), where v is the wind speed, C,, is the power coefficient,
Ajrotor 18 the area of the rotor, and 74 is the drivetrain
efficiency.

P(w) =0.5-Cp(v) - p- Avotor - v ay (€]

To simulate the wind forecasts, an error signal is imposed
on the actual wind generation. This error signal is based
on the nationwide error between wind forecasts and actual
generation. The Netherlands being a small country (by area),
it is assumed that the forecasting errors made by all the
wind generators are in the same direction. The histogram of
forecasting errors normalized w.r.t the nationwide installed
capacity is shown in Figure 2. The data used is open-source,
provided by the European Network of Transmission System
Operators for Electricity (ENTSO-E) [11].
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Fig. 2. Offshore wind forecasting error (as a function of installed wind
capacity) in 2019

C. Storage

In this paper, storage is coupled with wind for two different
applications. For each use case, a different objective
function is implemented, and will be stated in the next
chapter while the constraints implemented are nearly the
same other than the case specific constraints.

The battery energy level (Epq¢:) and the normalized State
Of Charge (SOC') at any given time stamp are given by
equation (2) & equation (3), respectively.

1
Epate(t) = Eban(f/*l)ﬂL%cha(t*1)'7]b*-17dis(f/*1)'nfl 2

where x.p, and x4, is the power with which the battery is
being charged and discharged, respectively. Also, depending
on charging or discharging, the efficiency term (1) is
adjusted.

_ Ebatt(t)

SOC(t) = - 3)
cap
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where ., is the total battery energy capacity.

D. Market

This study deals with two different markets, namely the spot
market and the imbalance market. In the bidding phase, it
is assumed that the controller has perfect forecast of both
markets. Using this information along with the wind forecast,
it places a bid. The bid being placed in the spot market or
the imbalance market depends on the storage application.
If the battery is used for arbitrage, it places the bid in the
spot market while if the battery is used to provide ancillary
services, it places a bid in the imbalance market. In real-
time, using the real-time wind generation, battery energy
state, and market information (which, due to the assumption,
is the same as the forecast), the controller decides how to
re-iterate the operation of the hybrid plant so as to maximize
the revenue.

E. Bidding & real-time operation

The bidding block uses an optimization algorithm so as to
optimize the operation of the hybrid plant to maximize the
revenue while in real-time, the controller simply re-iterates
the operation based on actual information of the market,
wind generation, and battery energy state. These two blocks
can be best explained for the given storage application and
will be discussed in detail in the next chapter.

FE. Economic figure of merit

The figure of merit chosen in this study to evaluate the
economic feasibility of a particular configuration is the
Internal Rate of Return (IRR). It is the rate at which the
Net Present Value (NPV) of a project is zero, as shown
in equation (4), where C'f,, represents the cash flows over
the years and C represents the initial investment. Thus,
by comparing the IRR values of different cases, the better
performing case can be identified.

Cfn

(1+IRR™ Co @

N
0=NPV = Z
n=1

The IRR values for different wind-storage configurations
have been normalized with the wind-only case. In this case,
an IRR lower than 1 does not mean the business case has
negative value, or isn’t profitable. It simply means that the
case is not as profitable as the wind-only case.

III. STORAGE APPLICATIONS

The purpose is to use storage to enhance the value of an
existing wind farm by tapping into two different possible rev-
enue streams. To guide the reader with some nomenclature,
a generator participating in the day-ahead energy market is
referred to as the Balance Responsible Party (BRP) while a
generator providing frequency restoration services to the grid
operator, by placing bids in the imbalance market, is referred
to as the Balancing Service Provider (BSP). It should be
noted that an asset can also be registered both as a BRP and
as a BSP so as to provide services in multiple markets.

A. Energy arbitrage with imbalance revenue maximization

Energy arbitrage is a concept wherein the instants of
production and consumption are separated. To maximize the
revenue, battery storage can be used to store some energy
when the day-ahead market prices are low and sell energy
when the market prices are high. Also, as the developers
place their bids day-ahead, the prediction of overall farm
output needs to be done 12-36 hours in advance, which
could result in a significant deviation between forecasted
power and actual power generation. This is where battery
storage could add value by maximizing the revenue from
imbalances. Here, the wind-storage plant is solely acting
like a BRP, placing bids in the spot market.

To place the bids in the day-ahead market, a simplex
optimization algorithm is used to determine the combined
power of wind and batteries in order to maximize the
revenue. The bids are then placed in the market by 12 pm
on the previous day. The most basic form of optimization
for arbitrage using storage can be summarized by equation
(5), where x is the design vector, consisting of battery charge
(zchq) and discharge (x4;5) values (adjusted w.r.t efficiency),
Apam is the day-ahead market price, 96 is the number of
Imbalance Settlement Periods (ISPs) in a day, and P, is the
maximum battery power capacity, depending on the duration
and battery energy capacity. Also, the battery SOC obtained
as a result of the last charge/discharge value of a given day
is set as the initial SOC level for the new optimization to be
carried out for the next day.

96
max  f(z) = > (@ais(t) = Tehalt)) - Apant(t)
t=1
st. 0< .ZTdis(t) < Pcap
0 < Zeha(t) < Peap (@)
0.3 < SOC(t) < 1
SOC(t = 97)new = SOC(t = 97)ops
SOC(t = 97)[_) = SOC(t = 1)1)+]

In real time, the actual wind generation, spot prices, and
the imbalance price for every 15 mins (ISP) are checked.
Based on the power deviations between wind generation
and the placed bid (Py; ), and the price difference between
imbalance and spot price (J), a decision is made whether
to re-iterate the battery operation or to stick to the original
battery schedule.

For a situation where wind generation is higher than the
bid volume (Py;rs > 0):
o If § > 0, sell the excess to the imbalance market instead
of charging the battery.
o If § < 0, charge the battery to minimize Py;ss and
if some imbalances still remain, sell to the imbalance
market.

For a situation where wind generation is lower than the
bid volume (FPy;ry < 0):

o If 6 > 0, discharge the battery to minimize Py;sy and if

some imbalances still remain, buy from the imbalance
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market.
o If § < 0, buy the deficit from the imbalance market
instead of discharging the battery.

B. Ancillary services

Frequency regulation, voltage control,  black-start
capabilities, are some examples of ancillary services
that can be provided by storage. The imbalance market
in the Netherlands comprises of the primary, secondary,
and tertiary frequency market. The primary frequency
market responds to the real-time grid frequency, at a time
resolution of one second, while the secondary frequency
market operates at a time resolution of 15 minutes. In this
paper, a preliminary analysis for the secondary frequency
support market, also known as the automatic Frequency
Restoration Reserve (aFRR) market is performed. According
to Tennet [12], the TSO of the Netherlands, the secondary
frequency market is about thrice the size of the primary
frequency market, which is also a reason why it was chosen.

For a contracted BSP in the aFRR market, there exists
a capacity and an energy remuneration. The BSP bids
a fixed capacity in the upward and downward direction
for the entire day, day-ahead, for which it receives the
capacity remuneration, and every time the BSP is activated
in real time to resolve the imbalances in the system, it
receives an energy remuneration as well. In this analysis,
it is assumed that the wind side of the HPP acts as a
BRP while the battery serves a dual purpose where it
acts as a BSP and also tries to maximize the imbalance
revenue, where the imbalances are due to the errors in the
wind power prediction. It is assumed that the BSP has
perfect knowledge of the imbalance market day-ahead. It
is known that this assumption is not realistic but it sets the
best possible economic case for battery storage. It is also
assumed that the BSP is always activated hence receiving
an energy payment for each Imbalance Settlement Period
(ISP) along with the capacity payments.

Based on the perfect information assumption of the im-
balance market, the aFRR optimizer decides the up and
down bids to be placed in the market. The wind forecast is
directly used to bid in the day-ahead market. The objective
function is given by equation (6) and the optimization can
be summarized by equation (7). The two variables x,,;, and
x4 represent the capacity bid in the imbalance market in the
upward direction (battery discharge) and downward direction
(battery charge) respectively. The activation state of the bid
is represented by two boolean vectors, 3,, and 34. The
imbalance market in a state of up-regulation for a particular
ISP would result in the j3,, for that ISP being 1 and 5,4
being 0, and the reverse for down-regulation. The capacity
remuneration can be determined by multiplying A..p, the
capacity revenue in Euro/MW/hr, with the capacity offered
(the same for 24 hours) while the energy remuneration can
be obtained by multiplying the net energy delivered in a
particular ISP and A;;,;, the imbalance market price. The
division by 4 converts the power delivered to energy for a
given ISP (15-min).

f(@) = (Tup + 2q) - 24 - Xeap+
96

>y Buplt) — 4 Bul®) - () Amsl6) ©)
t=1
max  f(z)

st 0 < 2gis(t) < Peap
0< I{:l},:},(t) < R:up
0.3<50C(t) <1
SOC(t = 97)new = SOC(t = 97) ope
SOC(t=97)p = SOC(t =1)p41
In real time, depending on the actual wind generation
and the imbalance situation in the country, the battery
decides whether to mitigate the forecasting error in the wind
generation or whether to settle it via the imbalance market.
It should be noted that the battery mitigates the error only if
doing so does not hamper the aFRR schedule of the battery
for the rest of the day.

(7

IV. CASE STUDY DEFINITION

This section discusses the general set of assumptions, and
the wind and storage parameters used in this research.

A. Generic assumptions:

Some general assumptions that are adopted throughout the
study are listed below:

o All studies are performed for the Netherlands.

« Wind speed, spot price, and imbalance price data have
a temporal resolution of 15-min.

o Cesar observatory measurement data for the wind
speeds are used.

o The data points are temporally correlated, and are from
2019.

o The study assumes utility-scale HPP.

B. Wind power

The system specifications used for the analysis are listed in
Table I where P,,¢cq is the rated power of the turbine and
D, otor is the rotor diameter.

TABLE 1
ASSUMPTIONS RELATED TO WIND
System ptions
Turbine Pqteq 5 MW
Wind  Turbine Dyotor 128 m

Total installation costs ~ $1870/kW
The Power coefficient (C),) of the turbine used is based on
the power curve of the Siemens Gamesa G128-5 turbine.

C. Storage

The system specific assumptions pertaining to storage are
listed in Table II. A battery lifetime model has not been
included in this analysis. The intent however is to carry out
a preliminary analysis using the best possible conditions
and identify if the use case has some potential value.
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TABLE II
ASSUMPTIONS RELATED TO STORAGE
Storage ption:
Storage type Li-ion

Duration 1,4 & 8 hour battery

Energy costs $ 165/kWh

Power costs $ 125-365/kWh (duration dependent)
Round-trip efficiency 90 %

SOC limits 03-1

V. RESULTS & DISCUSSION

This section discusses the economic value of wind-storage
HPP, from a developer perspective, for the two described
storage applications. For each storage application, a working
example of the algorithm is shown first followed by the
economic value of storage.

A. Energy arbitrage with imbalance revenue maximization

A plot displaying the behaviour of various parameters is
shown in Figure 3. In the first subplot, the blue line is the
wind power forecast while the red bars are the bids placed
in the day-ahead market along with battery charge/discharge
values, optimized to maximize the revenue. A value higher
than the blue line indicates battery discharge, which can also
be seen as a positive red peak in the third subplot. The
blue line in the third subplot indicates the re-iterated battery
operation taking into account real time wind generation and
imbalance prices. The second subplot shows the prices in the
spot and the imbalance market while the fourth plot shows
the ideal (planned) and new battery SOC.
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Fig. 3. Typical parameters plotted over time to illustrate the working of
the algorithm for arbitrage along with imbalance revenue maximization

As an example, just before the 250" time stamp, the
bid indicates that the wind power charges the battery so
as to discharge at a later point when the spot prices are
higher. However, in real time, the controller observes that
the imbalance prices are extremely high (as the country was
in an overall deficit) which is why it chooses to ignore the
original bid and instead sells the wind power directly in the
imbalance market. In such a case, the battery state remains
unchanged as seen by the flat blue line in the third subplot
and the flat SOC line in the fourth subplot.

Figure 4 shows the increase in revenue, with the majority
stemming from arbitrage, due to added battery storage. It

should be noted that in the Netherlands, a developer is not
charged a direct penalty for a deviation made from the
bid value. As long as the deviation mitigates the system
imbalance, the developer is rewarded. This is why even for
the wind-only case, a forecasting error may be beneficial as
long as it helps restoring the system imbalance. For instance,
if a wind farm generator produces more than the forecast at
a time when the country is in a deficit, the generator would
receive the imbalance price (higher than the spot price) for
the additional power generated.

Wind - 30 MW

1.08

1.06

Revenue

1.04

1.02

0 10 15 20 25 30

Battery energy (MWh)

Fig. 4. Normalized increase in revenue due to storage

Similar results w.r.t revenue have been reported by
Kaushik et al. [8] where the authors performed extensive
simulations for the day-ahead market case including effects
of battery lifetime, wind forecasts, and market forecasts on
the revenue.

Figure 5 shows a complete picture of the economics of
the system.

Wind - 30 MW

IRR

0 5 10 15 20 25 30
Battery energy (MWh)

Fig. 5. Economics of a wind-storage system for arbitrage with imbalance
revenue maximization

When the battery costs are taken into account, the IRR
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drops compared to the wind-only case. This indicates that
there is no added incentive for a wind farm developer to
deploy storage for arbitrage along with imbalance revenue
maximization.

It is estimated that the battery costs need to drop by about
50% in order for the arbitrage case to be more profitable
than the wind-only case. Also, day-ahead market prices
have a major influence on this result. With a higher share
of renewables in the grid, there may be more margin for
arbitrage resulting in an added value for storage.

B. Ancillary services

A plot displaying the behaviour of various parameters is
shown in Figure 6. The first subplot shows the capacity
bids activated for a given day. A positive value indicates
discharge (or power to be sold in the market) while a negative
value indicates charge (or power to be bought from the
market). It should be noted that all the charge bids need to
have a constant capacity for a given day, and the same also
holds for all the discharge bids. For some ISPs, the bidding
optimizer does not place a bid (e.g. at time stamp 105). These
rare instances correspond to a regulation state where the
Transmission System Operator (TSO) does not activate any
bids or a situation when both upward and downward bids are
activated. The second subplot shows the difference between
wind forecast and actual generation. The third subplot shows
the old SOC value (optimized for the aFRR market) and the
new SOC value (after iterations made to maximize imbalance
revenue).
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Fig. 6. Key parameters plotted over time illustrating the working of the
aFRR algorithm

As an example, before the 20" time stamp, the actual
generation is lower than the forecasted value. At the same
time, the battery had placed a positive bid (indicating a
market need for up-regulation in the system). This is a
situation where the imbalance prices are usually higher
than the spot price and hence, the battery tries to minimize
the fluctuation by discharging more than predicted (seen
by the deviation between the blue and the red SOC curve).
An example of the opposite effect can be seen at the 90

time stamp, where the actual generation is higher than
the forecast and the battery had placed a negative bid
(indicating a need for down-regulation in the system). This
is why the battery decides to charge (seen by the blue SOC
curve ramping up quicker than the red SOC curve).

Figure 7 shows the complete economic scenario of this
particular use case where it can be seen that under the
assumption of perfect market information, participation in
the aFRR markets is highly profitable for a wind-storage
system.
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Fig. 7. Economics of a wind-storage system for the aFRR market with
imbalance reduction

Due to the assumption of perfect imbalance market in-
formation, day-ahead, this case sets the upper bound to
the profitability that can be achieved by using storage for
contracted aFRR services. It is also observed that for the
current battery costs, a 4-hour battery proves to be more
beneficial than a 1-hour battery owing to the high battery
power costs for a l-hour battery with a marginal added
benefit. The dashed lines represent the case where the battery
is used only for bidding in the aFRR market while the
solid lines represent the dual-use case where the battery
is also used to maximize the imbalance revenue where the
imbalances are generated from the wind forecasting errors.

VI. CONCLUSION

The analyses performed identified the value of adding stor-
age to a wind power plant for two specific applications and
recognized the economic benefit, if at all, to the developer.
For wind-storage HPP, based on the above results and addi-
tional sensitivity studies, the following application-specific
conclusions can be drawn:

A. Arbitrage with imbalance revenue maximization

o Adding a l-hour battery for arbitrage and imbalance
reduction, with an energy capacity roughly the size of
the wind farm, can increase the revenue by about 10%
compared to that of the wind-only case. However, in
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terms of IRR, a 4-hour battery has a better economic
case.

« Extra revenue/value added by energy arbitrage is about
three times the revenue generated by mitigating the
imbalances. The overall combined value still does not
result in a business case better than the wind-only
system.

o A reduction of about 50% in battery costs would be
required to make it economically attractive (compared
to the wind-only case).

B. Ancillary services

« Using battery storage to bid in the aFRR market along
with its use to mitigate the imbalances has a strong
economic case.

o A positive business case for storage is due to the
assumption of having perfect information of the
imbalance market day-ahead. A more realistic case,
when the BSP has little prior information of the
imbalances, would reduce the added value by storage.
The realization of this maximum potential is highly
dependent on the state of the art market forecasting
capabilities.

This preliminary research suggests that providing ancillary
services is a more attractive economic case for adding battery
storage to an existing wind plant than arbitrage. It also shows
that using the battery for maximizing imbalance revenue
where the imbalances result from wind forecasting errors,
has a significant added value. However, for an accurate
estimate of the IRR and the true economic potential, other
factors like imperfect market knowledge, battery lifetime,
grid connections costs, limited grid capacity, etc. must also
be included in the analysis.
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