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Abstract

Background: Immense improvements in sequencing technologies enable producing large amounts of high
throughput and cost effective next-generation sequencing (NGS) data. This data needs to be processed efficiently for
further downstream analyses. Computing systems need this large amounts of data closer to the processor (with low
latency) for fast and efficient processing. However, existing workflows depend heavily on disk storage and access, to
process this data incurs huge disk I/O overheads. Previously, due to the cost, volatility and other physical constraints of
DRAM memory, it was not feasible to place large amounts of working data sets in memory. However, recent
developments in storage-class memory and non-volatile memory technologies have enabled computing systems to
place huge data in memory to process it directly from memory to avoid disk I/O bottlenecks. To exploit the benefits of
such memory systems efficiently, proper formatted data placement in memory and its high throughput access is
necessary by avoiding (de)-serialization and copy overheads in between processes. For this purpose, we use the newly
developed Apache Arrow, a cross-language development framework that provides language-independent columnar
in-memory data format for efficient in-memory big data analytics. This allows genomics applications developed in
different programming languages to communicate in-memory without having to access disk storage and avoiding
(de)-serialization and copy overheads.

Implementation: We integrate Apache Arrow in-memory based Sequence Alignment/Map (SAM) format and its
shared memory objects store library in widely used genomics high throughput data processing applications like BWA-
MEM, Picard and GATK to allow in-memory communication between these applications. In addition, this also allows
us to exploit the cache locality of tabular data and parallel processing capabilities through shared memory objects.

Results: Our implementation shows that adopting in-memory SAM representation in genomics high throughput
data processing applications results in better system resource utilization, low number of memory accesses due to
(Continued on next page)
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high cache locality exploitation and parallel scalability due to shared memory objects. Our implementation focuses on
the GATK best practices recommended workflows for germline analysis on whole genome sequencing (WGS) and
whole exome sequencing (WES) data sets. We compare a number of existing in-memory data placing and sharing
techniques like ramDisk and Unix pipes to show how columnar in-memory data representation outperforms both. We
achieve a speedup of 4.85x and 4.76x for WGS and WES data, respectively, in overall execution time of variant calling
workflows. Similarly, a speedup of 1.45x and 1.27x for these data sets, respectively, is achieved, as compared to the
second fastest workflow. In some individual tools, particularly in sorting, duplicates removal and base quality score
recalibration the speedup is even more promising.

Availability: The code and scripts used in our experiments are available in both container and repository form at:
https://github.com/abs-tudelft/ArrowSAM.

Keywords: Genomics, Whole Genome/Exome Sequencing, Big Data, Apache Arrow, In-Memory Data, GATK Best
Practices

Introduction
The genome of an organism is the complete set of its
genetic material represented by its DNA sequence. Each
cell in a human body contains a complete replication
of the approximately 3 billion base pairs (bps) of DNA.
The genomics field emphasizes on the understanding of
structure, mapping and function of individuals genes (the
genome) to get insights into their interaction and evolu-
tion with respect to one’s environment. In comparative
genomics, complete genome features of different spices
are extensively compared (for example with a reference
genome) using computational tools. These comparisons
can lead to fully characterize the resemblances and differ-
ences in one’s genomic features, trace down their origin or
lineage, how the change or loss emerges throughout the
evolutionary lineages and discover ways to cure diseases
caused by genetic variations and developing personalized
medicine and improving environmental health [1].

Variant calling is indispensable for comparative
genomics as it reveals deep insights into nucleotide-level
organismal differences in some specific traits among pop-
ulations from an individual genome sequence data. Vari-
ant calling discerns genetic variations in three categories
like, single nucleotide polymorphisms (SNPs), insertions
and deletions (indels), and/or structural variants (SVs,
may also include Copy Number Variants (CNVs), dupli-
cation, translocation, etc). An SNP reports a single base
change in two genomes while the DNA around that base
remains unchanged. Indels are single bases which have
been inserted, or deleted in a genome when aligning
to another reference genome. Structural variants are
observed in organism’s chromosome structures. Generally
defined as a region of DNA approximately 1 kbp or larger
in size having variations in the form of inversions, translo-
cations or deletions, insertions and CNVs (also called
duplications). DNA sequencing reveals that CNVs are
commonly observed in various organisms, particularly in
human, which vary from individual to individual. Approx-

imately two third of whole human genome is composed of
such repeats.

DNA can mutate in any of the somatic cells or in ger-
minal cells (germ cells); such variations are referred as
somatic and germinal mutations, respectively. Somatic
analysis identifies the variations in normal and tumor
affected tissues. Somatic mutations/variations can cause
cancer or other diseases. In germline analysis the vari-
ations in an individual’s DNA inherited from parents are
analyzed to identify presence of inherited disease.

In whole-genome sequencing (WGS) the complete set
of DNA sequences (both the entire protein coding and
the non-coding regions of the genome) of an organism are
determined. This gives a comprehensive and precise fin-
gerprint of the whole DNA. Whole-exome sequencing
(WES) instead just focuses on collecting DNA sequences
of some specific regions (like protein coding). WES sam-
ples are typically sequenced at 100X or 30X coverage
which focuses on less than ∼5% of the complete genome.
Both techniques have their own benefits. WES saves
costs and also gives more DNA coverage resulting in
higher accuracy. WGS covers the complete genome which
is good for fully characterizing and understanding the
genome.

Genome/Exome pre-processing
The pre-processed genomics data can be used for timely
identification of gene mutation, diagnosis of disease as
well as the development of targeted therapies. Gener-
ally pre-processing steps include alignment, sorting and
duplicate reads removal from target genome sequence
data. Many tools have been developed for analysis of
high throughput sequencing data, from local alignment
database search tools like BLAST [2], FASTA [3] to pair-
wise alignment tools like MALIGN [4], EMBOSS [5],
tools like BLAT [6] Bowtie2 [7] and BWA [8] for short
read sequence alignments and Minimap and Miniasm
[9], DALIGNER [10] and DARWIN [11] tools for long

https://github.com/abs-tudelft/ArrowSAM
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reads alignment and mapping. Tools like SAMTools [12],
Picard [13], Sambamba [14] and samblaster [15] are devel-
oped for alignment post-processing stages like indexing,
sorting, duplicates removal in SAM/BAM (Binary Align-
ment/Map) files.

Variant callers
GATK and Freebayes are commonly used open-source
tools for germline variant calling analysis. Tools like
VarScan [16], VarDict [17], MuTect2 [18] are used for
somatic variant calling analysis. FreeBays [19], SNVer [20]
and LoFreq [21] are also used for both germline and
somatic variant calling analysis. Pisces [22] and Strelka2
[23] are recently developed open source tools by Illum-
nia for short variant calling to analyze both germline and
somatic variations. DeepVariant [24] is deep convolutional
neural network based variant caller. Both Strelka2 and
DeepVariant variant callers outperform GATK, FreeBays
and samtools in PrecisionFDA (pFDA) Challenges for pre-
cision and accuracy on indels and SNVs for different data
sets. The output of these tools is generated in the variant
calling format (VCF) to visualize and further analyze the
detected variations.

Challenges in genomics data processing
Comparative genomics is a young field. To process and
analyze genomics data, the research community is actively
working to develop new, efficient and optimized algo-
rithms, techniques and tools, usually programmed in a
variety of languages, such as C, Java or Python. As we have
mentioned earlier, in order to construct a whole workflow
for complete genome analysis, one has to use a combina-
tion of different open-source tools. These tools share the
following common characteristics that impose limitations
on the performance achievable by the genomics workflow.

• These tools are developed to use traditional I/O file
systems, which incur a huge I/O bottleneck in
computation due to disk bandwidth [25]. Each tool
reads from the I/O disks, computes and writes back
to disk.

• Due to the virtualized nature of some popular
languages used to develop genomics tools (such as
Java and Python), these tools cannot exploit modern
hardware features like multi-core parallelization,
Single instruction, multiple data (SIMD)
vectorization and accelerators (like GPU or FPGAs)
performance very well.

• In between processes data communication developed
in different languages, a huge (de)-serialization and
copy overheads incur.

Motivation
New storage-class memory (SCM) technologies will soon
replace the existing long latency and block-based data

transfer HDDs/SSDs storage. Intel’s phase-change mem-
ory (PCM) based Optane DC (Data Center) Persistent
Memory is one of the first candidates in this paradigm to
accelerate big data workloads for in-memory analytics and
provide fast startup-times for legacy applications/virtual
machines in cloud environments [26–28]. Using these
memories to store SAM data in columnar format and
shared memory objects can provide benefit in many
aspects to improve overall system throughout:

• One is related to the tabular nature of genomics data
(SAM) in-memory.

• Second is related to underlying hardware technology
to exploit the maximum cache spatial locality and
SIMD vectorization capabilities of modern
multi-core systems.

• Third is to avoid (de)serialization of data when
processing in different languages. Shared memory
objects of SAM data can be processed in parallel.

We use DRAM as an alternative to such memory tech-
nologies for evaluation purpose because of its same
characteristics of byte-addressability (load/store access to
memory) and lower latency.

Background
This section provides a short description of widely-
adopted GATK variant calling workflow, NGS technolo-
gies and the amount of data they produce and the chal-
lenges in processing this data. A brief introduction to the
Apache Arrow framework and its Plasma shared memory
API is also given.

Genome Analysis Toolkit (GATK)
GATK [29] from the Broad Institute is considered as
a benchmark for variant calling discovery. As the SAM
[30] is a de-facto format for storing NGS data, its com-
pressed and indexed BAM [30] version is used in GATK
tools as input file(s). GATK tools produce variant call-
ing outputs in many different formats like VCF, GVCF
and different useful statistics in text format. GATK inter-
nal architecture is based on the philosophy of MapRe-
duce [31] functional programming paradigm to achieve
maximum parallel efficiency by distributing data among
processes. In MapReduce programming, the computa-
tions are accomplished in two steps; first the problem is
divided into many discrete independent tasks which are
fed to the map function. After completion of tasks their
respective outputs are merged into a reduce function to
generate a final output product. GATK reads/writes data
files through htsjdk library, divides and prepares data in
traversals then processes in walker modules. The walker
modules provide the map and reduce functions for data
consumption [32].
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Fig. 1 Left: An example where (de)serialization and copy takes place when data is exchanged between different languages and platforms. Right:
Apache Arrow provides a unified in-memory format for data placement which can be used in many languages and platforms avoiding the
(de)serialization and copy overhead

GATK best practices workflows
For the analysis and interpretation of NGS data to be
used in clinical settings, different tools and workflows
have been created. GATK recommended best practices for
variant calling proposes BWA-MEM for mapping reads,
while Picard or Sambamba can be used for sorting and
mark duplicates removal in the reads. Base Quality Score
Recalibration (BQSR) in GATK adjusts the quality score
of reads by employing machine learning algorithm. The
following common GATK workflows [33, 34] are avail-
able in GATK4 for different types of variant calling. 1. For

identifying germline short variants (SNPs and indels) in
one or more individuals the Haplotypecaller algorithm is
used to generate a joint callset in VCF format. 2. Sim-
ilarly Mutect2 is used for somatic short variants (SNVs
and indels) identification in one or more tumor samples
in a single individual, with or without a matched normal
sample. 3. For germline short variants (SNPs and indels)
discovery in human exome sequencing data the workflow
uses intervals file in BED format while the Haplotype-
caller algorithm is used to generate a joint callset in VCF
format.

Fig. 2 In-memory architecture of GATK best practices recommended workflow using Arrow in-memory SAM representation for all intermediate steps
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Next-generation sequencing: technologies and data
The first ever Human Genome Project [1990—2003] con-
cluded an initial sequence draft of human genome consist-
ing of approximately 2.85 billion nucleotides [35]. Since
then, genomics data has been increasing rapidly due to
the innovations in genome sequencing technologies and
analysis methods. Second Generation Sequencing (NGS)
technologies like Illumina’s HiSeqX and NextSeq produce
whole genome, high throughput and high quality short
read data at a total cost of $1K per genome, which is
expected to drop down below $100 for more advanced
sequencing technologies. Third generation sequencing
technologies are now capable of sequencing reads of more
than 10 kilo-base-pairs (kbp) in length, such as Oxford
Nanopore, Single Molecule Real-Time and Pacific Bio-
Sciences sequencing technologies. The ongoing pace of
these technologies promises even more longer reads of
∼100 kbp on average. Long reads produced by third gen-
eration sequencing technologies provide the prospect to
fully characterize genomes at high resolution for precision
medicine [36].

Apache Arrow
The Apache Arrow [37] project was initiated by the
Apache Foundation in 2016. This framework provides an
open and a common standardized format for different
programming languages for reading/writing tabular data
in-memory. Through language-specific libraries, multiple
languages can share data without any copying or serial-
ization. This in-memory access of data through Apache
Arrow is illustrated in Fig. 1. At the time of writing,
Apache Arrow supports the following languages: Go,
C, C++, C#, Java, JavaScript, R, Rust, MATLAB, Ruby
and Python. Interfaces exist for GPGPU programming,
through Arrow CUDA interfaces. External tools to sup-
port FPGA accelerators also exist through the Fletcher
project [38]. In the Arrow format, data entries (records)
are stored in a table called a RecordBatch. Each record
field is stored in a separate column of the RecordBatch
table in a manner that is as contiguous as possible in mem-
ory. This is called an Arrow Array which can store data of
different types—i.e., int, float, strings, binary, timestamps
and lists, but also nested types (such as lists of lists, etc.).
Arrays may have different types of physical buffers to store
data. This layout provides higher spatial locality when
iterating over column contiguous data entries for better
CPU cache performance. SIMD (Single instruction, mul-
tiple data) vector operations can also benefit from such a
layout as vector elements are already aligned properly in
memory.

Plasma in-memory object store
Plasma is an inter-process communication (IPC) compo-
nent of Arrow, that handles shared memory pools across

different heterogeneous systems [39]. To perform IPC,
processes can create Plasma objects inside the shared
memory pool, that are typically data buffers underlying an
Arrow RecordBatch. Through the shared memory pool,
Plasma enables zero-copy data sharing between processes.

Implementation
In order to enable genome pre-processing applications
and GATK (Fig. 2) to use in-memory SAM data, two main
optimization are required. First, we need to define an in-
memory Arrow representation of the SAM data. Second,
the applications need to be adapted to access the new in-
memory SAM data. These applications access, update and
create new data fields as shown in Fig. 3. In the following,
these two optimizations are discussed.

In-memory SAM format
The SAM file format is an ASCII based, tab delimited text
format to represent DNA sequence data. We create an
in-memory SAM representation using the Apache Arrow
columnar format that consists of the same fields (columns)
used in SAM to store the corresponding data, this for-
mat is also explicitly explained in our previous work [40].
We call this the ArrowSAM format, this stores the data
in RecordBatches. Each RecordBatch is a combination
of a schema, which specifies the types of data fields of
ArrowSAM and the data itself, more details of in-memory
Arrow data representation can be found in [40].

Genomics applications can use ArrowSAM to create
RecordBatches of genomics data in-memory.

RecordBatch columnar data can be deleted/updated in
the same application but to make data usable in other
applications we have to use shared memory flat buffers.

BWA-MEM integration
BWA-MEM is the most popular alignment algorithms
in the bioinformatics community due to its efficient and
accurate alignment of raw FASTQ data against a large ref-
erence genome. After performing alignment of each read,
it creates a SAM record of twelve data fields as shown in
Fig. 3. Instead of writing these records in a SAM file, we
modified BWA-MEM to use the ArrowSAM format and
Arrow libraries to store these records in Arrow Buffers.
We have created as many such buffers as number of chro-
mosomes. So we check the reference name (RNAME) of
each record and insert to its respective buffer. At the end
of the alignment process, all the buffers are converted to
RecordBatches which are inserted into shared memory
pool.

Sorting through pandas dataframes
Randomly generated SAM reads need to be sorted by
their respective chromosome and individual coordinates
(begin positions) within a chromosome. Pandas is a pow-
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Fig. 3 In-memory SAM data placement for all chromosomes (1-22, X, Y and M) in GATK best practices workflow. Applications access it through
shared memory plasma objects. For higher sequencing coverage data i.e, WGS data, each chromosomes with size more than 2GB are further
divided for scalability

erful and easy to use python library, which provides data
structures, data cleaning and analysis tools. Dataframes
is an in-memory data library that provides structures to
store different types of data in tabular format to perform
operations on the data in columns/rows. Any row in a
dataframe can be accessed with its index, while a col-
umn can be accessed by its name. A column can also be
a series in pandas. Using dataframes with python arrow
bindings (PyArrow) illustrates the powerful capabilities of
in-memory data representation. Tools like Picard, Sam-
tools and Sambamba are used to sort the reads in a
SAM file according to the chromosome name and start
positions of each read. This type of sorting becomes com-
putationally intensive when the whole SAM file needs
to be parsed and sorted based on these two fields. In
contrast, our implementation uses pandas dataframes to
sort each individual chromosome based on the start posi-
tion of reads in that particular chromosome. This reduces
the computational effort needed to sort the reads since
we already assign them to the RecordBatch that belongs
to their own chromosome. Therefore, we only need to
sort them based on their position. We create new Record-
Batches for each chromosome with sorted data as shown
in Fig. 3.

All shared memory objects of chromosomes are fed
to pandas dataframes to sort in parallel. After sorting,
the new sorted chromosomes RecordBatches are stored
in shared memory by deleting previous shared memory
objects, to be used by subsequent applications.

Picard MarkDuplicate integration
After sorting the reads by their coordinates, the dupli-
cate reads with low quality should be removed. The
MarkDuplicate tool in the Picard package is considered
as a standard algorithm for duplicate reads removal. This
tool reads the SAM files two times, first when build-
ing the sorted read end lists and second when removing
marked duplicates from those lists by comparing each
individual read in the file. This tool has two main lim-
itations: first it reads SAM data sequentially from the
input file, second it converts all input file reads data into
their corresponding SAM records. SAM files are usu-
ally stored in disk in compressed format (called BAM)
that has a compression ratio of about 30%. This means
every time we read and write these files to disk, we
have to incur a the overhead of compression and decom-
pression. To overcome these overheads, we just read
the data as ArrowSAM format in-memory once, access-
ing only five fields (QNAME, FLAG, RNAME, POS,
CIGAR and RNEXT) as shown in Fig. 3, which are actu-
ally needed to perform the MarkDuplicate operation. For
this purpose, We have modified the htsjdk (a java API
used in Picard, GATK and many other tools for manag-
ing I/O access of high-throughput sequencing data files)
to access shared memory stored plasma objects, and parse
them to their respective RecordBatch. Each SAM read
with the above mentioned five fields is accessed via index.
Each shared memory object contains one chromosome
SAM data. To take advantage of this, our implementation
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processes all chromosomes in parallel by initiating as
many Picard instances as number of chromosomes. After
processing reads, MarkDuplicate sets the duplicate bit
in the FLAG field, so only the FLAG field is updated in
this process which is written in a separate shared mem-
ory object for each chromosome. After completion of the
MarkDuplicate stage, the sorted and updated duplicate
flag data is available in shared memory objects for further
analysis.

GATK BaseRecalibration integration
Variant calling heavily relies on the assigned base quality
scores per base in individual reads. These scores are esti-
mates of sequencing machine errors in producing bases.
However, these scores are also affected due to system-
atic errors in the sequencing machines. BaseRecalibration
finds systematic error patterns by analyzing how these
errors vary over all bases. Only seven fields are accessed:
six fields (RNAME, POS, MAPQ, CIGAR, SEQ and
QUAL) from ArrowSAM records of shared memory
objects created in the ’Sorting’ process, and one (FLAG)
field created in MarkDuplicate process as shown in Fig. 3.
We have also modified the access to the htsjdk library for
this application similar to the MarkDuplicate application.
All shared memory objects of individual chromosomes are
processed in parallel by initiating as many as BaseRecali-
bration instances as number of chromosomes. All relevant
information generated by this tool is recorded in tables.

GATK ApplyBQSR integration
ApplyBQSR applies numerical corrections to each indi-
vidual basecall based on the patterns identified in BaseRe-
calibration tables. This application generates new QUAL
and INDEX fields which are written in a separate
shared memory object. In this application, the same
seven fields are accessed: six fields (RNAME, POS,
MAPQ, CIGAR, SEQ and QUAL) from in-memory
SAM records of shared memory objects created in ’Sort-
ing’ process and one (FLAG) field created in MarkDu-
plicate process as shown in Fig. 3. We have also modified
htsjdk library for this process similar to previous pro-
cesses except in generating output. Because we limit our
processing to specific parts of the genome by filtering
out unused intervals as provided in a special filtering file
(called bed file), only those reads which fall in these spe-
cific intervals are forwarded for further processing. To
properly map the newly created QUAL field output with
that of original in-memory ArrowSAM data of the sort-
ing process (to be used in the next application), we have
appended an additional field ’index’. This field stores the
index of the original read. All shared memory objects of
individual chromosomes are processed in parallel by initi-
ating as many as ApplyBQSR instances as the number of
chromosomes.

GATK HaplotypeCaller integration
HaplotypeCaller calls SNPs and Indels through local de-
novo assembly in active regions. Active regions are those
which have some sufficient probability of variation. Here
eight fields are accessed: five fields (RNAME, POS,
MAPQ, CIGAR and SEQ) from ArrowSAM records of
shared memory objects created in the ’Sorting’ appli-
cation, one (FLAG) field created in the MarkDuplicate
application and two (QUAL and INDEX) field created in
the ApplyBQSR application as shown in Fig. 3. We have
also modified access to the htsjdk library for this pro-
cess similar to previous processes like ApplyBQSR. First,
the INDEX field is checked as an alternative to intervals,
so that particular index in the original ArrowSAM object
created in the ’Sorting’ process is accessed. This indexing
technique has one benefit and also one drawback. In terms
of benefit, using the index field, we access only those fields
which fall in given bed file intervals for exome analysis.
Drawback is related to cache performance. Due to repeat-
edly changing the index during reads access, the cache
spatial locality cannot be exploited efficiently. The output
of this process is generated in VCF file format. Because we
are processing all the shared memory objects of individual
chromosomes in parallel, separate chromosome files are
generated which need to be merged for further variants
analysis.

Methods
We compare our ArrowSAM-based workflow to a number
of popular workflows used in the field. For alignment we
use BWA-MEM for all workflows due to its high accuracy
and efficiency. For sorting and duplicate removal, Picard,
Sambamba and elPrep (sfm) have been used. GATK and
elPrep are used for the base recalibration and variant dis-
covery stages. The reason behind selecting elPrep for per-
formance comparison is the fact that it uses in-memory,
and multi-threading techniques for pre-processing and
variant discovery, while reporting to produce the same
accuracy as that of GATK [41]. In contrast, our imple-
mentation also facilitates in-memory and multi-threading
features while using the exact same Picard and GATK
applications. The reason for selecting Sambamba for the
comparison is its multi-threaded nature and for being
more efficient than other open source tools available for
sorting and mark duplicate operations with the same
accuracy as Picard.

In the following subsections, we discuss the workflows
used in comparison to ArrowSAM based implementation.

Storage (BWA-MEM - Picard - GATK)
This combination of tools is used in almost all GATK
recommended best practices workflows for both whole
genome and whole exome sequencing analysis. Both ref-
erence and query raw data sets are placed in local storage
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and all applications access data through local disk I/O. All
the immediate results of each application are also written
in local disk in standard SAM/BAM files.

Storage (BWA-MEM - Sambamba - GATK)
Sambamba is used here as an alternative to Picard for
sorting and mark duplicates operations. Sambamba as
mentioned earlier is faster than Picard for both of these
applications because of multi-threading. But unfortu-
nately parallel performance of Sambamba is limited and
not scalable due to I/O saturation. All data sets and imme-
diate results of each application are using local storage for
I/O.

ramDisk (BWA-MEM - Sambamba - GATK)
In this workflow, we use ramDisk (memory-mapped disk)
instead of local storage, since we can improve perfor-
mance of these applications by placing data closer to
the processor. This way, all data sets and immediate
results of each application are kept in ramDisk in standard
SAM/BAM files.

ramDisk (BWA-MEM - Sambamba - GATK (Parallel))
We can use some sort of naive parallelism for performance
improvement in some GATK applications. For example in
whole exome sequencing, BaseRecalibration application
uses an interval file with -L option. If we split the interval
file for each chromosome and pass the individual interval
files to multiple instances of the BaseRecalibration appli-
cation each executed for an individual chromosome in
parallel, it will generate output ‘tables’ separate for each
chromosome. Then, ApplyBQSR can also use the individ-
ual chromosomes interval files and ‘tables’. So running the
ApplyBQSR instances in parallel will generate new BAM
files for each individual chromosome separately. These
individual chromosome BAMs and interval files can be
passed to parallel instances of HaplotypeCaller, which will
generate separate VCF files for individual chromosomes.
These VCF files can then be merged in GATK.

ramDisk (BWA-MEM - Sambamba (Pipes) - GATK (Parallel))
We can use Unix pipes in some intermediate applications
to redirect their standard output to other application in
the workflow as their input to save the I/O time and disk
resources of local storage. Using Unix pipes, the output
of an application is not stored in disk, but is buffered
in memory temporarily until it is consumed by the next
application in the pipe. We also naive parallelism for per-
formance improvement in some GATK applications as
mentioned in above method.

ArrowSAM
This is our implementation proposed by this paper which
uses in-memory ArrowSAM format and shared mem-

ory plasma objects to exploit cache spatial locality and
multi-core efficiency. 1) Alignment is done in BWA-MEM
which has already multi-threading support and output
ArrowSAM data is placed in shared memory objects in
respective chromosomes boundaries, 2) followed by coor-
dinates based sorting using Plasma dataframes on all
chromosomes (chromosomes greater than 2GB in WGS
data sets are further divided with zero-copy overhead) to
run sorting algorithm in parallel. 3) Picard MarkDupli-
cate is then run on resulting shared memory data chunks
in parallel creating new FLAG field in-memory. 4) GATK
BaseRecalibration generates tables for all ArrowSAM data
chunks in parallel, 5) ApplyBQSR creates QUAL field by
running parallel on all ArrowSAM data chunks and finally
HaplotypeCaller generates separate VCF files for each
chromosome/chunk (in case chromosome greater than
2GB). These files are merged to generate a final VCF using
GTAK for futher analysis.

elPrep
As discussed earlier, elPrep [41] is a multi-threaded pre-
processing tool to operate on SAM/BAM data in-memory.
In this tool, sorting, duplicate marking and base quality
score recalibration algorithms are optimized for paral-
lel execution. This tool has two runtime options, one is
sfm, which uses less memory as compare to the other
one called filter, which uses a large memory pool for in-
memory processing. As reported in the paper, this tool has
the same accuracy for pre-processing of SAM/BAM data
as that of the GATK recommended best practices work-
flow. Therefore, we included this workflow for speedup
comparison with all other workflows as this tool is more
closely related to our implementation in the context of
multi-threading and in-memory data placement and exe-
cution. Finally, GATK HaplotypeCaller is used for variant
calling.

Results
For evaluation of our in-memory SAM format and Apache
Arrow integration into BWA-MEM, Picard and GATK
tools, we have created a number of different workflows
using state-of-the-art tools and techniques in accordance
with GATK best practices workflow for whole genome
and exome sequencing. We have run all these workflows
with their recommended settings. In the “Performance
evaluation” section below we describe the measured per-
formance, while we discuss the results in the “Discussion”
section.

The individual applications execution times of the var-
ious workflows for WES are shown in Fig. 4 while Fig. 5
shows the execution times for individual application for
WGS. Similarly, the total execution times of the workflows
are shown in Figs. 6 and 7 for WES and WGS data sets,
respectively.
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Fig. 4 Runtimes (in seconds) of individual variant calling applications on whole exome data set using different workflow options (i.e, ramDisk, Pipes
for Sambamba and chromosome wise parallelism in GATK)

Performance evaluation
In this section, we compare execution time of our GATK
recommended best practices variant calling workflow
using ArrowSAM with other state-of-the-art workflows as
discussed in the “Methods” section on high throughput
genome and exome data sets.

Storage (BWA-MEM - Picard - GATK)
This represents the baseline workflow. The main perfor-
mance bottleneck in this workflow is single-threaded disk
I/O access of SAM/BAM file(s) by the htsjdk library which
is used in Picard and GATK tools. This workflow takes

highest runtime from pre-processing to variant calling
among all workflows.

Storage (BWA-MEM - Sambamba - GATK)
Replacing Picard with Sambamba for sorting and dupli-
cate removal gives significant speedup in overall workflow
execution as shown in Figs. 4 and 5. But Sambamba’s
performance does not scale very well since increasing
the number of threads above 12 for sorting and mark
duplicate gives no performance improvement. Still, the
individual time of sorting and mark duplicate is signifi-
cantly less than the baseline with 12 threads resulting in

Fig. 5 Runtimes (in minutes) of individual variant calling applications on whole genome data set using different workflow options (i.e, ramDisk,
Pipes for Sambamba and chromosome wise parallelism in GATK)
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Fig. 6 Total execution-times (in seconds) for complete variant calling workflows using different efficient options (i.e, ramDisk, Pipes for Sambamba
and chromosome wise parallelism in GATK) on whole exome data set

an overall execution time speedup of 1.5x as compared to
the baseline for whole workflow.

ramDisk (BWA-MEM - Sambamba - GATK)
ramDisk is frequently suggested as an alternative for fast
processing. We have observed that for GATK, only a small
performance improvement is achieved. In the case of

using ramDisk with Sambamba, there is even a reduction
in performance for WES.

ramDisk (BWA-MEM - Sambamba - GATK (Parallel))
Using ramDisk for Sambamba while running GATK in
parallel for all chromosomes is able to achieve a better
performance improvement as compared to all previous

Fig. 7 Total execution-times (in minutes) for complete variant calling workflows using different efficient options (i.e, ramDisk, Pipes for Sambamba
and chromosome wise parallelism in GATK) on whole genome data set
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workflows. The speedup is 3.5x and 3x for WES and WGS
data as compared to the baseline workflow, respectively.

ramDisk (BWA-MEM - Sambamba (Pipes) - GATK (Parallel))
Redirecting output of BWA-MEM to Sambamba using
Unix pipes slightly improves the performance of ramDisk.
This is the best possible scenario of performance improve-
ment as compared to previous workflows. It gives an
overall speedup of 3.7x and 3.1x for WES and WGS data
over the baseline workflow, respectively.

ArrowSAM
ArrowSAM based workflow is the fastest among all work-
flows. This workflow is made as scalable as possible by
employing widely used pre-processing and variant calling
algorithms of Picard and GATK. We achieve a speedup of
4.76x and 4.85x for WES and WGS data in overall execu-
tion time as compared to baseline workflow, respectively.
Compared to the fastest parallelized workflow (ramDisk
(BWA-MEM - Sambamba (Pipes) - GATK (Parallel))), our
ArrowSAM workflow achieves a speedup of 1.27x and
1.45x with WES and WGS data, respectively.

elPrep
elPrep is a single application that can be used as a plug-
in replacement for all pre-processing tools. That is the
reason individual applications runtime is not shown in
Figs. 4 and 5. When using the sfm option, elPrep gives
a speedup of 2.49x and 3.26x over the baseline for WES
and WGS data, respectively. However, it is 1.91x and 1.45x
slower than ArrowSAM for WES and WGS data, respec-
tively. This tool also has a filter option, which gives 4.7x
speedup over the baseline and is only slightly slower than
ArrowSAM for WES data at the expense of using 4x more
memory than ArrowSAM. We are not able to run the filter
option on WGS data due to large memory requirement.
In the elPrep paper [41], the authors also do not show the
results with the filter option for WGS data.

Evaluation system
All experiments and comparisons are performed on a
dual socket Intel Xeon Server with E5-2680 v4 CPU run-
ning at 2.40GHz. Each processor has 14 physical cores
with support of 28 hyper-threading jobs. Both proces-
sors are connected through Intel QuickPath Interconnect
and share memory through non-uniform memory access
architecture. A total of 192-GBytes of DDR4 DRAM with
a maximum of 76.8 GB/s bandwidth is available for the
whole system. A local storage of 1-TBytes and the same
amount of network attached storage is available on the
system. CentOS 7.3 Minimal Server operating system is
installed. All workflows are executed through bash scripts.

Tools
The Apache Arrow framework and all its related libraries
(like cglib, pyarrow and arrow-java) are installed in a

Singularity container for ease of use to external users. The
installed tools are listed in Table 1 with their versions for
future reference.

Datasets
We use Illumina HiSeq generated NA12878 dataset [42]
with paired-end reads of WES of human with 30x
sequencing coverage. Similarly for WGS, we use Illumina
HiSeq generated NA12878 dataset sample SRR622461
with paired-end reads with sequencing coverage of 6x (we
further lower the coverage to 2x due to memory limit
on our evaluation system). Read length of 100 base-pairs
is used for all data. Genome Human Genome Reference,
Build 37 (GRCh37/hg19) is used as a reference genome.
All workflows in our experiments use this data set for both
WES and WGS.

Memory footprint
Our implementation is solely memory based, so all the
data between BWA-MEM and HaplotypeCaller applica-
tions remains in memory. We only compare runtime
peak memory utilization of elPrep and ArrowSAM since
in-memory resource requirements vary for intermediate
operations. Table 2 lists the memory usage for both tools.
elPrep uses almost the same memory as ArrowSAM on
WES data with the sfm option enabled and uses 4x more
memory with the filter option. For WGS data elPrep (sfm)
and ArrowSAM have the same memory footprint but
elPrep (filter) memory footprint is not available due to
the large memory requirements beyond available system
memory resources. This use case is also not covered in the
original elPrep paper. The results show that ArrowSAM
only uses memory that is comparable to the size of the
SAM file for both WES and WGS data sets.

Discussion
Here we discuss some characteristics and limitations of
our implementation in context of future perspective of in-
memory data formats and processing for variant calling
applications.

Table 1 Tools and libraries used in the experimental setup

Tools/APIs Version

BWA-MEM [8] 0.7.17

Picard [13] 2.18.14

GATK [29] 4.0.12.0

Sambamba [14] 0.6.8

elPrep [41] 4.1.5

Arrow C/C++/Java [37] 0.11.0

PyArrow [50] 0.11.0

Plasma Object Store [39] 0.11.0
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Table 2 Peak memory usage for in-memory processing tools

Tool Exome Genome

elPrep (sfm) 6.8GB 68GB

elPrep (filter) 26GB X

ArrowSAM 7.2GB 69GB

Parallelization and scalability
In ArrowSAM, all applications are capable to process data
in parallel. The chunks of SAM data can be based on
chromosomes or on the required data size. So that the
memory plasma objects can be shared between different
applications, which results in a large speedup in the overall
runtime of individual applications.

CPU utilization
Depending on data partition in ArrowSAM, the maxi-
mum number of CPUs can be used for processing data in
individual applications.

Cache locality
Due to the in-memory columnar data format, our imple-
mentation is able to exploit cache locality efficiently. All
levels of cache accesses decrease in the sorting and mark
duplicate applications, particularly due to the fewer num-
ber of in-memory fields (mostly integer type) access as
discussed in [40]. Cache miss rate also decreases in all
cache levels and particularly in level-1 cache. In BaseRe-
calibration, ApplyBQSR and HaplotypeCaller applications
we also exploit cache locality but it is not much signifi-
cant as compared to previous applications because of two
reasons, 1. algorithms for these tools are not developed in
such a way to exploit cache locality efficiently, and 2. base
sequences (SEQ) and qualities (QUAL) fields are also
being accessed which pollute cache lines early in these
applications.
Accuracy
We did not change any part of actual algorithms in all
Picard and GATK applications. Therefore, our results are
exactly the same as in the original implementation of both
tools.

Code and scripts availability
The code for the in-memory ArrowSAM representa-
tion, all related Apache Arrow libraries for C, Java and
Python languages and plasma shared memory process are
installed on a singularity container which is freely avail-
able at https://github.com/abs-tudelft/ArrowSAM. The
scripts for running all workflows are also available in the
same root directory.

Related work
Many in-memory workflows have been presented in
the literature. Many of these implementations are clus-
ter scaled and do not exploit single node performance

taking advantage of the Apache Spark framework [43]
for in-memory data management like SparkGA [44] and
ADAM [45]. These implementations are not discussed in
this paper. Our focus is to exploit the performance of
single node systems.

Aginome IMP Platform [46], a GPU based sequence
analysis tool set which uses in-memory database to
store intermediate results for further analysis. To use
in-memory database, the IMP Platform modifies Free-
Bayes [19] and GATK for use in variant calling. IMP with
GATK speeds up the variant detection workflow by 30x,
while IMP with FreeBayes improves the performance by
100x as compared to the BWA-GATK workflow. However,
this tool is not open-sourced. The Sentieon Genomics
Tools [47], report 10x performance improvement over
GATK, MuTect and MuTect2 workflows by eliminating
intermediate files merging. This tool also reports improv-
ing the performance of BWA-MEM by 1.9x times. How-
ever, this tool is also not available publicly and the paper
does not discuss the details of the implementation.

elPrep [48], is a set of tools for pre-processing
SAM/BAM files for variant calling. It is a multi-threaded,
single command plug-in replacement tool which pro-
cesses the data in-memory instead of reading and writing
to I/O for each operation. In elPrep 4 [41], the authors
reported 13x speedup over GATK best practices workflow
for whole-exome and 7.4x speedup for whole-genome
data using maximum memory and storage footprints, at
the expense of excessive memory utilization. They also
compare the results for a cluster deployment to show
the scalability for high performance computing infras-
tructure. In memory-driven computing, a large pool of
different types of memories are created and connected to
the processing resources through the Gen-Z communica-
tion protocol. The memory is shared across the processes
being executed to avoid intermediate I/O operations. This
systems also allows byte-addressability and load/store
instructions to access memory. [49] used a Gen-Z enabled
platform for genomics and reported 5.9x speedup over the
SAMtools baseline implementation for a number of DNA
assembly algorithms. The source code is not available.

Some researchers use high-performance hardware
accelerators such as GPUs [51] and FPGAs [52] to acceler-
ate computationally intensive parts of genomics pipelines,
but availability of such accelerators in the field remains
limited.

Conclusion
In this work, we integrate our Apache Arrow in-memory
SAM representation (ArrowSAM) into genomics pre-
processing and variant calling applications.

Our implementation shows that adopting in-memory
SAM representation in genomics high throughput data
processing applications results in better system resource

https://github.com/abs-tudelft/ArrowSAM
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utilization, low number of memory accesses due to high
cache locality exploitation and parallel scalability due
to shared memory objects. We compare a number of
existing in-memory data placing and sharing techniques
like ramDisk and Unix pipes to show how columnar
in-memory data representation outperforms both. We
achieve a speedup of 4.85x and 4.76x for WGS and WES
data sets in overall execution time of variant calling work-
flows, respectively. Similarly, a speedup of 1.45x and 1.27x
for these data sets is achieved, as compared to the second
fastest workflow.

In future work, to feed processor fast and properly for-
matted data, in-memory data management techniques
will be explored more rigorously to leverage the benefits
of modern hardware features like multi-cores, vector units
and to exploit caches locality in the presence of persistent
memory technologies. We also plan to use ArrowSAM in
big data frameworks like Spark for cluster level scalability
of genomics applications.
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