
D
el
ft
U
ni
ve

rs
ity

of
Te

ch
no

lo
gy

Pacing regulation for runners
Master Thesis

Juan Esteban Molano Valencia



Pacing regulation for
runners

by

Juan Esteban Molano Valencia

to obtain the degree of Master of Science

at the Delft University of Technology,

to be defended publicly on Wednesday August 17, 2022 at 12:00.

Student number: 5239540

Project duration: December 15, 2021 - July, 2022

Thesis committee: Prof. dr. ir. F. A. Oliehoek, TU Delft, supervisor

Prof. dr. ir. M. T. J. Spaan, TU Delft

Dr. ir. S. Feld, TU Delft

Ir. R. A. N. Starre, TU Delft

Ir. A. Nijs, VU Amsterdam

Cover: Amsterdam Marathon 2021

Style: TU Delft Report Style

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


Abstract

By increasing the step frequency of the runners, it is possible to reduce the risk of injuries due to over-

load. Techniques like auditory pacing help the athletes to have better control over their step frequency.

Nevertheless, synchronizing to a continuous external rhythm costs energy [1]. For this reason, the use

of intermittent pacing may be more energy-efficient and more user-friendly for the athlete. We propose

using experimental data from previous studies [2] [3], that analyzed the response of runners to inter-

mittent pacing, to find the most efficient approach for providing the pacing. For this purpose we use

reinforcement learning techniques to learn and train our target behavior. This behavior is represented

as the target policy and the experimental data is assumed to be sampled using a stochastic sampling

policy. However, using only a single batch of initial training data presents a problem due to the con-

tinuously increasing difference between the initial sampling policy and the target policy being learned.

The use of a batch off-policy algorithm with a standard deviation correction (OPPOSD) presented in [4]

is then proposed. This algorithm benefits from the advantages of the sampling efficiency characteris-

tic of the off-policy approaches and also introduces a fixing term to tackle the mismatch between the

policies. To train and evaluate the learned policies based on the algorithm, a pace behavior simulator

was developed from the data of the experiments. A Markov Decision Problem (MDP) was defined on

top of the simulator that determines the rules of the pacing environment that the algorithm is set to

learn. After translating the experimental data into MDP-like transitions, the OPPOSD algorithm is able

to learn a relatively good target policy for the pacing problem. For a future application, the resulting

trained model could be deployed for real runners while still having a continuous improvement of the

policy in an on-policy or off-policy approach.
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1
Introduction

Injuries due to overload are common to find among runners of all kinds of levels. The main cause

for these traumas is the inability of the lower extremity joints to effectively control the loads applied

to them while training [5]. Different strategies, like the use of minimalistic footwear or changes to the

footstrike patterns, have been proposed to reduce these loads [6]. A usual side outcome of applying

these strategies is a beneficial increase in the athlete’s step frequency. By increasing it up to 10%,

the loading energy to the hip and knee joints during running can be substantially decreased [5]. Ad-

ditionally, other studies show that beginner and intermediate runners tend to select step frequencies

that are approximately 9% lower than their suggested optimal, defined as the step frequency at which

runners consume the lowest possible amount of oxygen [7]. To achieve their optimal step frequency

and also to help athletes to have better control over their cadence, techniques like auditory pacing are

commonly used [8]. Runners that use this rhythmic auditory stimulation can synchronize their footfalls

with a specific tempo. Nevertheless, synchronizing to a continuous external rhythm costs energy [1].

Thus the use of intermittent pacing may be more energy-efficient and more user-friendly for the athlete.

To achieve the most efficient approach for providing auditory pacing it is proposed to apply machine

learning techniques.

By using techniques like reinforcement learning it can be possible to train a model that is able to

adapt to the athlete’s preferences and increase or maintain step frequency in a user-friendly manner.

However, learning techniques usually require great amounts of data for training; in this environment, the

1
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available data is also limited. The proposed solution should be able to learn using data gathered from

experiments performed with runners. Due to this limited data and the necessity of a sample efficient

algorithm, a deep learning approach is considered to be the most adequate. Nevertheless, learning

algorithms that use a restricted amount of data can lead to a training instability [9]. To overcome these

difficulties, the most feasible approaches are the off-policy learning methods. These algorithms take

into account the difference between the policy used to generate a behavior, called the behavior pol-

icy, and the policy that is being evaluated and improved, called the target policy [10] [11] [12]. This

difference between policies can keep growing indefinitely and sometimes diverge when the off-policy

algorithms keep using the same batch of data as input. To avoid this unbounded growing of the poli-

cies miss-match we can use a variant of the off-policy algorithms called batch off-policy algorithms [4].

These batch off-policy algorithms may be capable of learning a good policy using only real data from

experiments with runners.

For reinforcement learningmethods to learn, themodel of the problem’s environment must follow the

Markov decision problem (MDP) or Partially Observable Markov decision problem (POMDP) principles

[13][14]. For this reason, it is needed to define the pacing problem as a model with a set of states,

actions, and a reward function for the agent to interact with it [13]. This model of actions and rewards

will provide the algorithm with the necessary information to determine when it is necessary to activate

the auditory pacing and also not to keep it on for too long.

Despite not being able to deploy and train the algorithm directly with real runners, it is still possible

to estimate the performance of the resulting policy. For this reason, a simulator that emulates the

runner’s behavior was developed. Furthermore, this simulator allows us to create additional dummy

data with similar characteristics as the data obtained from the experiments with runners. Additionally,

the simulator will provide a way to evaluate and adjust our MDP model and our agents so they learn

towards the most efficient approach. The resulting model should also be lightweight in terms of energy

consumption and processing power to be deployed outside with real runners.

In chapter 2 the document provides a description of related work, like pacing tools previously de-

veloped, and an insight into the reinforcement learning approaches. Afterward, chapter 3 presents a

description of the methods followed for building the necessary tools for the experiments. The methods

section is followed by a description of the experiments performed and their results in chapter 4. Later,

chapter 5 discusses the obtained results, and in chapter 6 the conclusion for the work is provided.
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1.1. Research questions
In brief, the main objective of the project is to implement a Deep Reinforcement Learning algorithm

solution able to learn a pacing decision policy with a relatively good performance for future use from a

batch of experimental data from real runners.

Research questions 1.1.1 Further questions that we want to answer with this project are:

(I) Can a trained Deep Reinforcement Learning algorithm learn a policy to provide auditory pacing

efficiently?

(II) What is the least amount of training data necessary for the implemented Deep Reinforcement

Learning algorithms to learn a relatively good pacing policy?

(III) Is it possible to use experimental data from real runners as training data for the implemented

algorithms to learn a relatively good pacing policy?

(IV) How could the reached solution be deployed for real runners?



2
Background

In this chapter all the related background information is presented. The section 2.1 explains what has

been done with the purpose of regulating the step frequency for runners. The following section 2.2

gives an insight of the reinforcement learning family of algorithms and all the necessary background

used for the development of algorithms in this project.

2.1. Pacing regulators
Sustaining a regular step frequency for runners is a problem that has been addressed by previous

research as a way to improve the running style of athletes [15][16]. Solutions that implement mobile

applications are common for regulating the pace. Applications like PaceGuard work as amobile training

assistant that relies on the device’s sensors for calculating the current runner’s step frequency and

using acoustic feedback to regulate it [17]. The results obtained showed that the provided auditory

pacing might help to regulate the step frequency specially to the runners with a better sense of rhythm.

However, this approach was only a pilot and does not take into account any kind of energy saving since

the feedback is constant during the whole run.

Another common approach for auditory pacing is by shifting the beat of the music, that the runner

might be listening to, or selecting playlists with songs that match with the target tempo [8][18][19]. It

was found that by using music the pacing regulation is more enjoyable for the runners, but it is not

as effective when the goal is to change the cadence [8]. Furthermore, despite showing consistent

4
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results towards increasing the cadence these approaches do not provide any measurements about the

estimated energy consumption [1][20].

A proposal that implements intermittent pacing regulation provides the auditory pacing as an un-

intrusive regulator for the runners [21]. This application uses the device’s sensors to calculate the

current pace and makes use of a heuristic approach, it determines when to activate the guidance in

case the runner is having difficulties for keeping the pace. This approach relies in a set of parameters

(e.g. step sampling interval, pace delta tolerance, feedback message duration) that can be tuned for

making the tool more effective for each runner. However, as it is remarked in the publishing, the large

majority of users are not willing to configure these parameters. As a conclusion, the research finds

that using a beats based auditory pacing is more effective and precise than using natural language

messages. This approach can be used as a baseline that we will try to improve by the use of machine

learning techniques. These techniques can help us to be more effective with the use of the pacing beats

and also to avoid tuning parameters as the pace delta tolerance or the feedback message duration.

2.2. Reinforcement learning
In this section we give a summary of the most relevant concepts for reinforcement learning. Additionally,

some specific relevant models are also presented.

Reinforcement learning is a part of the concept of machine learning that aims to maximize the future

rewards obtained while interacting with an environment [22]. The learner retrieves information from a

cause-effect principle and learns from it through a trial-and-error approach. The learning model is able

to detect changes in the environment that are caused by its actions. These changes may as well be

reflected as changes to the environmental states in which the agent is. In this regard, the model learns

how its chosen actions affect the agent’s current state and its possible future decisions.

2.2.1. Markov decision process (MDP)
For reinforcement learningmodels to learn, it is generally needed tomodel the environment as aMarkov

Decision Process (MDP) [13]. These kind of models are used to represent decision making problems

and are usually composed of the following elements:

• Environment: Is an object that inherits one or multiple physical processes. The current state

of the process is usually obtained by measuring the physical outcomes of the environment or by

evaluating through a computerized model of the same environment.

• State (S): The state st ∈ S defines the state of the environment in the time step t. It changes

over the time according to the environment’s transition function.
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• Action (A): An action at ∈ A is the way of interacting with the environment. Depending on the

environment an action can be e.g. to turn the pacing on or off for the pace regulator problem.

• Reward (R): The reward rt ∈ R is a scalar value that is generated by the environment. It is

dependent on the transition between states st and st+1 that was caused by an action at. this

dependency can also be represented as the result of a reward function r(s, a).

Mathematically, we consider a finite horizon MDPM = 〈S,A, P,R, γ〉 with a continuous state space

S and a discrete action space A. P is the transition probability distribution P : S × A × S 7→ [0, 1].

R : S ×A 7→ [0, 1] is defined as the expected reward functions and γ ∈ (0, 1] is the discount rate.

Additionally the interaction with the environment is done with an agent that follows a specific policy:

• Agent The agent is an object that interacts with the environment through actions at, observes

the possible transition st → st+1 and receives the reward rt.

• Policy A policy π(st, at) is the probability distribution over the set of possible actions at given the

state st at a time step t. An agent is defined by its policy as each action taken is sampled using

that policy.

An agent observes from the environment tuples of state, action, reward and next state: (st, at, rt, s′).

In this definition, the observed s′ is the resulting next state st+1. The interaction between an agent and

the environment is depicted in the figure 2.1. In here, the actor and decision maker is called the Agent,

who interacts with the environment through actions at and receives from it rewards rt+1 and information

about the new state st+1.

Figure 2.1: The agent-environment interaction in a MDP [22]

For the model to satisfy the Markov Property, the next state s′ and the reward r must depend on the

current state-action tuple (s, a). This relationship is represented by the probability function in equation

2.1.

p(s′, r|s, a) = Pr{rt+1 = r, st+1 = s′|st = s, at = a} (2.1)
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Furthermore, if the action a is sampled from the policy π(st, at), then the Markov Property induces

a conditional independence of (st−1, rt−1) and (st+1, rt+1) given st.

The agent’s task is to learn a policy π that maximizes the expected future rewards. This objective

is represented by the equation 2.2. This is the also known as an undiscounted finite horizon problem.

argmax
π

E
π

[
T∑

t=0

rt|s0

]
(2.2)

In order to bound the future reward, a discounted reward is presented in equation 2.3. Where γ

is a parameter , 0 ≤ γ ≤ 1, called the discount rate. This factor determines how future rewards are

weighted in the value function from the current state. In this way, rewards that are closer to t get a

higher weight than those that are occurring later.

argmax
π

E
π

[
T∑

t=0

γtrt|s0

]
(2.3)

T represents the time limit of the process (T <∞) and pπ are the environment dynamics probabili-

ties after following a set of actions sampled using the policy π.

2.2.2. Policy values
The main objective of reinforcement learning algorithms is to estimate the policy π that maximizes the

value stated in the equation 2.3. This policy can be approximated by estimating the so called value

functions. These value functions are the state value function Vπ(s) in equation 2.5 and the state-action

value function Qπ(s, a) in equation 2.6. Both of these equations use a discounted future reward Rt

defined in equation 2.4.

Rt =

T−t∑
k=0

γkrt+k (2.4)

Vπ(s) = E
π
[Rt|st = s] , (2.5)

Qπ(s, a) = E
π
[Rt|st = s, at = a] (2.6)

In general the value function can also be expressed as a function of the Q value, as shown in

equation 2.7.

Vπ(s) = E
a∼π

[Qπ(s, a)] . (2.7)
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2.2.3. Function approximation
Usually the objective is to maximize either one, or more approximated value functions. As the ex-

pressions for maxπ Vπ(s) and maxπ Qπ(s, a) satisfy Bellman’s principle of optimality [13], they could

be solved exactly using Dynamic Programming. However, for most problems this is not feasible when

there are many state variables, due to the curse of dimensionality. Additionally, in reinforcement learn-

ing another issue is that usually we do not know the transition and reward functions. For instance, the

value functions are usually approximated by neural networks.

Artificial Neural Networks

Neural networks are models designed for solving problems in fields as pattern recognition or data

analysis [23]. The most important feature of these models is their ability to approximate the solution of

a problem by using a set of training samples. They are commonly arranged in a multilayer architecture,

as in figure 2.2, and each of the nodes, or processing units, usually performs a linear approximation

of the input followed by a non-linear activation function (e.g tanh or max(x, 0)). Neural networks take

an input and by a feedforward process generates an output which is used to calculate a loss (How far

is from the expected value). Then by a backpropagation process (chain rule derivative) all the values

within the network are updated accordingly. Another feature from these models is their capability to

generalize, which allows the Neural Network to make accurate predictions on new inputs.

Figure 2.2: Example of the architecture of a neural network
Source: http://alexlenail.me/NN-SVG

A Neural Network usually receives as input am×nmatrix, wherem is the input size (e.g. amount of

samples) and n is the dimension of the input (e.g each of the measured variables of an input state). The

http://alexlenail.me/NN-SVG


2.2. Reinforcement learning 9

input then passes through each of the connections of a layer which are represented by many weight

vectors wi. The weight vectors have a size of n× h where n is the input dimension and h is the size of

the output of the inner layer. The wi vectors are also known as the parameters θ of a neural network.

These parameters are constantly adjusted while the model learns during the training stage. The tuning

of these parameters is usually done with optimization algorithms called optimizers. These optimizers

(Stochastic gradient descent, Adam [24], etc.) try to find the parametric values that minimize the error

when mapping inputs to outputs.

2.2.4. On- and Off-policy approaches
In general we have a target policy π(s, a), which is the policy that an agent is trying to learn (can be

the value function for this policy). And we will have the behavior policy b(s, a) which is the policy that

is being used by an agent for selecting an action and interacting with the environment [22].

As in reinforcement learning we do not get a training and test set to train our algorithms, all data

should be sampled directly from the environment. In order to get this data and learn from it we can

use the on-policy or the off-policy sampling. In the on-policy approach the behavior policy b, used for

sampling, is the same target policy π which the algorithm is evaluating. This approach is relatively

stable but must re-sample once the policy changes [22]. On the other side, the off-policy approach

receives as input data sampled with any behavior policy b (also called sampling policy) different than

the target policy π being evaluated. This allows us also to learn from older or other’s experiences.

2.2.5. Exploration and exploitation trade-off
For an agent to learn a new policy, it is necessary to explore, and one way to it is by adding an extra

stochastic probability µ = 1
number of actions to the current policy π [22]. The trade-off between the stochastic

actions and the current known policy is known as an ϵ-greedy approach and can be seen in the equation

2.8.

P (s, a) = ϵµ+ (1− ϵ)π(s, a) (2.8)

This ϵ initially is set to be 1 but it should decrease with time inversely proportional to the amount

of exploration done (decisions is the total amount of actions taken by the agent). The hyperparameter

τ is the anneal time and changes the ϵ between its maximum and minimum value, ϵmax and ϵmin

respectively, as depicted in equation 2.9.

ϵ = max
(
1− decisions

τ − 1
, 0

)
∗ (ϵmax − ϵmin) + ϵmin (2.9)
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2.2.6. Q-Learning approximations
Q-learning is a method that aims to estimate the policy that maximizes the state-action value [25].

This algorithm is considered a model-free reinforcement learning and tries to approximate the optimal

Q∗(s, a) as the addition of the current obtained reward and the future reward obtained, assuming to

follow Q∗(s, a) in equation 2.10.

Q∗(s, a) =

T∑
s′

p(s′, r|s, a)
[
r(s, a) + γmax

a′
Q∗(s′, a′)

]
(2.10)

By interacting with the environment the algorithm gets an estimate Q̂∗ of the current Q value (from

equation 2.6) and we try to minimize the squared loss L between the experiences [10]. The minimizing

temporal difference equation is depicted in 2.11 [22].

L[Q] := E
π

[
1

2

(
Q̂∗(s, a)−Q(s, a)

)2
]

(2.11)

With Q-learning a Q online estimate from any Markov chain can be estimated iteratively using the

temporal difference learning update with step size α in equation 2.12.

Q(s,a) ← Q(s,a) − α (∇L[Q]) (2.12)

This kind of approximation is usually referred to as one step temporal difference method (TD). This

solution takes time but converges to an optimal policy and it has been demonstrated in [26]. In general,

the q-learning methods collect the loss over a whole episode before estimating the current Q value.

One episode is defined by the history of temporal differences between the starting state t = 0 and an

end state t = T .

However, in the q-learning algorithm the target policy depends on Q which is not trustworthy in the

early training iterations as this is the approximating function. To have more control over the sampling of

actions, also known as exploration, a sampling policy µ(a|s) is used during training. As this sampling

policy µ(a|s) is different than the target policy π, the algorithm is considered an off-policy approach.

2.2.7. Policy gradient methods
Policy gradient methods aim to optimize the parameters θ of a policy πθ(s, a) represented by a Neural

Network.

The stationary distribution of states dπ(s) ≥ 0,
∑

s dπ(s) = 1 represents a measure of how often is

a state s visited [22].

Now, with the equation 2.6 as the value of the state-action pair formulation, the agent’s objective
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ρ(π) is defined in equation 2.13. This objective can be interpreted as the long-term expected reward

for the agent following the policy π from state s0.

ρ(π) =
∑
s

dπ(s)
∑
a

π(s, a)Qπ(s, a) (2.13)

Additionally, we define the performance measure ρ as the resulting value V (s) from the start state

of the episode s0. Then the policy parameters are updated proportional to the gradient of ρ:

∇θ ≈ α
∂ρ

∂θ
(2.14)

,

where α is a positive-definite step size.

Then,

∂ρ

∂θ
= Lπ[θ] =

∑
s

dπ(s)
∑
a

∂π(s, a)

∂θ
Qπ(s, a) (2.15)

is the policy gradient on which gradient ascent on the policy can be performed in order to maximize

ρ.

A proof and a thorough discussion of this derivation can be found in [27].

Now, by using 1
π(s,a)

∂π(s,a)
∂θ = ∂ lnπ(s,a)

∂θ , assuming Qπ(s, a) ≈
∑

γtRt and with the definition of the

expected value of a function Ex∼p(x)[f(x)] =
∑

x p(x)f(x), the equation 2.15 yields to equation 2.16.

Which gives an approximate function for the loss Lπ.

Lπ[θ] := − E
πθ

[
T∑

t=0

γtRt∇ lnπθ(at|st)

]
(2.16)

In order to find a function approximation using policy iteration, we adjust the value of the parameters

θ with the formula

θk+1 = θk + αkLπ[θ] (2.17)

where α is the learning step. This is the policy gradient algorithm and we will refer to it as the basic

reinforce learning algorithm (RL) [22].

Reinforcement with baseline algorithm

As the policy parameters θ are updated using random samples, it can result in a high variability of the

cumulative reward values Rt =
∑n−1

t=0 γirt+i. This happens because each of the sampled trajectories

can deviate indefinitely from each other [22].
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One way to reduce this variance is to subtract the cumulative reward Rt with a baseline which is

usually the approximated value Vπθ
(st). This is considered to be a bias free estimate that does not

induce a change in the gradient [22].

Additionally, in practice the state and action spaces are large, thus the expectations with respect to

s and a are approximated using Ex∼p(x)[f(x)] =
1
n

∑
n f(x), n→∞, x ∼ p(x). These expectations are

sample based and rely on using enough samples of s and a in order to obtain a reasonable approxi-

mation. For instance, using these approximations and subtracting the V πθ (st) term to equation 2.16, it

yields

Lπ[θ] = −
1

N

N−1∑
t=0

γt lnπθ(at|st)(Rt − Vπθ
(st)) (2.18)

Here N is the number of samples drawn which is in practice usually N = 1 for online updates.

This new loss Lπ[θ], defined in equation 2.18, can be replaced in the equation 2.17 to update the

reinforcement algorithm.

Actor-critic algorithms

The Actor Critic methods are a group of RL algorithms where there are two functions (actor and critic)

that are updated in a turn based fashion [22]. Intuitively the critic evaluates the action taken by the

actor that uses this evaluation to scale its gradient update.

The estimated Vπθ
(st) in equation 2.18 sets a baseline for the final return, nevertheless this is

independent from the transition’s action and for this reason cannot be used to evaluate that action. In

the actor–critic methods, on the other hand, the state-value function is applied also to the second state

of the transition Vπθ
(st+1) [22].

This technique, commonly known as bootstrapping, replaces the return Rt+1 with the approximated

future value Vπθ
(st+1) = Eπ[Rt+1|st+1]. The approximation Aπθ

(st, at) = rt + γVπθ
(st+1) − Vπθ

(st) is

known as the advantage [28].

With the advantage Aπθ
as critic and the policy πθ as actor, the equation 2.19 represents the loss

Lπ[θ] used for most of the actor-critic algorithms.

Lπ[θ] = −
1

n

n−1∑
t=0

γt lnπθ(at|st)Aπθ (st, at) (2.19)

2.2.8. Off-policy gradient methods
Off-policy methods encounter the issue of the distributional mismatch between the target policy π and

the behavior policy b described in 2.2.4 [22]. Additionally, after t steps with the policy π we encounter
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a new state distribution dπ(s). In order to adjust the distributional mismatch, the importance sampling

(IS) term dπ(st)
db(st)

is added. For instance, using again Ex∼p(x)[f(x)] =
1
n

∑
n f(x), n → ∞, x ∼ p(x) and

the IS, the gradient equation 2.15 for off-policy updates should be rewritten as

∇θLπ[θ] = −∇π E
b

[
n−1∑
t=0

dπ(st)

db(st)
γtQπ(st, at)

πθ(at|st)
b(at|st)

]
(2.20)

The off-policy gradients requires the Q-value function Qπ (or value Vπ) of πθ. In some implementa-

tions the IS term is ignored. There are many solutions to overcome this distributional mismatch, some

use importance sampling approximation or other use variance reduction techniques [29] [30].

Off-policy Actor-critic

One popular implementation for off-policy gradient algorithms is the off-policy actor critic (Off-PAC) [11].

This method takes advantage of the temporal-difference technique enabling a target policy π to be

learned while following and obtaining data from another policy b. The Off-PAC is intended to learn in an

online and incremental form. This means, that the behavior policy b is continuously interacting with the

environment and is also constantly being updated with the most recent target policy π after a certain

amount of off-policy iterations C. The off-PAC approximation of equation 2.20 using the advantage

term Aπθ (st, at) is depicted in the equation 2.21.

∇θLπ[θ] ≈ −∇π E
b

[
n−1∑
t=0

γtAπθ (st, at)
πθ(at|st)
b(at|st)

]
(2.21)

However, this kind of algorithm due to the dismissal of the IS term tends to be slightly unstable [31].

Proximal Policy Optimization

A way to diminish the instability of the Off-PAC is proposed in [32]. This approach, called proximal

policy optimization (PPO), keeps the learning policy πθ in a trust region around the old policy b = π′
θ.

This region approximation is implemented by clipping the policy ratio outside 1 ± ϵ which means that

only updates the policy for values where the loss improves and for the rest updates using the clipped

value. In the figure 2.3 are shown the clipping boundaries for the policy update.

In equation 2.22 is defined the trust region for the policies, where DKL is the Kullback Leibler

Divergence. TheDKL is a measure of how much a probability distribution b(·|st) differs from a second

probability distribution πθ(·|st) [33].

min
θ
Lb[θ] s.t. E

b

[
n−1∑
t=0

DKL[b(·|st) ‖ πθ(·|st)]

]
(2.22)

Nevertheless, The PPO method heavily relies on the proximity between the target and the behavior
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Figure 2.3: Plots showing one term (i.e., a single timestep) of the surrogate function LCLIP as a function of the probability
ratio r = π/b, for positive advantages (left) and negative advantages (right). The red circle on each plot shows the starting

point for the optimization, i.e., r = 1. Image from [32]

policies to work. For instance, the use of this approach, even though it leads to faster convergence,

needs to iteratively update both policies in an online fashion.

2.2.9. Batch Off-policy approach
For some problems, it is assumed that a batch of data has been previously collected using a known

behavior policy b. If a RL algorithmwere to be trained using only this batch, we called it a batch off-policy

approach. For these kind of problems the mismatch between the behavior and the target policies may

grow indefinitely, and even become unbounded given its long-horizon nature. In these kind of situations,

IS estimators suffer from an excessively high variance [29]. For instance, the algorithmOff-PAC in 2.2.8,

that ignores the IS, may have a good performance but could not adapt correctly when the distributions

mismatch becomes uncertain [4].

Off-policy Policy Gradient with State Distribution Correction (OPPOSD)

In order to avoid the exploding variance faced by existing methods, in [4] is proposed an off-policy

estimator that applies IS directly on the stationary state distribution dπ(s). The main difference is the

state distribution IS dπ(s)
db(s)

, which is estimated using samples collected from b.

Using ρπ(s, a) =
π(s,a)
b(s,a) , the equation 2.23 is defined.

∆(wθw ; s, a, s
′) := wθw(s)ρπ(s, a)− wθw(s

′). (2.23)

In equation (2.23), the term wθw is a neural network parameterized by θw and represents the IS

function approximation.

This function wθw(s) is then plugged into 2.20 and we get the equation
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∇Lπ[θ] = −∇π E
b

[
n−1∑
t=0

wθw(s)γ
tQπ(st, at)ρ(s, a)

]
(2.24)

.

This loss function ∇Lπ[θ] is used to update the target policy π in an off-policy way. This means that

the target policy π learns using only a given initial buffer of transitions sampled from b. Additionally, as

this method theoretically corrects the distributional mismatch, it is no longer necessary to perform the

online policy updates b← π.

This method provides the desired behavior we want to implement for this pacing regulation project,

being the experimental data the initial buffer of transitions sampled from b.



3
Methods

In order to answer the questions in 1.1, a set of activities for the project is defined.

• Develop a pace simulator

• Implement RL algorithms

• Integrate agents and simulator

• Perform experiments

A flowchart with the main tasks for each of the activities is shown in the figure 3.1. Blue represents

the activities related with the deep learning algorithms. These are the tasks of creating the proper

framework defined in appendix A and adding to it all relevant algorithms for the project. Purple repre-

sents the tasks related to the runner’s pace simulator. Here a statistic analysis of the provided data is

performed in order to develop a proper mathematical model. Afterwards, green represents the tasks

related to the MDP pacing environment that should be created using the values from the simulator for

it to later be used with the agents. Light orange represent the tasks related to the integration between

the RL agents and the defined MDP. In here the reward model is adjusted as well as the agent for them

to be able to work together. Also, the definition of the behavior policies and the samples from which

the off-policy agents are expected to learn. Finally, dark orange represents the experiments performed

using the integration between the agents and the simulator. In here we will test if the agents are able

to learn using limited data and their performance in the simulator will be tested as well.

16
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Figure 3.1: Planned activities flowchart

3.1. Provided data
A subset of data gathered in previous research [2] [3] was used. The experiments were conducted on

an instrumented treadmill. After some time running, when the athlete confirms to feel comfortable with

the current speed and pace, these are recorded as their preferred speed and pace. Afterwards, taking

into account the preferred speed the subsequent experiments were performed. These datasets were

modified specifically for this project and consist of 8 types of trials.

1. First trial of participants (16) running without pacing, for the purpose of calculating their preferred

pace.

2. A second trial of participants (16) running without pacing (similar to the first one).

3. Trial in which the participants (16) ran with pacing at a frequency 10% faster than their preferred

step frequency, followed by a period without pacing.

4. Trial in which the participants (16) ran with pacing at a frequency equal to their preferred step

frequency, followed by a period without pacing.

5. Trial in which the participants (9) ran with continuous pacing (CP) at a frequency 10% faster than

their preferred step frequency.



3.2. Simulator 18

6. Trial in which the participants (9) ran with intermittent pacing (IP) at a frequency 10% faster than

their preferred step frequency.

The raw data came from the treadmill, which was instrumented with kistler force plates. This pro-

vided data consisted of:

• The mediolateral, anteroposterior and vertical forces (N ).

• The centers of pressure in x and y directions (m).

• Indicator value to measure the footstrike moment (1 or 0).

• Indicator for showing the moment of the auditory pacing activation (1 or 0).

From this dualbelt raw data the calculated variables for the pacing analysis are the following:

• Footstrikes interval (s)

• Beeps interval (s)

• Step frequency (steps/min)

• Pacing frequency (beeps/min)

3.2. Simulator
As our model will not be able to learn and adapt directly from a real environment, it is required to develop

a way to test our resulting policies. For this reason a simulator that can emulate the response of the

pace from runners to an external auditory pacing was developed. In order to simulate the runners

response to the auditory pacing, it was necessary first to analyze the available data. From the results

of the analysis of the available data, a mathematical model can be derived in order to get the desired

behavior that we want to replicate.

3.2.1. Analysis of the provided data
To begin analyzing the provided data the first step was to visualize it. This way we can begin to identify

general trends in the behavior of the runners while being paced and when not. Additionally, in order

to be able to compare different runners with different characteristics, the pacing values are normalized.

This normalization is done using the pacing frequency (beeps frequency which is the target and does

not change) as reference. Then the observed values are stepfrequency
pacingfrequency . In the figure 3.2 examples of

the pacing trend for some runners are shown.

In figure 3.2 we can observe with blue crosses (x) the paced steps of the runner and with orange

crosses the non-paced steps. The time steps are the actual steps of the runner and are relative to the
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Figure 3.2: Visualized normalized pace of runners 3, 6 and 13 from the trials 1 and 2.

current cadence. So if the measured step frequency of a runner for a given time step is of 180steps/min

then the depicted time step will be equivalent to 60s∗1step
180steps/min ≈ 0.33s. The objective for the runner is to

try to keep a pace as close as possible to the target pace marked by the black dashed line. To have a

better idea of where the real pace of the runner is, an exponential weighted moving average (EWMA) is

represented as the black solid line. Finally, the trends for the paced and non-paced steps are depicted

by the blue and red lines respectively.
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3.2.2. General trends of the data
These graphs helped to identify 4 different pacing situations among the runners:

1. Activate auditory pacing at their preferred pace. This was done to help the runners to synchronize

and help them to stick to the pace for some time before turning the pacing off.

2. Activate auditory pacing at a higher pace than the preferred one.

3. When stopping the auditory pacing at the preferred pace to test the runners ability to keep their

pacing.

4. When stopping the auditory pacing after pacing at a higher pace than the preferred one.

For each of these cases separated we calculated the pacing moving average and these values were

averaged for all the runners in the provided data from the trials 1, 2, 3, 4, 6 and 8. The resulting general

average behavior per time step with its standard error in light blue can be observed in the figure 3.3.

Here it can be seen that, for the pacing behaviors 1 and 2, there is a clear trend towards the target

pace (1). This behavior indicates that in general the runners are able to synchronize their cadence

using auditory pacing. These general behaviors could be modeled by a logarithmic function. On the

other side, for the behavior 3 and 4 the trend downwards is clear. This suggests that runners after

being paced at higher cadences tend to decrease their step frequency once they do not receive the

auditory pacing anymore.

3.2.3. Modeling the trends
From the 4 different general behaviors found in 3.2.2 a regression could tell us a mathematical model to

represent these trends. For behaviors 1 and 2 a logarithmic regression was done and the equations 3.1

and 3.2 model these situations. For the behavior 3 and 4 a linear regression presented in the equations

3.3 and 3.4. In these presented equations the x is the step, and y is the normalized spm.

y = −8.9× 10−3 logx+ 1.0396 (3.1)

y = 2.614× 10−3 logx+ 0.9863 (3.2)

y = −3.1926× 10−6x+ 1.0123 (3.3)

y = −3.1703× 10−5x+ 0.986 (3.4)
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Figure 3.3: Average pacing behaviors for the 4 identified cases in 3.2.2

The closeness of these equations can be better appreciated in the figure 3.4. Given that in the

experimental data the time that the auditory pacing was activated was generally shorter than the time

when it was off, the x-axis is shorter for the behaviors 1 and 2 compared to the behaviors 3 and 4 in

the figure 3.4.

3.2.4. Adding randomness to the models
However, if we want to emulate different runner’s behaviors an additional random component should

be added to the formulas without changing the general trend. With this component we can guarantee

that not all the simulated behaviors are going to be the same but they still follow the desired trend.

y = −8.9× 10−3 log ϵx+ 1.0396 ϵ ∈ [0.2, 1.5] (3.5)

y = 2.614× 10−3 log ϵx+ 0.9863 ϵ ∈ [0.2, 1.5] (3.6)

y = (−3.1926× 10−6 + 1× 10−3ϵ)x+ 1.0123 ϵ ∈ [−3, 3] (3.7)
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Figure 3.4: Modeled average behaviors from the experimental data

y = (−3.1703× 10−5 + 1× 10−3ϵ)x+ 0.986 ϵ ∈ [−3, 3] (3.8)

Equations 3.5, 3.6, 3.7 and 3.8 represent the models for the behaviors 1, 2, 3 and 4 respectively.

In these a random value ϵ is added to induce the desired differences. The intervals for these values

were chosen by hand searching for numbers that do not end up diverging outside of the error area from

the average behavior in the figure 3.3. In figure 3.5 are shown the general behaviors and 3 different

generated functions for each of them.

3.2.5. Transition between models
The next task for the simulator is to make the transition between behaviors smooth. This means that

when the pacing is activated and we are following one model, as soon as we stop pacing and another

model is running, we will not have big gaps between the transitioning pacing values. For this purpose,

it is needed to keep track of the time step value and the last value obtained from the model.

For the logarithmic model the inverse function is then calculated using the equation x = e
y−z0
z1 ϵ−1.

In this equation z0 and z1 are the respective coefficients in the models from 3.5 and 3.6 when having

the form y = z0 logx+ z1. This function takes the last value of normalized steps per minute calculated
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Figure 3.5: Modeled random behaviors

(y) and returns the initial x (time step) from which we need to count the time when transitioning to a

logarithmic function.

For the linear functions we just adjust the intercept b in the function y = mx + b. Where y is the

model output in normalized spm, x is the current time step, m is the slope and b is the intercept with

the y axis.

When transitioning between models we expect a behavior similar to the example shown in figure

3.6. In here we start with a linear model (behavior 4) for 100 steps. Afterwards we transition to a

logarithmic model (behavior 2) for other 100 steps and this one approaches us to the target pace 1. A

final transition to a second linear model (behavior 4) is then performed for another 100 steps.

Each time that we make a transition all the random components are recalculated again. This way

we can be certain that each simulated scenario is different.

3.2.6. Simulator results
After having the average pace behavior that we want to simulate, it is now necessary to make it look

similar to the original data. For this purpose two different noises are added to the models. One

noise, nsim ∈
[
0, 5× 10−3

]
, is added directly to the simulated output y. The other noise, npace ∈
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Figure 3.6: Model transition example

[pacetarget − 4, pacetarget + 3], is added in order to denormalize the output and convert it into spm. The

denormalization is done in order to get an output from the simulator which resembles the experimental

data in behavior and magnitude. The added values for the noise were chosen by hand in order to

approximate the real data standard deviation from the experiments. The final pace simulated value is

calculated in the equation 3.9. The pacetarget is a value set by the runner and y is the output of the

corresponding model.

pacesim = (y + nsim) ∗ npace (3.9)

To begin with the simulation the program selects a random initial pace (paceinit ∈ [0.9, 1.08]). From

this value onwards depending on the input, if pacing is activated or not, a new value is calculated. The

simulator has a state-full behavior, given that it keeps an internal track of the current model being used

and the time step.

Figure 3.7: Two different simulated scenarios using the same target pace (181).
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In figure 3.7, two different simulated scenarios, using the same target pace for the model, can be

seen. Both of them had 250 time steps of not pacing followed by 400 paced steps and then turning off

the pacing again for 150 steps.

In figure 3.8 the similitude between the provided data and the simulated one can be appreciated.

On the left side images are three different behaviors from three different runners. On the right side are

simulated behaviors starting on a similar pace, then activating the pacing for a similar amount of time

and then stopping it. The target pace is the same for both sides.

Figure 3.8: Comparison between provided data and simulated results
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3.3. Pacing environment
In order to use the simulator in a way in which reinforcement learning algorithms could interact with it is

necessary to define an MDP on top of it. The MDP can help us to tell the simulator for how long to pace

or not to pace. After, the environment will return to us the new state in which we are, the respective

reward for our action and whether the environment is done or not.

3.3.1. MDP definition
First of all, the set of states was defined as the normalized average pace at a specific timestep∆pacet =∣∣pace−pacetarget

pacetarget

∣∣, where pacetarget is the target pace and pace is the Exponentially Weighted Moving

Average (EWMA). The EWMA is calculated using the formula pacet = αpacesim+(1−α)pacet−1 where

pacesim is the measured pace in the time step t and α is a weight value chosen to be by default as 0.95.

St : {∆pacet}

In here, we define blocks of steps per action. This is done given that in real life it does not make

sense to pace for less than 10 seconds, otherwise the runner would not have enough time to synchro-

nize with the auditory pacing. For this reason, the minimum block is defined to be 20 timesteps, which

is more or less equal to the defined 10 seconds. This is the least amount of time that the agent can, or

cannot, pace the runner.

At : {0, 20, 25, 30, 40}

In the set At the values for 25, 30 and 40means respectively the amount of timesteps that the agent

can select to pace the runner. These values were arbitrarily chosen to have a set of values relatively

distributed between the 10 and 20 seconds of keeping the auditory pacing activated.

For the rewards Rt, we need to provide rules for the agent to learn how to balance the amount of

pacing provided. The rules for the rewards are the following

Rt



st > 1.5% -1

If At == 0


st < 0.2% +1

else, 0

If At > 0


|st+1 − st| < 0.2% -1

else, +2


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When the new difference with respect to the target pace (st ∈ St) is higher than a 1.5% means that,

no matter the action taken, the runner is too far from the target and thus the reward is a -1. When the

agent decides not to pace (At == 0), if the st is less than a 0.2% from P means that the runner closely

sticking to the target pace and thus a reward of +1 is given. If the runner is between 1.5% and 0.2% of

P , means that the runner is still close to the target pace without diverging too much and thus the reward

is 0. On the contrary, we have other rewards when the agent decides to pace (At > 0). If the pace is

activated and after the pacing block the different between the new state st+1 and the previous state st

is less than 0.2% means that the pacing did not work or was not necessary and thus a reward of -1 is

given. Otherwise, means that the pacing is affecting the behavior of the runner and thus a reward of

+2 is given.

The default learning episode is set to consist of 16 action blocks (roughly over 400 timesteps) which

are is the average amount of action blocks that we can obtain from the experimental data. The first

action is set to be 0 in order to get a proper estimation of the initial average pacing and no reward is

given. From this point onwards the states, actions and rewards work as described.

Figure 3.9: Example of an episode with a final reward of -1

In figure 3.9 an example of an episode generated using the defined environment can be observed.

The green vertical dotted lines represent the end of an action block, after each of these action blocks

the reward rt is shown at the bottom. The orange ×’s represent the not paced timesteps (At == 0)
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while the blue ones are the ones in which the pacing is active (At > 0). The dashed horizontal line

represents the target pace P and the solid red line is the state st. The final accumulated reward for this

episode
∑

rt is -1.

The defined MDP and its respective reward function were chosen after a number of iterations along-

side with an implementation of a RL algorithm. Each time a new definition was done, it was tested trying

to make the RL model to learn from it. As the goal is to minimize the amount of times that the auditory

pacing is activated, it is important to adjust the balance between the positive and negative rewards. If

this is not done, it could result in the agents learning a high probability of how not to pace (e.g. 95% of

the time auditory pacing and 5% of the time on no matter the current state).

3.3.2. Heuristic algorithm
This is a simplistic solution for the pacing problem in which we are only taking into account themeasured

step frequency. Nevertheless, in the future, the same pacing model can include in the state different

inputs that can be measured from the runner as the heart rate, temperature or oxygen intake. This

presented pacing model can find a good solution by using a heuristic approach in which are defined

some boundaries for the pace and when trespassing these, the auditory pacing is activated. The

algorithm 1 depicts this described logic.

Algorithm 1: Heuristic algorithm
Input :st
Output :At

1 if st > 2.7% then
2 At = 40
3 else if st > 2.2% then
4 At = 35
5 else if st > 1.5% then
6 At = 30
7 else if st > 1.1% then
8 At = 20
9 else
10 At = 0
11 end if
12 return At

In figure 3.10 can be seen an example of the heuristic algorithm interacting with the environment.

3.3.3. Environment reference values
The average total reward and standard error for 500 episodes using the heuristic approach resulted

to be 3.63± 3.66. This value is used as reference for the following learning algorithms to consider the

environment as solved.
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Figure 3.10: Example of an episode using the heuristic algorithm having a final reward of +4

As additional reference values for the environment, we have the random behavior with actions At

chosen from an uniform distribution with an average reward of −5.704 ± 3.66. Then we have the non-

pacing policy that is when the agent lets the runner to run without activating the auditory pacing (At = 0)

with an average reward of −12.184 ± 6.125. And the always-pacing policy where the agent keeps the

auditory pacing on (At > 0) for the whole episode with an average reward of −8.376± 3.25.



4
Experiments

Having in mind the research questions in chapter 1.1 and using the tools described in 3, a set of

experiments were designed and are described in this chapter.

Initially, to answer the research question 1.1.1(I), some of the algorithms described in chapter 2 were

implemented. These were tested initially in a default environment, the cart-pole [34], before being used

in the pacing environment, described in the section 3.3. In order to verify if the pacing is efficient or not,

the results are compared with the heuristic algorithm described in 3.3.2.

Afterwards, to answer the research question 1.1.1(II), an experiment using different batch sizes with

randomly sampled data (sampling policy) generated with the simulator was run.

Thereafter, it is explained how from the provided experimental data we create MDP transitions to

be used as initial batch for the training of the RL algorithms. Then, to answer the research question

1.1.1(III), another experiment was run using as input sampling policy these generated transitions from

the experimental data.

Finally an experiment to compare the results from the Off-PAC and OPPOSD algorithms using both

data from the simulator and from the experiments as input batch was run.

4.1. Learning algorithms
The definition of the pacing environment in 3.3 depended on its ”learnability”. For this reason, alongside

with the definition of the MDP it was necessary to keep testing it. For this purpose, implementations

30
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of the learning algorithms RL [27] and Actor-Critic [28] defined in the section 2.2.7 and the algorithms

Off-PAC [11] and PPO [32] described in section 2.2.8 were implemented.

These algorithms were implemented in an incremental way towards the goal of implementing of the

OPPOSD algorithm [4]. As most of the implementations are designed to work in an online approach,

their preliminary performances and behaviors are compared using online updates. All of the algorithms

are tried both in the cart-pole environment [34] and the pacing environment.

Afterwards, an adjustment to the policy updates is done to evaluate the performance of the batch

off-policy approach for the Off-PAC and the implemented OPPOSD algorithms.

4.1.1. Online learners
The framework defined in Appendix A was implemented, in order to have a better control over specific

parts of the learning process, like the definition of the experiments or the learners, without having to

change anything else from the code.

The way in which the algorithms interact with the environment in an online way is depicted in the

figure 4.1. In the diagram the flowchart of the actions taken can be seen. In the first step a set of F

transitions are gotten by directly interacting with the environment using the policy π0. These actions

are then stored in a replay buffer. Unless the algorithm being used follows an off-policy approach,

then these F steps are used to directly update the policy π0 with a policy gradient update. In case the

algorithm being used follows an off-policy approach (i.e. The Off-PAC or the PPO) then, after filling

the replay buffer a set of minibatches are sampled from it. These minibatches are later used to keep

updating the initial policy π0 with off-policy gradient updates, and thus result in a new policy π for each

step. While using off-policy algorithms in an online approach, we are trying to have a better sampling

efficiency and thus learning the most possible from the available data.

The implemented algorithms for testing were the initial reinforce, the actor-critic, the Off-PAC and the

PPO. These were tested using the cart-pole environment [34]. In this environment the agents need to

balance a mass attached to a pole in an upright position, by applying one of two sideways movements

to a cart on a frictionless track. The horizon has a maximum of 200 timesteps and the rewards are

defined as +1 for each timestep that the pole is standing.

In figure 4.2 the averaged results for 5 runs from the implemented algorithms in the cart-pole envi-

ronment can be seen. The raw results are also averaged in windows of 10 timesteps with the purpose

of smoothing the graph. Additionally, for each line the standard error can be seen, and this can be

considered as a measurement of the stability. The interactions with the environment were limited to

1000, each one of them consisting of a sample of 1000 environmental transitions (F = 1000). All of

these algorithms were implemented with a model of a neural network with two 128-unit hidden layers
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Figure 4.1: Flowchart of the way the RL algorithms interact with the environment in an online approach

each followed by a ReLU layers. The Adam optimizer with a learning rate of 5e− 4 was also used. The

neural networks for the actor-critic, Off-PAC and PPO implementations have an additional output value

to be used as the critic output (instead of using an independent Neural Network for the critic). Both the

Off-PAC and the PPO had additional 128 off-policy iterations (C = 128). The PPO clipping threshold

value was set to 0.2. The exploration ϵ started in 1 and ended in 0.1 with an anneal time of 2. In the

figure 4.2 can be seen that the off-policy approaches are the ones that require the least amount of data

in order to learn a policy that performs better that the random policy. The base reinforce algorithm

presents a good performance but can become unstable with time. The actor-critic takes longer to learn

but its output results tend to be more stable. The Off-PAC learns fast, but is the algorithm that presents

the most instability. This instability can be caused by the disregard of the IS term in the equation 2.20

[29]. And finally, the PPO appears to be the fastest and most stable learner in this environment.

After having these algorithms implemented and working in the cart-pole environment, they were put

in the pacing environment in order to test its ”learnability”. In figure 4.3 can be seen the performances

of the algorithms in the pacing environment. The hyper-parameters are the same as before except

the anneal time that now is 5e3 in order to promote the exploration. The pacing environment is more

sensitive to exploration than the cart-pole given the distribution of the states and rewards. In this

environment, for a batch of 1e5 transitions sampled with a random policy, the probability of getting a
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Figure 4.2: Behavior of base reinforce, actor-critic, Off-PAC and PPO algorithms in the cart-pole environment

positive reward (rt > 0) is of 17.24%. Of this 17.24% a 42.28% of the positive rewards correspond to

the action of not pacing (At = 0) while the remaining 57.72% are pacing actions (At > 0). Additionally

the 72.09% of the transitions in the batch are negative rewards of whom only the 2% correspond to the

action At = 0. the remaining 10.74% of the batch transitions have a rt = 0 which is only possible to

get with the action At = 0. For these reasons, if the exploration is not done properly (anneal time too

small), the algorithm could end up generalizing and converging to the non-pacing policy.

The table 4.1 shows a summary of the hyper-parameters used for both environments. These values

were selected to resemble the most possible to the hyper-parameters

It can be seen in figure 4.3 that the algorithms are able to solve the environment within the 1000

interactions with the environment (In total 1e6 transitions). The Off-PAC and the PPO, being the only

two off-policy approaches, show a better sampling efficiency than the other two, in particular the PPO.

Hyper-parameters Cart-pole Pacing
NN layers 2× 128 2× 128
Learning rate (actor-critic) 5e− 4 5e− 4
Batch size (F ) 1000 1000
Off-policy iterations (C) 64 64
ϵmax 1 1
ϵmin 0.1 0.1
Anneal time 2 5e3

Table 4.1: Online hyper-parameters used for the cart-pole and Pacing environments
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Figure 4.3: Behavior of base reinforce, actor-critic, Off-PAC and PPO algorithms in the pacing environment

4.1.2. Batch Off-policy learners
The idea now is to limit just to one the sampling from the environment in figure 4.1. Now the flowchart

will look like the one in the figure 4.4. In here we sample an initial group of transitions with an initial

sampling policy µ. This initial group of transitions is going to be then the transition batch from which

we are going to sample mini-batches to train the algorithms in an off-policy way.

Figure 4.4: Flowchart of the way the RL algorithms interact with the environment in an batch off-policy approach

As suggested in [4] the sampling policy used to gather the data is assumed to be stochastic, because
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if it is deterministic, the algorithm will not be able to estimate the performance of any other policy. When

taking the batch off-policy approach, the IS term, which plays an important role in the PPO algorithm,

tends to be constantly clipped due to the constantly growing ratio between the sampling policy µ and the

target policy being learned π. For this reason, the only algorithms taken into account for this approach

were the Off-PAC and the OPPOSD. The implementation of these algorithms was done by trying to

resemble best as possible the described in [29] and [4]. For this reason three different learning models

were used, one for the actor, one for the critic, and a final one for the estimation of the w(s) function

that tries to approximate the IS value. All of them consisted of neural networks with two 128-unit

hidden layers each followed by a ReLU layers except for the w(s) which had the last activation function

log(1 + exp(x)) to guarantee that w(s) > 0 for any input. To estimate the performance of the policy π

at a given timestep t, this was evaluated in the simulator for 10 episodes after each 10 policy gradient

steps. This way the average return per episode is estimated.

As in [4] a batch of approximately 1e5 transitions was sampled from the cart-pole environment using

a random sampling policy µ with an average reward of 22. These transitions were stored in a transition

batch from which mini-batches of 5e3 were sampled for each of the off-policy gradient steps. The critic

model was updated 10 times for both Off-PAC and OPPOSD before each actor policy’s update. For the

OPPOSD algorithm, the w(s) function was updated 50 times before each actor policy’s update. The

Adam optimizer with a learning rate of 1e−3, as suggested in [4]. As this is a batch off-policy approach,

there is no need of adding any additional exploration probabilities to the output of the model. The table

4.2 presents summary of the hyper-parameters used for the batch off-policy scenario.

Hyper-parameters cart-pole
Batch size (F ) 1e5
Minibatch size 5e3
NN layers 2× 128
Learning rate (actor-critic) 5e− 4
Learning rate (w) 1e−3

Critic iterations per policy update 10
w iterations per policy update 50

Table 4.2: Batch off-policy hyper-parameters used for the cart-pole environment

In the figure 4.5 can be seen the average behavior for 5 runs for 5e3 policy gradient steps for the

Off-PAC and the OPPOSD algorithms. It can be seen here that both of the implementations are able

to learn from the randomly sampled batch and get results averaging the 200 after approximately 2500

gradient steps.

Batch off-policy algorithms in the pacing environment

In order to test the behavior of the Off-PAC and the OPPOSD algorithms, we tried them on the pacing

environment having again a batch of approximately 1e5 transitions sampled from the environment using
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Figure 4.5: Behavior of the batch off-policy algorithms in the cart-pole environment

a random sampling policy µ. And again, from these transitions mini-batches of 5e3 were sampled

for each of the off-policy gradient steps. All the other hyper-parameters of the algorithm remained

unchanged as in table 4.2.

In figure 4.6 can be seen the average behavior for 5 runs for 5e3 policy gradient steps for the Off-

PAC and the OPPOSD algorithms with their respective error. For both the OPPOS and the Off-PAC

were used the same 5 randomly generated datasets. It can be seen in the figure 4.6 that OPPOSD

seems to be slightly more stable (less variance) in improving the target policy compared to the Off-PAC.

4.2. Available data impact in the learning
In order to determine the amount of data necessary for the batch off-policy algorithms to learn it was

decided to test the Off-PAC and theOPPOSD using different batch sizes. The experiment was run using

three different learning models, one for the actor, one for the critic and a final one for the estimation

of the w(s) function as described in the section 4.1.2. Additionally, the size of the mini-batches was

1e3, except when the batch size was of 2e3, then the mini-batch size was changed to 500. The list of

hyper-parameters used is shown in the table 4.3.

In order to estimate the performance of the target policy π, it was tested in the simulator for 10

episodes after each 10 policy gradient steps. This way the average return per episode is estimated. All

the experiments were run in the HPC cluster from the TU Delft university.
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Figure 4.6: Behavior of the batch off-policy algorithms in the pacing environment

Hyper-parameters Pacing
Minibatch size (F > 2e3) 1e3
Minibatch size (F = 2e3) 500
NN layers 2× 128
Learning rate (actor-critic) 5e− 4
Learning rate (w) 1e− 3
Critic iterations per policy update 10
w iterations per policy update 50

Table 4.3: Batch off-policy hyper-parameters used for the pacing environment experiment varying the batch size F

The figure 4.7 shows the average result of 5 runs using the Off-PAC implementation with 4 differ-

ent batches of sizes 2e3, 5e3, 6e3 and 24e3 (intermediate values had similar behaviors). All of these

batches were generated using a random sampling policy µ in the simulator and for each single run

was generated a new batch was generated. In general can be seen that for the Off-PAC algorithm the

results have a high variance. This supposes that the initial batch used has impact in how the algorithm

performs. Furthermore, the batch size appears to have a slight influence in the mean but not in the

variance. There are some specific randomly generated batches that can lead the algorithm to find a

relatively good solution while some others make the algorithm to converge to the always-pacing or

non-pacing policies.

The figure 4.8 shows the average result of 5 runs using the OPPOSD implementation with 5 different

batches of the same sizes as before: 2e3, 5e3, 6e3 and 24e3 (intermediate values had similar behaviors).

All of the batches (20 in total) were re-utilized from the Off-PAC experiment. Even though for the
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Figure 4.7: Impact of the initial batch size on the batch Off-PAC in the pacing environment using a stochastic policy with the
simulator

experiments with 3e3 and 24e3 the OPPOSD algorithm appears to have similar results to the Off-PAC,

for the batches of 2e3 and 6e3 seems to have better results. It can also be noticed that for some of the

batches of 2e3 and 6e3 the OPPOSD can score even higher than the best Off-PAC score that learns

above the heuristic algorithm’s average reward.

4.3. Behavior Policies
The training batches used for the batch off-policy approaches could be generated with different known

sampling policies π0. Nevertheless, as suggested in [4] these sampling policies are assumed to be

stochastic, otherwise, the algorithm will not be able to estimate the performance of any other policy. A

preliminary experiment showed that using a trained policy as the sampling policy caused the learning

algorithms to converge to the non-pacing policy. For this reason the two sampling policies that were

to be tried are the random transitions generated from the simulator and the transitions generated from

the provided experimental data described in the section 3.1.

4.3.1. Experiments training batch
In order to use the data from the experiments described in section 3.1 as a batch of transitions, it is

necessary to translate them into MDP-like transitions. For this purpose, the input files are divided into

action blocks according to the MDP of the pacing environment.
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Figure 4.8: Impact of the initial batch size on the batch OPPOSD in the pacing environment using a stochastic policy with the
simulator

In figure 4.9 some examples of the translation process can be seen. If the action block starts with

the pacing activated (blue ×’s) then the transition is going to have an At randomly chosen among the

At > 0 actions and the block will last accordingly with the time of the action. Otherwise, if the pace

is not active (orange ×’s) then At = 0 and the action block will last an amount of 20 timesteps. The

rewards obtained are calculated following the Rt logic described in 3.3.1. This calculation is performed

taking into account the initial pace at the beginning of the action block and the final pace at the end of

the same action block.

After translating the 66 available experiments, we get approximately the amount of 1012 transitions

to be tested in the environment. We can regenerate the translation of the experiments in order to get

more transition for the training process.

4.4. Batches from experimental data as initial batch
In order to now test the impact of replacing the data from the simulator with a different policy, the

experimental data was translated as described in 4.3. From the experimental data we get approximately

1e3 transitions per conversion, as explained in the section 4.3.1. These conversions had some random

components regarding the pacing actions taken (20, 25, 30 or 40). This small randomness can generate

slightly different transitions per run. For this reason, the impact of re-generating new transitions out of

the same set of experiments was also part of this test. In this case, 2e3 is the approximate size for the
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Figure 4.9: Example of experiments from runners translated into MDP transitions

transitions generated from the experimental data twice and in a similar way for the values 3e3, 6e3 and

24e3.

Figures 4.10 and 4.11 show the result of the experiments for the algorithms Off-PAC and OPPOSD

respectively. For the Off-PAC experiment seems that none of the used batches have a big impact in

the result. The Off-PAC could be considered to not be able to improve the target policy. On the other

hand, the OPPOSD algorithm shows a better use of the experimental data. Here again none of the

batch sizes seem to have a big influence in the general behavior and even for the batch size of 2e3

seems that the target policy improves.

4.5. General comparison
Given the previous results a new test using the least possible amount of data from the experiments

(Batches of approximately 2e3 transitions) and from the simulator was done. For the experimental

transitions the initial batch was generated similarly to the previous test. For the simulated data the

randomly generated dataset that worked best for the OPPOSD algorithm, in the experiment shown in

figure 4.8, was used to achieve the best possible performance. For each combination (OPPOSD, Off-

PAC and experimental, simulated data) the test was run 5 times. The results are shown in the figure
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Figure 4.10: Impact of the initial batch size on the batch Off-PAC in the pacing environment using the experimental data
converted into transitions
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Figure 4.11: Impact of the initial batch size on the batch OPPOSD in the pacing environment using the experimental data
converted into transitions

4.12 and are run up to 1e4 policy gradient steps.

In the figure 4.12 can be appreciated with red tones the experiments done with theOff-PAC algorithm

and with blue tones the experiments done with the OPPOSD. In red is the Off-PAC using the batch
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Figure 4.12: Compared behavior of the off-policy algorithms (Off-PAC and OPPOSD) using as input data a randomly
generated batch from the simulator and the translated experimental data. Both batches had a size of 2e3 transitions

generated with the simulator. The Off-PAC seems in general to improve the target pacing policy but

it has a lot of instability. In dark blue is the OPPOSD using also the batch from the simulator. This

approach seems to be the best overall to find a relatively good pacing policy. Then, in light blue is the

OPPOSD algorithm using the batch generated from the experimental data. This one also improves the

target policy even though does not match the final scores form the OPPOSD using the simulated data.

Finally, the red coral line represents the Off-PAC using the experimental data as input batch. This one

specifically seems to be the one that performs the poorest of them all.



5
Discussion

5.1. General comments
As seen in the experiments from chapter 4 both the Off-PAC and OPPOSD have a similar behaviors

when using as initial batch a set of transitions generated directly from the simulator using a stochastic

sampling policy µ. This behavior can be observed as for the cart-pole environment (figure 4.5) as

for the pacing environment (figure 4.6). Despite the OPPOSD algorithm showing generally results

with slightly less variance than the Off-PAC, these were not the expected differences as seen in [4],

specially for the cart-pole environment. On the other side, when the probabilities of the sampling policy

are not completely clear, as the ones obtained from the experimental data, we can observe that the

additional IS term estimator of the OPPOSD algorithm has a more noticeable impact. This can be

noticed comparing the behaviors from the figure 4.10 and the figure 4.11. For the OPPOSD figure, it is

clear the upwards trend of the learned target policies, while for the Off-PAC that is not clear.

For the OPPOSD (figure 4.8), the upwards trend of the learned target policies is clear, while this is

not the case for the Off-PAC (figure 4.7).

In the figures 4.7 and 4.8 it can also be noticed how the performance of the algorithms seems to be

affected by the input batch. The high variance tell us that for some generated batches the algorithm

finds a pacing policy as good or better than the heuristic algorithm but for some others the algorithm

converged to the non-pacing or the always pacing policies.

43
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In general, can be said that the size of the input batch does not have a big impact in the resulting

policy but what matters is the distribution of this data and the way in which the algorithms samples

from it. While it is not possible to change the way in which the algorithm samples the data (due to

the mathematical suppositions described in in [4]) a further statistical analysis could be made to verify

which are the specific characteristics of a dataset for the OPPOSD algorithm to learn a good pacing

policy.

5.2. Answer to research questions
In chapter 4 we designed the experiments to answer the research questions presented in chapter 1.

Based on the results obtained we provide the following possible answers:

1.1.1(I) Can a trained Deep Reinforcement Learning algorithm learn a policy to provide auditory

pacing efficiently?

The pacing environment was designed to quantify the performance of certain policies in the pacing

regulation problem. Besides, the heuristic algorithm was chosen as a good alternative to provide an

efficient pacing strategy. We consider that if the final policy reached by a reinforcement algorithm

trained in the pacing environment outperforms the heuristic algorithm, then we could say that the policy

provides a relatively efficient auditory pacing. Most of the online-learning algorithms implemented (RL,

AC, Off-PAC and PPO) were able to find a relatively efficient pacing policy, as seen in the figure 4.3.

However, For the batch off-policy algorithms (Off-PAC and OPPOSD) presented in figure 4.6 it was

in general harder to find an efficient pacing policy. Using these batch off-policy algorithms we get

higher standard errors, so some of the experiments improved the target policy while others did not.

This results made us realize that the success of these learning algorithms was closely related to the

initial sampled batch. Furthermore, from the figure 4.11 we can see that using experimental data the

OPPOSD algorithm is steadily improving the pacing policy towards a relatively efficient pacing policy.

In the end, in figure 4.12 it was shown that when the correct input batch is used, it is possible to find

relatively efficient pacing policies using the proposed batch off-policy algorithms.

1.1.1(II) What is the least amount of training data necessary for the implemented Deep Reinforce-

ment Learning algorithms to learn a relatively good pacing policy?

To answer this question, we tested the algorithms with different batch sizes (section 4.2 and 4.4).

In section 4.2 random data from the simulator was used to generate many initial batches of different

sizes. It can be seen in figure 4.7 that for the Off-PAC algorithm the error is very high and that the

batch size does not really have a big impact in the performance. Even with an initial batch size of 2e3

for the Off-PAC algorithm there were batches that leaded the algorithm into a relatively efficient pacing
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policy. For the OPPOSD algorithm, in figure 4.8, we see a similar behavior as for the Off-PAC, the

main difference is that the average score for the resulting policies is a bit higher. This behavior might

suppose that the OPPOSD algorithm could lead in general to better pacing policies especially for the

2e3 batch size. In the section 4.4 the initial batches were generated from the data of the experiments

with real runners. From this data we could generate around a 1e3 transitions adding a small random

component that let us re-generate the transitions having slightly different values. This way we created

again batches sets with sizes of 2e3, 3e3, 6e3 and 24e3. With these initial batches we tried the Off-PAC

algorithm but the results, seen in figure 4.10, showed that the policies in general converged around the

always-pacing policy no matter the batch size. On the other side, the OPPOSD algorithm showed a

better performance using the experimental data. In figure 4.11 we see that no matter the batch size,

the OPPOSD algorithm keeps constantly improving towards a relatively efficient policy.

From these experiments the minimum amount of data from which we were able to lead the RL algo-

rithms into a relatively efficient policy turned out to be initial batches of approximately 2e3 transitions. In

figure 4.12 all experiments are done using initial batches of 2e3 and it can be noticed that the OPPOSD

algorithm is able to find relatively efficient policies for each of the batch types. The batch size of 2e3

transitions could be equivalent to 15.556 hours of experimental data with real runners assuming that

the average transition time is 28s.

1.1.1(III) Is it possible to use experimental data from real runners as training data for the imple-

mented algorithms to learn a relatively good pacing policy?

Experiments from section 4.4 and 4.5 helped us also to answer this question. In figure 4.11 we

see that the OPPOSD algorithm using experimental data is able to improve the target policy in terms

of efficiency. Additionally, in figure 4.12 we can see that the OPPOSD algorithm with an initial batch

of 2e3 transitions from the experimental data is able to improve the pacing target policy until matching

on average the heuristic algorithm performance after 1e4 policy gradient steps. These results are

promising and tell us that using the OPPOSD algorithm is possible to find a policy that is relatively

good in terms of efficiency when comparing with the heuristic algorithm’s performance.

1.1.1(IV) How could the reached solution be deployed for real runners?

The resulting actor model is a trained neural network that has as input space the current state and

as output the probabilities of taking an action. For the performed experiments the used model had 2

fully connected layers of 128 units. This model could be deployed as part of an integrated application

(mobile phone or embedded in the headphones) that measures the current running pace of the user

(using accelerometer sensors) and based on the model’s output, the auditory pacing could be activated

or not. Through the deployment of this application the real efficiency of the resulting policy could be

tested with real runners.
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Additionally, a more interesting implementation would be to deploy the actor model alongside with

any of the online learning algorithms (RL, AC, Off-PAC, PPO, etc.). This way the algorithm could keep

learning using the data gathered from each run with the real runners. This online reinforcement learning

implementation could eventually find target policies that are personalized for every runner.

5.3. Limitations
One of the limitations we had in the current work could be the length of the experimental data. The

average experiment with the real runners lasted approximately 2.5 minutes, which limited the size of

the translated episodes to only 16 transitions on average. Longer experiments could have also given

us a better understanding of the response behavior for some runners to the auditory pacing. Another

incertitude that we had along the project was the minimum required amount of time required for the

runner to synchronize with the auditory pacing and it was assumed to be around 10 second. Perhaps a

new set of experiments with real runners could help us to have a better idea about these constrains (i.e.

time required to synchronize, response to intermittent pacing, maximum amount of time that a runner

can keep the target pace, etc.).

Additionally, experiments measuring more variables (i.e. heart rate, amount of oxygen intake, tem-

perature, etc.) could help us to extend our model to be more precise. However, this could also imply a

much more complicated simulator.



6
Conclusion

In this document, we were able to implement the OPPOSD algorithm [4] and train it using batches of ex-

perimental data to find an efficient policy capable of providing intermittent pacing to runners. To learn a

relatively good target policy using Reinforcement Learning algorithms, a high sampling efficiency must

be guaranteed. The batch off-policy algorithms like Off-PAC [11] and PPO [32] try to provide a good

sampling efficiency. Nevertheless, the infinite horizon while learning presents a problem due to the

continuously increasing difference between the sampling policy and the target policy being learned.

Algorithms that tackle this infinite horizon problem for batch learning like the OPPOSD are the most

recommended in this regard. Also, for these algorithms to be trained and to perform, is necessary to

define a proper MDP that represents the targets of the environment e.g., efficient intermittent pacing.

The MDP together with a simulator are important tools for estimating the performance of the policies

being learned at any point in time. The results showed that for the algorithm to learn a relatively good

policy, it is needed at least an amount of approximately 2e3 transitions from the MDP. These transitions

are directly obtained and interpreted from experiments done with real runners on a treadmill. The ob-

tained results are compared against a heuristic algorithm that allows us to define an efficiency measure

for the provided pacing. In this example, rather simplistic, we only used one input (estimated steps per

minute) to calculate the current state of the environment, but in the future, the input state dimension

can be widened. Inputs like the runner’s heart rate, intake of oxygen, or stress level could be used as

inputs for the model. Nevertheless, the simulator should also take into account these new variables.

47
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The resulting trained policies are neural networks that can be implemented as complex as needed. The

complexity may have an impact on the learning times but may perform better when learning in a more

elaborated pacing environment. Additionally, the resulting trained weights of these neural networks

could subsequently be deployed in real solutions like mobile applications or embedded in the headsets

to provide the auditory pacing.
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A
Synchronous software architecture

In order to implement different kinds of deep reinforcement learning algorithms, a general architecture

architecture is proposed in [35]. This implementation leverages a concurrent and synchronized execu-

tion framework designed for a better understanding of the code and a better use of the computational

resources. A model of the proposed architecture can be seen in figure A.1.

Figure A.1: Synchronous software architecture.

This architecture can be extensible for policy gradient algorithms and consist of the following ele-

ments:
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• Model: Is usually implemented as a Neural Network. Return the probabilities distribution of the

actions. For more complex approaches, many more models can be added for the value function

and the IS estimator.

• Controller: Is the element that interprets the models outputs.

• Runner: Is the element that interacts with the environment, chooses its actions through the con-

troller and add its experiences in the Replay buffer.

• Learner: Is the element that dictates how the model is trained. In this class is where the RL

algorithms code are implemented.

• Replay Buffer: In this element we add all our experienced transitions and we sample from it.

• Experiment: Main class that allows to run the runner and sample batches of experiences for

training the learner.
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