
Simulation of Interaction of EUV
with Metal Oxide Resists

Master Thesis

Author Hsin-Tien, Li (Zoe)

Supervisors at TU Delft Dr. Marcel Sluiter

Supervisors at ASML Dr. Syam Parayil Venugopalan

Dr. Luc van Kessel

Materials Science and Engineering, TU Delft

Master Thesis with ASML



Acknowledgement

I first visited Europe for a solo trip when I was 19 years old , and my first stop was the

Netherlands. Ever since, studying in Europe has been on my bucket list. Now here

I am, nearing the end of my master’s degree. I have received immense kindness and

support during my graduation project, and I would like to express my sincere gratitude

to everyone who contributed to this journey.

First of all, deepest thanks to my ASML supervisors, Syam and Luc. Syam, thank you

for recruiting me at the beginning and mentoring me not only in scientific endeavors

but also in becoming a more well-rounded professional. Your leadership qualities have

been truly inspiring. Luc, I am truly grateful for your kindness to spend extra time

co-supervising my project. Your expertise with Nebula and photoresist accelerated the

project progress. Your solid knowledge of physics and your patience in guiding juniors

are truly impressive. I also appreciate Marcel’s guidance as my university supervisor,

providing fresh perspectives to my research. Your passion and curiosity for science were

evident from the first day we met during the introduction week at TU Delft and it’s very

contagious.

Additionally, I would like to acknowledge others at ASML Research. Liesbeth, thank

you for your care, career advice, and for connecting me with the right people. Vina, your

warmth and our discussions about artworks, Taiwanese culture and food were really

delightful. Shi-Chi, thanks for always being caring and inviting me to your home for

dinner during my first month at ASML. Shao-Hsuan, my Taiwanese intern partner, I am

happy to meet you here. Working on weekends together and sharing funny memes has

been great. Completing my graduation project at ASML Research has been a valuable

experience, surrounded by brilliant minds working on fascinating projects. Thanks

for all the friendly smiles at the office and random chats in the coffee corner. I was

always told that doing the internship in Research is quite isolated, but I never feel that.

Moreover, I’d like to give a shout-out to the cleaning staff at Research. You are always

the first person I greet in the morning when I come to the office early. Without you, we

wouldn’t have a clean workplace. Thank you for all that you do.

Outside the workplace, special thanks to Floris at Heckert & van Lierop Orthopedic

Center for promptly fixing my prosthetics, enabling me to physically present in the

office. I enjoyed our conversations about cooking, travel etc and those jokes about socket

needles. Really look forward to the new prosthetic joint that will allow me to bike again

after 11 years! Mirna, thank you for inviting me to your lovely house in Eindhoven and

cuddle your newborn. It’s amazing how we connected like old friends, sharing similar

childhood cancer journeys while in different countries. I am grateful Floris connected us.

Thanks to my gym buddy Dennis, the first friend I made in Veldhoven outside of

work. Thanks for reaching out. I enjoy our chats at the gym, those high-protein meal

hacks as well as your engineer life in ASML. Kitty, my previous roommate, I loved our

cooking sessions, making desserts (glad we haven’t explode the kitchen), and those

deep conversations in the night. To all my wonderful friends in Delft, thank you for

inviting me back to Delft for your housewarming parties, dinners, and Dutch festivals,

i



ii

and introducing me to your friends in Eindhoven, ensuring I never felt lonely.

I am thankful for the scholarships from the Taiwanese Ministry of Education, TSMC,

and Delta Electronics, which allowed me to study abroad without financial worries.

Thanks to my family in Taiwan for always being supportive and being my strongest

backbone. Also, thanks to Micah, those motorcycle road trips we did last year were

unforgettable: the golden hour in Portugal, serene mornings in Norway with salmon

and brown cheese sandwiches, the coolest Airbnb host in Denmark, the babbling brook

in a random forest in Germany, riding in -3 °C in Switzerland, the stunning mountains

in the Dolomites, Italy, and the many petting farms in the Netherlands. These memories

have fueled me through my thesis.

Lastly, thanks to Mi-De, the cutest cat in the world. It’s sad you couldn’t be my ’cannabis’

during my master, but I will bring you here soon. I hope you will love the Netherlands,

this beautiful country with wonderful people.

Zoe, Li
Veldhoven, August 2024



Abstract

Extreme Ultraviolet (EUV) lithography plays a crucial role in the semiconductor industry,

enabling the shrinkage of transistor sizes and sustaining Moore’s law. However, the

high cost of EUV light limits the number of available photons for high-volume wafer

manufacturing. To maximize the utilization of each incoming photon, metal-oxide

resist (MOR) has emerged as a promising candidate to replace conventional chemically-

amplified resist due to its higher absorption coefficient when exposed to EUV light.

An open-source Monte Carlo based simulator is used in this study to model electron

scattering within the photoresist materials. When EUV light strikes the photoresist,

initial high-energy photoelectrons are generated, triggering a series of scattering events

that produce a cascade of secondary electrons (SEs). These SEs possess energies capable

of altering the chemistry of resist materials, leading to pattern formation in the following

processes.

In this study, we propose a novel method of applying an electric field to the resist layer to

enhance pattern performance under a fixed EUV dose. Simulation results demonstrate

that this approach creates an anisotropic electron blur extended in the 𝑧 direction

(perpendicular to the resist surface) without compromising much the resolution in the

𝑥 and 𝑦 directions (parallel to the resist surface). Additionally, an increase in SE yield

is observed. The optimal electric field strength, identified as -400 MV/m for MOR,

results in an 11.93% increase in 𝑧-direction blur and a 3.41% increase in SE yield per

absorbed photon. Moreover, the asymmetry of 𝑧-direction blur counteracts the EUV

light absorption near the surface and contributes to more chemical conversions deeper

in the resist.
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1
Introduction

1.1. Background
1.1.1. Microchip and Moore’s Law
A microchip, composed of semiconductor material housing millions of transistors and

electronic components, can be seen everywhere in contemporary electronics, determining

system computing performance. Transistors, semiconductor devices responsible for

amplifying or switching electrical signals and power, are fundamental to microchip

functionality. Gordon Moore, a co-founder of Intel, introduced Moore’s Law, positing

that the number of transistors on an integrated circuit would double approximately

every two years, as shown in Figure 1.1. Sustaining Moore’s Law by reducing transistor

size remains a primary objective within the semiconductor industry, because it enables

faster and more powerful chips, which will be discussed later in section 1.1.2.

Figure 1.1: Moore’s Law [86]

1
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1.1.2. Approaches to Continue Moore’s Law
A transistor consists of three terminals: the source, where current enters the transistor;

the drain, where current flows out of the transistor; and the gate, which controls the

conductivity between the source and drain through the application of varying voltages.

There are several strategies to continue transistor miniaturization in accordance with

Moore’s Law. First of all, transitioning transistor structures from two-dimensional to

three-dimensional configurations allows for more transistors to be packed into a given

area on the chip. Figure 1.2 illustrates the evolution of transistor architecture.

Figure 1.2: The evolution of transistor structure [90]

Initially, these fundamental elements were constructed on a two-dimensional plane,

known as Planar FET (Field-Effect Transistor). The term "field-effect" arises from the

fact that the conductivity of the material is modulated by an electric field. Over time,

the three-dimensional FinFET (Fin Field-Effect Transistor) emerged, featuring a gate

wrapped around the channel between the source and drain, with three contact surfaces.

FinFETs offered improved control over electric current due to the larger contact area of the

gate. Additionally, their vertical fin-like structure facilitated higher transistor density on

a chip. As the height of the "fin" in FinFETs approached physical limits, GAAFET (Gate-

all-around Field-Effect Transistor) was developed to address this bottleneck. GAAFETs

feature gates surrounded by four faces of the channel. MBCFET (Multi Bridge Channel

FET) represents an advanced iteration of GAAFETs. Instead of utilizing nanowires with

small cross-sections, MBCFETs employ thin nanosheets stacked together, resulting in

increased contact area and enhanced power efficiency.

The shrinkage of transistor size reduces the power consumption of the microchip.

Equation 1.1 illustrates the dynamic power dissipation (𝑃) attributed to transistor

switching [1]:

𝑃 = 𝐶 ×𝑉2 × 𝑓 (1.1)

where 𝐶 represents the effective switching capacitance, 𝑉 denotes the power supply

voltage, and 𝑓 is the transistor operating frequency. The downsizing of the transistor

also diminishes the distance between the source and drain, thereby reducing the gate

oxide area and resulting in a smaller capacitance. Hence, as demonstrated in Equation 1,

when capacitance decreases, less power consumption is required to switch the transistor.

The RC (Resistor-Capacitor) time constant, as shown in Equation 1.2, is the time necessary

to charge the capacitor from zero voltage to 1 – 𝑒−1
(approximately 63.1%) of the applied

DC voltage value in an RC circuit.
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𝜏 = 𝑅𝐶 =
1

2𝜋 𝑓𝑐
(1.2)

where 𝜏 represents the RC time, 𝑅 and 𝐶 denote resistance and capacitance respectively,

and 𝑓𝑐 indicates the cut-off frequency. Consequently, with decreasing capacitance, the RC

time delay can be reduced, and the cutoff frequency can be increased, thereby accelerating

the speed of transistor switching on and off. Overall, the reduction in transistor size can

diminish overall power dissipation and enhance the chip’s performance per wafer area.

Additionally, leveraging Extreme Ultraviolet (EUV) light during the photolithography

process facilitates achieving smaller feature sizes, compared to Deep Ultraviolet (DUV)

light. The difference between EUV and DUV light will be discussed later in section 1.2.1.

The smallest feature size produced during lithography, also known as critical dimension

(CD), can be calculated by the Rayleigh criterion shown in Equation 1.3:

CD = 𝑘1 ·
𝜆

NA

(1.3)

where 𝑘1 is a parameter that related to the lithography process, 𝜆 is the wavelength of

light source and NA is the numerical aperture of the optical system. According to the

Rayleigh criterion, decreasing the light wavelength correlates with a reduction in critical

dimensions.

1.2. Photolithography
Photolithography is a technique for creating intricate patterns on wafers, which are

later diced to produce semiconductor chips. Figure 1.3 shows a full process of chips

making. During lithography, wafers are subjected to light exposure projected through a

photomask, a plate containing the blueprint of the desired pattern.

The lithography techniques for various technical nodes are presented in Figure 1.4. In

the early days of semiconductor manufacturing, photolithography primarily utilized

mercury arc lamps emitting light at specific wavelengths known as G-Line (436 nm)

and I-Line (365 nm). These wavelengths were suitable for printing larger feature sizes

but were limited in resolution for smaller feature sizes. As semiconductor technology

advanced and feature sizes became smaller, the industry transitioned to using deep

ultraviolet (DUV) excimer lasers, which generate excimer by mixing gases and release

excess energy as the form of light. Depends on the types of mixed gases, different

lights are generated. Krypton-Fluoride (KrF) lasers emit light with a wavelength of 248

nm, while Argon-Fluoride (ArF) excimer lasers produce light at 193 nm. This shorter

wavelength facilitated even higher resolution lithography, enabling the fabrication of

semiconductor devices with smaller feature sizes and greater transistor densities. To push

the limits of resolution even further, immersion lithography was introduced, utilizing

ArF excimer lasers in conjunction with a liquid immersion medium (usually water) to

enhance resolution. As shown in equation 1.4:

𝑁𝐴 = 𝑛 × sin𝜃 (1.4)

where NA is the numerical aperture, n represents the refractive index of the media and

𝜃 is one-half angle of light acceptance. Numerical aperture is therefore increased due to
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Figure 1.3: Chip making process

the higher refractive index of liquid than air. This leads to smaller critical dimension

according to Equation 1.3. ArF immersion lithography became prevalent in advanced

semiconductor manufacturing processes, enabling the production of chips with feature

sizes below 45 nm.

Figure 1.4: Scaling of technical nodes with the development of the semiconductor industry [104]

As semiconductor technology approached the sub-10 nm scale, traditional optical

lithography faced challenges in maintaining resolution and reducing manufacturing

costs. In response to this need, EUV lithography has emerged, utilizing light with a

wavelength of 13.5 nm more than 14 times shorter than Deep Ultraviolet (DUV) light for

finer patterning.
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1.2.1. Extreme Ultraviolet (EUV) Lithography
Because of the shorter wavelength of EUV lithography, there are several fundamental

differences between EUV and DUV lithography.

Firstly, the use of reflective multilayer (Bragg type) optics replaces traditional refractive

optics due to the high material absorbance of EUV light, rendering refractive optics

impractical. Reflective multilayer coatings, comprise of alternating layers of specific

materials, which reflect EUV light through constructive interference [5, 15].

Secondly, EUV lithography employs a plasma light source instead of a DUV laser. As

shown in Figure 1.5, the generation of EUV light involves a process known as laser-

produced plasma (LPP). In this process, a high-powered laser beam is directed onto a

droplet of tin (Sn), generating a plasma [108, 42]. This plasma emits EUV radiation, which

is then collected and focused onto a reflective mask, often referred to as a photomask or

reticle. To produce enough light to manufacture microchips, this process is repeated

50,000 times per second.

Figure 1.5: EUV light generation mechanism [30]

Thirdly, unlike DUV lithography which typically operates at atmospheric pressure,

EUV lithography operates in a near-vacuum environment with stringent contamination

control measures [6]. Because EUV radiation can be easily absorbed by air, operating in

a near-vacuum environment prevents absorption and ensures the EUV light reaches the

photoresist without significant attenuation. Normally hydrogen of 1 to 10 Pa is used

as a background gas in the EUV machine because of its low absorption coefficient at

EUV wavelength and its highly reductive nature, which can prevents the mirrors from

contamination [58, 59]. EUV photons will ionize the hydrogen background gas and form

low-density H2 plasma . The hydrogen ions and radicals will then combine with the

carbon impurities coming from fingerprints, greases or residues in lithography tools and

become methane (CH4) or other volatile hydro-carbon molecules, which can be removed

by pump [57].
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Lastly, when it comes to 5 nm logic technology node, EUV lithography might reduce the

cost and the process complexity with single exposure. In order to achieve the similar

resolution and pattern complexity at 5 nm node, ArF immersion lithography will require

multiple patterning, which means 5 to 6 exposures are needed for a single layer [29, 17].

However, each exposure and the following development process will deteriorate the

quality of the pattern also make the whole process too complex [20]. Especially for the

logic chips, which have more complicated 2D patterns than that on memory chips, thus

EUV might be more efficient for mass production below 5 nm node.

Nevertheless, even though EUV lithography posses many advantages over DUV lithog-

raphy and can be indispensable for the most advanced microchip manufacturing, photon

shot noise is a potential concern for EUV lithography. Photon shot noise comes from the

quantum nature of light and this effect become more severe when the lesser incoming

photons lead to stochastic defects [26, 87, 28]. These random and isolated defects can

cause printing failures, such as microbridges in pattern or randomly missing contacts

[25]. As shown in Figure 1.6, the number of absorbed photons with EUV exposure is

around 14 times fewer than that with ArF per mJ/cm
2
[12]. It is important to note that

in this figure, doses are set to be the same in both ArF and EUV only for comparison.

However, in reality, the dose for DUV is normally higher than that of EUV, because the

cost of DUV light is comparatively lower than EUV light and more photons can enhance

the image quality.

Figure 1.6: A comparison of photon counting at ArF (193 nm) and EUV (13.5 nm) in a volume when

absorbance coefficient and dose are constant across wavelength [12]

Over the past few years, EUV lithography has matured for High Volume Manufacturing

(HVM). The NXE:3400 with a low numerical aperture (NA) of 0.33 and a resolution

of 13 nm has been employed for the 7 nm and 5 nm technology nodes. To enable

cost-effective shrink beyond the 3 nm technology node, a new high NA EUV platform

is being developed. In December 2023, ASML shipped the first modules of the first

high NA EUV lithography system (TWINSCAN EXE:5000) to Intel. The EXE series

can achieve the resolution of 8 nm, which means they can print transistors 1.7 times

smaller than low NA NXE systems. The increased resolution means that more circuits

can be packed into a smaller area, leading to higher chip yields per wafer and ultimately

reducing production costs per chip.
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1.3. Photoresist Materials
A photoresist is a light-sensitive material that undergoes a chemical transformation upon

exposure to light, thereby altering its solubility in a specific solvent. Within the realm of

photolithography, photoresist materials are categorized into positive-tone and negative-

tone categories based on their behavior upon light exposure, as presented in Figure

1.7. Positive-tone resists become more soluble when subjected to light, while negative-

tone resists exhibit reduced solubility. Following exposure, etching and development

procedures are employed to transfer the pattern defined within the resist material onto

the semiconductor substrate, as shown in Figure 1.3, thereby facilitating the fabrication

of intricate semiconductor devices.

Figure 1.7: Positive and negative type of photoresists [53]

1.3.1. Resist Performance Metrics
In semiconductor photolithography, the performance of photoresist materials is assessed

through various metrics, including resolution, line edge roughness (LER)/ line width

roughness (LWR), sensitivity, and the trade-off between these factors [2].

First of all, resolution refers to the smallest feature size that can be reliably patterned on

a semiconductor substrate using the photoresist material. It is typically characterized by

the minimum achievable linewidth or spacing between features. A higher resolution

indicates the ability to print smaller features with greater precision, leading to denser

and more intricate semiconductor devices.

Figure 1.8: LER measurement and SEM image of a resist line pattern [30]
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Secondly, LER quantifies the irregularities or fluctuations along the edges of patterned

features in the photoresist material. Figure 1.6 presents the fluctuations of the line edges

of the resist [30]. LER can be calculated as 3 times of the standard deviation value, as

shown in Equation 1.5 and Equation 1.6 [30], where 𝑥𝑖 means the individual point chosen,

�̄� stands for the mean value of all points and 𝑁 is the total number of selected points.

𝜎𝐿𝐸𝑅 =

√∑𝑁
𝑖=1

(𝑥𝑖 − 𝑥)
𝑁

(1.5)

𝐿𝐸𝑅 = 3 × 𝜎𝐿𝐸𝑅 (1.6)

Figure 1.9 shows the illustration of LER and LWR of a resist pattern. Assume the left and

right side edges are independent of each other, LWR is proportional to LER as shown in

Equation 1.7 [16, 76]. It is an important parameter as smooth and well-defined edges are

crucial for ensuring the functionality and reliability of semiconductor devices. Excessive

LER, typically on the order of a few nanometers, may impact circuit resistance, leading

to slower signal propagation or short circuits, thereby degrading device performance

[94]. Historically, LER was not a major concern due to its negligible impact compared to

feature size. However, with the advancement of technology nodes and the shrinking

of feature sizes, LER has become increasingly significant as it approaches the scale of

feature dimensions.

Figure 1.9: The illustration of LER and LWR [66]

𝐿𝑊𝑅 =
√

2 × 𝐿𝐸𝑅 (1.7)

Lastly, sensitivity in photolithography refers to the photoresist material’s responsiveness

to light exposure, specifically indicating the amount of light energy needed to produce a

desired feature and is measured in mJ/cm
2

[30]. A highly sensitive resist requires lower

energy input to create a feature, making it essential for situations where light source

intensity is low [105]. Sensitivity plays a crucial role in determining the efficiency and

cost-effectiveness of semiconductor manufacturing processes, as it reduces the energy

usage while still achieving the desired feature resolution, which increases the throughput

of fabrication. Some literature mention that for industrialized production criteria, the

photoresist should have a sensitivity smaller than 20 mJ/ cm
2

[70, 96]. However, in
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ASML product catalog, the specification is 30 mJ/cm
2

for EUV machine NXE series with

0.33 NA and most customer might use a higher value than this.

The Resolution Line edge roughness Sensitivity (RLS) trade-off is a fundamental consider-

ation in photoresist performance [84]. It reflects the inherent challenge of simultaneously

achieving high resolution, low LER, and high sensitivity in a single resist formulation.

Improving one aspect of resist performance often comes at the expense of others due to

the complex interplay between resist chemistry, process parameters, and lithography

equipment capabilities. Achieving optimal resist performance involves striking a balance

between these competing factors.

1.3.2. Chemically Amplified Resist (CAR)
Chemically amplified resists (CARs) have been employed in both DUV and EUV

photolithography. CAR typically consists of polymer matrix, absorbers, photoacid

generators (PAGs), quenchers, and additives that modulate adhesion properties.

Figure 1.10: CAR mechanism [104]

As shown in Figure 1.10, under the illumination, PAGs interact with the incoming light

and acid molecules are generated within the resist. Then, the wafer will undergo post-

exposure bake (PEB). During the bake, the thermal energy will trigger the de-protection

reaction between the acid and the polymer. This acid catalyzed reaction will modify

the functional groups in the polymer matrix and thus alter the solubility of the resist.

Quenchers are used to limit the diffusion of acid and control the extent of the chemical

reactions, allowing for a more precise pattern.

CARs do have some limitations, especially when it comes to the EUV lithography. One

of bottlenecks of CAR is that the resolution is constrained to the acid diffusion during

PEB. The acid will diffuse some distance, which normally larger than the size of the

resist molecule, before causing the deprotection reaction [54]. Moreover, the absorption

coefficient of CAR under EUV exposure is around 4 𝜇m
−1

to 5 𝜇m
−1

)[48], which leads to

a significant waste of EUV illumination.
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1.3.3. Metal-Oxide Resist (MOR)
MOR has emerged as promising candidates in EUV lithography, particularly in the

context of high NA EUV systems [78, 4], which demand thinner photoresist layers to

accommodate the reduced depth of focus (DOF) as shown in Equation 1.8 [63].

𝐷𝑂𝐹 ∝ 𝜆

𝑁𝐴2

(1.8)

where 𝜆 represents the wavelength of the illuminating light and 𝑁𝐴 is the numerical

aperture [49].

However, thinner resist layer limits the amount of light absorbed, necessitating materials

with higher EUV absorbance to maintain patterning fidelity. Instead of employing

the chemical amplification mechanism used in CAR, MOR addresses this challenge by

incorporating metal particles, into the polymer matrix to enhance EUV absorption within

the resist and reach the required photosensitivity [34, 95].

Figure 1.11: Atomic absorption cross section 𝜎𝑎 at EUV (𝜆 = 13.5 nm) of elements with atomic number Z

from 1 to 86 [35]

Figure 1.11 shows the atomic absorption cross section at EUV wavelength for elements

with atomic number from 1 to 86. Metal atoms, such as Zn, Ti, In [47] and Sn [62, 54], are

often chosen considering their relatively high absorbance under EUV exposure, cost and

stability during development and etching process [67, 80]. Additionally, oxygen has a

higher absorption cross section than carbon at EUV wavelength, so increasing the ratio

of oxygen is expected to enhance the resist absorbance as well [75]. Among different

kinds resists with metal-oxide nanoparticles, tin-based MOR made by a company called

Inpria shows the best performance.

Figure 1.12 illustrates the mechanism of MOR. MOx cluster film is composed of voxels

and each voxel is made of metal-oxo core passivated with radiation-sensitive ligands.

Upon EUV exposure, photoelectrons are produced inside the resist which then undergo a

series of inelastic scatterings and generate the secondary electrons. The photoionization
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Figure 1.12: MOR mechanism [18]

and scattering events process will be elaborated in section 1.4 and 1.5. The generated

secondary electrons lead to the ligand dissociation and create active sites, which is known

as radiolysis. When PEB is applied, even more ligands will be cleaved through catalytic

thermolysis and at the same time the active sites can crosslink with each other via

condensation reaction. The condensed metal oxide bonds are insoluble in the following

development solvent. Therefore, MOR ligands cleaved in both exposure and PEB steps,

but the exposed area will have more catalytic thermolysis happening. In a way this is

similar to an amplification mechanism, but without the need of any diffusion [18]. As

presented in Figure 1.13, the effect of PEB is dose dependent, which means the higher

the exposure dose, the higher fraction of ligands being dissociated during PEB and thus

increase the final chemical contrast.

Figure 1.13: Representation of the changes in the chemical gradient expressed as fraction of ligand cleaved

in a MOR resist after EUV exposure and after PEB [27]

MORs are advantageous for its high EUV absorbance and good etch resistance, which

will be qualitatively compared with CARs in the section 1.3.4. However, MORs do have

some drawbacks that make it not yet fully used in HVM. As described in section 1.2.1,

small amount of hydrogen is used as a background gas in EUV scanner to maintain the

cleanliness of mirrors. The H radicals generated under EUV radiation might interact with

the metal elements in MOR and form metallic hydrides (Mx − Hy). The metallic hydrides

might deposit on the EUV mirrors and reduce the lifetime of optics [30]. Humidity



1.3. Photoresist Materials 12

is another factor that will affect the MOR patterning process. The moisture in the air

might inhibit EUV absorption during the exposure and affect the following condensation

reaction [62]. In the research done by Castellanos et al., humidity and airborne molecular

contaminants (AMCs) are regards as the two main factors that affect the MOR pattern

quality [27]. Two strategies are developed o mitigate the effect of humidity and AMCs.

First, stabilizing additives are utilized to either react faster with humidity and AMCs or

block the sites where might have contaminants absorbed. Second, formulations with new

ligands are employed to undergo less ligand cleavage during the period of post-exposure

delay (PED). During PED, MORs interact with humidity and AMCs, which cause more

ligands cleavages and result in fluctuation of CD in line and space pattern image. As

shown in Figure 1.14, the variation of target CD is reduced with AMC and humidity

being well controlled.

Figure 1.14: Representation of the changes in the chemical gradient expressed as fraction of ligand cleaved

in a MOR resist after EUV exposure and after PEB [27]

1.3.4. Comparison of CAR and MOR
EUV Absorbance

Considering the high cost of EUV lithography, increasing the absorbance of photoresist

materials is important to reduce the waste of EUV photons. The absorption coefficient of

a compound can be calculated by the Equation 1.9.

𝛼 =
𝑁𝐴

𝑀𝑊

∑
𝑥𝑖𝜌𝑖𝜎𝑎𝑖 (1.9)

where NA is the Avogadro number, MW is the molecular weight of the compound, xi is

the relative amount of element in the compound, 𝜌i its density and 𝜎ai
is density of the

element. Fallica et al. measured the dynamic absorption coefficients of several CARs

and MORs under EUV exposure, which are shown in Table 1.1 [36]. Figure 1.15 shows

the experimental results, in which tin-based MOR produced by Inpria have significantly

higher absorption coefficient of around 17 𝜇m
−1

compared to other CARs (about 5 𝜇m
−1

).

This means that at the same resist thickness and with the same incoming EUV photons,

MORs can utilize 3 times more photons than CARs.

Moreover, boosting the absorbance can alleviate the problem of photon shot noise in

EUV lithography. In Figure 1.16, a simulation result performed in Prolith compares
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Table 1.1: Resist samples’ description [36]

Figure 1.15: Measured linear absorption coefficient . All polymer-based resists have approximately the

same value, while the tin oxide based resists (YABA and YF) have a remarkably higher [36]

the photon shot noise for both CAR and Inpria MOR at different doses. At a fixed film

thickness, for Inpria MOR with high EUV absorbance, the dose required to achieve 3%

relative photon shot noise is four times less than that for CAR [48].

Another model analysis, done by Stowers et al., indicates that Inpria MOR provides a

minimum of a two-fold reduction in anticipated stochastic variability when compared to

conventional CAR. Furthermore, simulation results obtained from Prolith demonstrate

that Inpria exhibits a narrower distribution in CD compared to CAR, as shown in Figure

1.17 [95].
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Figure 1.16: Comparison of photon shot noise contribution between conventional organic resists and Inpria

Y-Series resists [48]

Figure 1.17: Histogram of CD’s for 20,000 photon count 18nm contact/pillars simulated in Prolith for three

resist models. The Inpria model shows a narrower distribution in CD by approximately a factor of 2 [95]

Etch Resistance

After exposure and development, etching is applied to remove the solvent and finalize

the resist mask. As the density of circuit design on a given area is become higher and

more complicated, it is essential to reduce the CD and increase the aspect ratio of the

feature [56]. To get the high aspect ratio of pattern, the aspect ratio of resist layer might

need to be heightened as well. However, higher aspect ratio comes with the problem

of pattern collapse. Figure 1.18 illustrates the the effect of aspect ratio for CAR and

MOR after etching [104]. Figure 1.18 (a) and (b) show the aspect ratio needed to be

increased for higher resolution. Figure 1.18 (c) presents the issue of pattern collapse

when high aspect ratio is applied to CAR. For MOR, a lower aspect ratio can achieve a

high resolution thanks to its high etch resistance and selectivity. The high density of

metal oxide bonds (i.e. Sn-O-Sn bonds for tin-based MOR) are considered as a reason for

MOR’s better etch resistance [62].

SEM Image of Pattern After Etching

Line and space pattern (L/S pattern) or contact hole pattern SEM images are usually

used to evaluate the resist performance after etching. A research done by IMEC shows

that, as lower exposure dose, MOR is able to achieve better LER and less defectivity with
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Figure 1.18: The effect of aspect ratio for CAR and MOR after plasma etching [104]

lower thickness as shown in Figure 1.19 [55].

Figure 1.19: 24nm pitch lines and spaces: patterning development for MOR and CAR. MOR is showing

lower dose, better LER and defectivity, despite the low thickness [55]

Another research done by Simone et al. shows that MOR and CAR produce comparable

LWR of 3.8 nm and 3.9 nm respectively with a resist thickness of 18 nm and exposure

dose of 38 mJ cm
−2

for MOR and a resist thickness of 25 nm and exposure dose of 35 mJ

cm
−2

for CAR, as presented in Table 1.2.

L/S patterns of CAR and MOR are shown in Figure 1.20. Some pattern collapses can be

seen for CAR in Figure 1.21 (a), while there is not an issue for MOR as shown in Figure

1.21 (b). Nanobridge defectivity can be observed in both CAR and MOR, as presented in

Figure 1.21 (c) and (d), in this study.
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Table 1.2: Resist performance of CAR and MOR [30]

CAR MOR

EUV dose [mJ cm
−2

] 35 38

Thickness [nm] 25 18

LWR [nm] 3.9 3.8

Figure 1.20: Top-down images on scanning electron microscope Hitachi CG5000 taken with rectangular

scan 150 K × 49 K magnification on a 13-nm half-pitch dense line-space pattern. Both resists were exposed

at the optimum process conditions on ASML NXE3300 full-field exposure scanner at IMEC, Belgium [30]

Figure 1.21: (a) a CAR with approximately 1.8 as FT/CD aspect ratio shows pattern collapse. (b) a metal

oxide resist developed by Inpria Corporation with approximately 1.0 as FT/CD aspect ratio does not show

pattern collapse. (c) nanobridge defectivity of CAR (d) nanobridge defectivity of MOR [30]

The smaller LER of MOR than CAR is expected to come from the differences lie in their

molecular size and the fact that there is no acid diffusion occur for MOR in PEB process

. MOR normally has smaller metal oxide nanoparticles size than the large molecular

size in CAR, and such small particles and MOR’s denser nature might minimize the

scattering of electrons [80, 83]. As shown in Figure 1.22, the smaller nanoparticles in

MOR is assumed to contribute to the smaller roughness than CAR. However, this is an

assumption, the underlying mechanism is not yet fully understood [104].
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Figure 1.22: Schematic of the patterning properties of molecular glass, nanoparticle resists and polymer

resists [104]

1.4. Photon Absorption and Photoelectrons Generation
Unlike DUV light, which typically has energies around 5 to 6.4 eV, EUV light with a

wavelength of 13.5 nm possesses significantly higher energy of 92 eV. This heightened

energy level renders EUV light not able to directly initiate certain chemical reactions,

such as breaking the molecular bonds of photoresist. Consequently, the focus shifts to

the role of photoelectrons and secondary electrons (SEs) generated subsequently within

the resist [98]. The generation mechanism of SEs will be explained in section 1.5.3.

The interaction between incident EUV photons and photoresist leads to the ionization

of valence electrons within the material, which is known as photoionization [111]. The

specific binding energies of these electrons vary depending on the chemical structures of

the constituent molecules in the resist. The maximum kinetic energy of the resulting

photoelectrons can be determined using Equation 1.10 [11] , where h𝜈 represents the

photon energy, IP is the ionization potential, m is the rest mass, v is the electron velocity,

𝜈 is the frequency of light, and h is the Planck constant.

1

2

𝑚𝑣2 = ℎ𝜈 − 𝐼𝑃 (1.10)

Typically, the ionization energy of the resist falls within the range of 6 to 14 eV [46, 21],

resulting in photoelectrons generated by EUV photons (92 eV) with kinetic energies

approximately between 78 and 86 eV [98]. For the sake of consistency, many scientific

papers in this field adopt a convention of using 80 eV as the initial kinetic energy for

photoelectrons in EUV simulations [8, 38, 79].

The average number of photoelectrons generated per absorbed photon can be calculated

by quantum yield, as presented in Equation 1.11 [7].

𝑁𝑒 = 𝑁𝑝 ∗Φ (1.11)

where 𝑁𝑒 stands for the number of electrons generated, 𝑁𝑝 means the number of photons

involved and Φ represents the quantum yield. To effectively make use of each photon,

higher quantum yield is desired for the commercially viable chip manufacturing.
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1.5. Scattering Events Insides the Resist
The photoelectrons generated from photonionization process will undergo subsequent

interactions with neighboring atoms or molecules, leading to scattering events. The

scattering of electrons may involve processes such as elastic scattering, in which the

energy of the electron are conserved, or inelastic scattering, where the electron loses

energy through interactions with the surrounding material [10]. Inelastic scattering

events can result in the generation of secondary electrons cascade with low kinetic energy

mostly less than 8 eV [37], which can induce dissociation of chemical bonds within the

resist matrix, leading to the formation of reactive species or active sites.

1.5.1. Dielectric Function and Energy Loss Function (ELF)
When a charged particle travels through a solid material, the valence electron of material

will be polarized to screen its charge [60]. Dielectric function 𝜀(q, 𝜔) is used to describe

this response of a solid to an external electromagnetic field. The dielectric function

can be measured though experiments like X-ray photoelectron spectra (XPS) [23, 52],

reflection electron energy loss spectra (REELS) [110, 103] or via density functional theory

calculation [107]. The dielectric function is shown in Equation 1.12:

𝜀(𝑞, 𝜔) = (1 − 𝛿 + 𝑖𝛽)2 = (𝑛 + 𝑖𝑘)2 (1.12)

where q and 𝜔 are momentum transfer and energy loss related parameters during the

interaction, 𝛿 and 𝛽 are optical parameters of materials and can be found in Center for

X-Ray Optics (CXRO) website as shown in Figure 1.23 [52]. Sometimes dielectric function

is written in the format of refractive index (n) and extinction coefficient (k). Note that

the optical data here are measured with momentum transfer near to zero , because the

mass of photon is very small and almost negligible. As valence electrons can be nicely

described as free-electron gas model, the dielectric function will then be fit with it and

extrapolated for the q > 0 cases [60].

Figure 1.23: Optical parameters of silicon at different photon energy [52]

With the dielectric function, energy loss function (ELF) can be calculated accordingly, as

presented in Equation 1.13. ELF is used to describe the amount of the energy loss during

the inelastic scattering events.

𝐸𝐿𝐹 = 𝐼𝑚[ −1

𝜀(𝑞, 𝜔) ] (1.13)
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Figure 1.24 shows energy loss function of Si. The two ridges at right-hand side are

corresponding to the inner shell L and K of silicon, with binding energies of around

99 eV to 149 eV and 1839 eV respectively, as shown in Table 1.3. Electronic structure

of silicon is shown in Figure 1.25, with K and L being inner shells and M being outer

shell accommodating four valence electrons. In the solid bulk material, these valence

electrons are shared with other atoms.

In Figure 1.24, there is a maximum peak of energy loss at around 17 eV, which is the

plasma frequency of the material. Plasma frequency is a collective excitation of electrons

in valence band of a solid material and these bulk plasmon excitations are the dominant

energy loss channel for charged particles in solid [60, 106]. For photon energy below 1

eV, there is no energy loss because of the band gap of the silicon and no electron can

be excited to the forbidden gap there. In the region of very low photon energy, there

are some energy loss come from the excitation of longitudinal optical phonon. These

are quantized lattice vibrations that can absorb the energy transferred from the incident

particle, not an electronic excitation.

Figure 1.24: Energy loss function of silicon at different photon energy [60]

Figure 1.25: Electronic structure of silicon

Table 1.3: Electron binding energy of different shells in silicon [13]

K1s L12𝑠 L22𝑝
1/2

L32𝑃
3/2

Electron binding energy (eV) 1839 149.7 99.82 99.42

1.5.2. Elastic and Inelastic Scattering Events
Nebula [60], a Monte Carlo simulator designed to model electron-matter interactions,

encompasses several fundamental types of scattering events. Figure 1.26 shows the flow

chart of the interactions of charged particles with matter under EUV exposure in Nebula.
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Figure 1.26: The flow of process for EUV exposure simulation in Nebula

When the resist is bombarded with EUV photons, photoionization is induced, leading

to the generation of photoelectrons within the resist. These photoelectrons undergo

random free path lengths, as depicted in the blue box in Figure 1.26. Elastic scattering,

characterized by no energy loss during the scattering process, is addressed through

the utilization of the Mott scattering model for electrons with energies exceeding 200

eV, while phonon scattering is employed for electrons with energies below 100 eV

[40], with interpolation applied for energies falling between these thresholds. Mott

scattering involves the interaction of a charged particle, typically an electron, with a

target atom through electromagnetic force. Consequently, the atom experiences a recoil

force, resulting in a minor transfer of energy from the electron to the atom. However,

the amount of energy transfer can be ignored, given the atom’s significantly greater

mass compared to that of an electron. Mott scattering, which involves minimal kinetic

energy changes when electrons are deflected by an atom, is therefore considered elastic

scattering. However, for electrons with energy lower than 100 eV, the elastic mean free

path is approximately 1 to 2 Å, comparable to interatomic distances. Consequently, these

low-energy electrons behave more like Bloch electrons with quantized energy dispersion,

indicating that they are not entirely free but rather constrained within a periodic potential

[61]. Therefore, it is more appropriate to apply phonon scattering for electrons with

lower energy.

Inelastic scattering in materials involves the transfer of energy from an incident particle
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to the material, leading to various excitations within the material. One common outcome

of inelastic scattering is the generation of secondary electrons. The process can be

characterized by the loss of energy, which is often described using the dielectric function

model. When the energy loss is less than the band gap of the material, one common

excitation is the generation of longitudinal optical phonons, as described in section 1.5.1.

However, when the energy loss exceeds the band gap, additional possibilities arise. An

energy threshold of 50 eV is often used in Nebula as a criterion to distinguish between

inner shell and outer shell.

If the energy loss is greater than 50 eV and is sufficient to overcome the minimum inner

shell binding energy, then the inner shell excitation occurs, where an electron transitions

from an inner shell to a higher energy level. For example, as shown in Table 1.24, the

minimum binding energy of an inner shell of Si is 99.42 eV in L shell. Therefore, if the

energy loss is 60 eV, even though it is over 50 eV, it still not enough to trigger the inner

shell excitation. Consequently, an outer shell excitation will be chosen. If the energy loss

is less than 50 eV, the specific excitation mechanism depends on kinetic considerations.

If single excitation is kinetically favorable, the valence electron may be excited to a

higher energy level. However, if single excitation is not energetically favorable, plasmon

excitation may occur instead. After plasmon excitation, subsequent processes may occur,

such as decay into photons or the generation of an electron-hole pair. Overall, inelastic

scattering events involve significant energy transfer and can lead to the generation of

secondary electrons.

1.5.3. Secondary Electron Yield
Secondary electron is an electron which originally occupies a bound state in the atom

but is kicked out by the incoming electron or photon with sufficiently high energy, as

depicted in Figure 1.27 [77].

Figure 1.27: SE generation [77]

SEs produced through inelastic scattering events within the resist are the main driver of

acid reaction in CAR [50] and dissociating ligands in MOR [85]. Therefore, assuming

there are enough molecules for SE to do the chemistry in the resist, increasing secondary

electron yield can be important to reach the full potential of each EUV exposure and make

the manufacturing process more cost-effective. However, it is important to note that these

secondary electrons must be within a controlled interaction volume so that the resulting

electron-induced chemical reactions will not be detrimental to the pattern resolution

[48]. In Nebula, three possibilities of secondary electron generation are included in the

simulator, which are direct excitation of a valence electron, excitation via plasmon decay

and inner-shell ionization as described in section 1.5.2.
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Figure 1.28: Illustration of the interaction between EUV photon and resist [64]

Figure 1.28 illustrated the interaction between EUV photon and resist. Ionization refers

to the process where an electron is removed from an atom or molecule, resulting in the

formation of positively charged ions within the resist material. Thermalization is the

process by which the energy from the initial interaction (i.e. absorption of EUV photons)

is redistributed among the particles in the material, leading to an increase in temperature

[64]. The photoelectrons generated from EUV photon might trigger further ionization

and excitation, which produces more secondary electrons. Thus, a photon can generate

multiple secondary electrons. In a numeric model developed by Hinsberg et al., around

6 to 9 electrons will be generated per photon for an Inpria MOR, as shown in Figure 1.29.

A best fit obtained with the experimental data is 8 electrons per photon [54]. Another

simulation done by software PROLITH X6.0 shows the electron yield is around 6.5 per

photon, for kinetic energy of the electrons larger than 2 eV [83].

Figure 1.29: Calculated and measured extents of conversion versus EUV dose for an experimental Inpria

MOx resist. The solid black line and square points represent experimentally measured values [54]

1.5.4. Inelastic Mean Free Path
Mean free path (𝜆) is an average distance the particle travel before the next scattering

event and it is dependent of the energy loss and momentum transfer of the particle. As

only inelastic scattering events are able to generate secondary electrons that can do the
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chemistry in the resist, this section will focus on the inelastic mean free path. An inverse

mean free path for inelastic scattering is shown in Equation 1.14.

𝜆−1 =
ℏ

𝜋𝑎0𝑇

(1 + 𝑇
2𝑚𝑐2

)2

1 + 𝑇
2𝑚𝑐2

∫
𝑑𝜔

∫
𝑑𝑞

𝑞
𝐼𝑚[ −1

𝜀(𝑞, 𝜔) ] (1.14)

where a0 is the Bohr radius, T is the electron’s kinetic energy, q is wave factor in Fourier

space (related to the momentum transfer from the primary to the secondary electron)

and 𝜔 is the frequency in Fourier space (related to the total energy loss for the primary

electron). The imaginary part is ELF we mentioned in section 1.5.1 and it is the dielectric

function inside is related to the optical properties of the material. In the integration

part, both the energy loss and momentum transfer is limited to the kinetic energy of the

electron, as presented in Equation 1.15 and Equation 1.16 [60]. T

′
is the kinetic energy of

the particle after the inelastic scattering event, which is equal to T - 𝜔.

0 ≤ ℏ𝜔 ≤ 𝑇 (1.15)

𝑞±
2𝑚

=

√
𝑇(1 + 𝑇

2𝑚𝑐2

) ±
√
𝑇

′(1 + 𝑇
′

2𝑚𝑐2

) (1.16)

Mean free path is an important performance metric for secondary electrons, because

the extending of mean free path will affect the blur and the resolution of the pattern in

lithography. In organic resist, the inelastic mean free path of secondary electron under

EUV exposure is in around 1 to 2 nanometers [97, 37]. As shown in Figure 1.30, the

trajectories of secondary electrons are distributed narrowly around the photoabsorption

point.

Figure 1.30: Secondary electron trajectories simulation under EUV exposure [98]

1.5.5. Resist Blur
Definition of Resist Blur

Resist blur is the maximum distance from a photon absorption event where electrons

cause solubility changes, representing the sphere of influence of the event [9]. Acid

diffusion blur and secondary electron blur (SEB) are the two main root causes of resist
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Table 1.4: Resist blur for different types of resist and lithography light sources

Lithography light source DUV EUV

Type of resist CAR CAR MOR

Resist blur

Acid diffusion blur Yes Yes No

Secondary electron blur No Yes Yes

blur. However, with different types of resist under different lithography light sources,

the resist blur mechanisms can be varied, as shown in Table 1.4.

Under DUV exposure, CAR has only acid diffusion, because the energy of DUV is not

high enough to induce SE generation [43]. For EUV lithography, in addition to the acid

diffusion, secondary electrons can contribute to the blurriness for CAR as well. However,

the effect of acid diffusion is believed to be larger than SEB, because acid diffusion length

(around 7 nm [32]) is normally longer than electron scattering distance (around 1 to 3

nm)[33]. As for MOR, secondary electron is the leading reason for the resist blur under

EUV exposure. According to the simulation done by Vaglio et al. from KLA, under EUV

exposure, an average electron blur of Inpria MOR is 1.1 nm, while organic CAR has an

average electron blur of 1.5 nm [83]. Table 1.5.5 shows the benchmark of SEB of MOR

and CAR. In general, the blur size of MOR is slightly smaller than CAR.

Table 1.5: Benchmark of secondary electron blur size of MOR and CAR

MOR CAR

Electron blur 1.1 nm 1.74 nm 1.5 nm 2.5 nm

Maximum blur distance 6 nm 5.5 nm 10 nm no data

Method simulation calibrated with experiment

Reference [83] [92] [83] [36]

Blur Effects on Pattern Quality

Resist blur has two competing effects: Firstly, it reduces the aerial image contrast. As

shown in Figure 1.31, excessive blur can lead to distortion and imprecision in pattern

transfer, resulting in deviation form the desired design specifications. 𝐼(𝑥) represents the

aerial image intensity, 𝑥 is the x-axis position and 𝑝 stands for the period of light wave

[3]. The standard deviation of a Gaussian distribution 𝜎 is used as a conventional symbol

of blur length [109]. Secondly, blur can help to increase the photon counting volume,

and thus mitigate the photon shot noise problem, which was described in section 1.2.1.

With larger blur range around the absorbed photon, more photons can contribute to the

dissolution change of each piece of resist, as depicted in Figure 1.32.

Therefore, a trade-off between these two effects has to be made and an optimal blur is

required to obtain the best pattern performance. LCDU (Local Critical Dimension Uni-

formity) stands for local variations and can be used to quantify the pattern performance.

The lower LCDU is desired to produce better pattern quality. As presented in Figure

1.33, if the blur is too high, then LCDU will increase because the first effect is dominating.

However, if the blur is too low, then the issue of photon shot noise will become more
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Figure 1.31: Ideal and Gaussian blurred sinusoidal aerial image obtained with EUV interference

lithography [3]

Figure 1.32: Larger blur can increase the photon counting volume (a) Small blur: only one photon

contributes to the chemistry in the unit volume of resist (b) Large blur: three photons can contribute to the

chemistry in the unit volume of resist

evident, which results in high local variations. The optimum blur is dependent of the

half-pitch size (i.e. CD). In the study done by Yildirim et al., the optimum blur size to

achieve best LCDU was found in between 20% to 33.3% CD [109]. In another research

conducted by Mack et al., they concluded that the optimum blur might be in the range

of 16% to 50% of the minimum CD [72].

Anisotropic Blur

It is worth mentioning that blur can be isotropic or anisotropic [44], as illustrated in

Figure 1.34. Increasing the blur parallel to the resist surface (i.e. x and y directions)

might degrade the pattern contrast. However, if blur along x and y directions are kept

as constant, enhancing the the blur perpendicular to the surface (i.e. z direction) will

be beneficial to achieve larger photon counting volume without sacrificing the optical

contrast.

A research done by Long et al. has found that with increased blur in the z direction,

an improved pattern uniformity and lower dose-to-size can be achieved without the
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Figure 1.33: Optimal blur is pitch dependent [109].

Figure 1.34: Illustration of isotropic blur and anisotropic blur

loss of resolution. Figure 1.35 shows that higher z direction blur cause higher mean CD

value and narrower CD distribution. To print the same CD size, lower dose is needed

for higher z direction blur, as shown in Figure 1.36 (a). Dose-to-size means the amount

of exposure energy needed to produce the required feature size. Lower dose-to-size is

more cost-efficient for mass manufacturing [69]. As presented in Figure 1.36 (b), with

increasing z blur, the dose-to-size is reducing.
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Figure 1.35: Contact CD distribution using the Mack development model [69].

Figure 1.36: (a) CD versus dose response and (b) corresponding dose to size for the different z-blur resist

models [69].
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1.6. Problem Statement
What Do We Already Know?

EUV lithography is essential for advanced semiconductor manufacturing (section 1.2.1).

MOR has shown potential as resist materials for EUV lithography, especially for high NA

EUV (section 1.3.3). To enhance computer chip performance, improving pattern quality

and reducing LER are crucial (section 1.3.1). While increasing the EUV dose can reduce

LER, it is extremely expensive.

What Is the Problem?

Is there a way to increase pattern performance without increasing the EUV dose? Pattern

performance might be improved by reducing LER or mitigating the problem of photon

shot noise.

Why Does It Matter?

Improving pattern quality without increasing EUV dose can enhance computer chip

performance cost-effectively and support the continuation of Moore’s law.

Objective of the Project

This project will address the problem with a focus on:

1. Create anisotropic blur extended in the z direction while maintaining or reducing

blur in the x and y directions.

2. Increase secondary electron yield with sufficient energy to perform the chemistry

within the resist.

In Chapter 2, the research methodology addressing this problem will be proposed.

Chapter 3 will present, analyze, and discuss the simulation results. Chapter 4 will answer

the research question listed in this section and summarize the project’s potential impact.

Finally, Chapter 5 will outline simulation limitations and suggest future work prospects.



2
Methodology and Materials

2.1. Photoresist Materials: MOR and PMMA
This project analyzes two types of photoresist materials: MOR (produced by Inpria) and

PMMA. The chemical formula for MOR is approximately 𝐶46𝐻116𝑂22𝑆𝑛12 (the vendor

didn’t disclosure the exact formula) and for PMMA is 𝐶5𝐻5𝑂2. PMMA is used to mimic

the behavior of CAR, because most vendors producing commercial CAR are very strict

with the intellectual property and thus we have no access to the CAR material properties.

The details of materials properties are shown in Appendix A.

2.1.1. Optical Properties
Figure 2.1 shows the ELF of MOR and PMMA at different photon energy.

Figure 2.1: ELF with zero momentum of MOR and PMMA (Orange dashed line: band gao of MOR, Blue

dashed lines: plasmon frequency)

As discussed in section 1.5.1, the photon has no rest mass but has a very small momentum,

thus the dielectric function used in ELF here can be regarded as zero momentum. A

free electron gas model will be fit with it to extend it to non-zero momentum. Although

the free electron gas model is typically used for metals due to their high density of free

electrons, it has also been found to work well for insulators. For instance, plasmons,

which are collective oscillations of many valence electrons, exist in non-crystalline

insulators and can be described by this model. These valence electrons can behave

29



2.1. Photoresist Materials: MOR and PMMA 30

like a free electron gas. Especially for polymer embedded with metallic nanoparticle,

the plasmons are more likely to be induced, because the localized surface plasmon

brought by the metallic nanoparticle [81]. While the free electron gas model is indeed

less applicable to polymers than to metals, it remains the best approximation available

for the simulation.

For MOR, the bandgap value is around 4 eV, as indicated with the orange dashed line in

Figure 2.1 (a), where the forbidden region starts, and no energy loss is observed. The

bandgap value for PMMA is 5.6 eV, which can be found in the literature [51], thus is not

approximated from the optical data. These optical properties and the resulting ELF will

be used to calculate the inelastic mean free path, as detailed in section 1.5.4. Most solid

materials have a plasmon frequency in the range of 10 to 100 eV, corresponding to the

largest energy loss observed in the plots.

2.1.2. Mean Free Path and Kinetic Energy
Elastic and inelastic mean free paths determine the likelihood of scattering events and

the travel distance of electrons. The mean free path is dependent on the kinetic energy

of the electron. Figure 2.2 shows the relationship between mean free path and kinetic

energy for both MOR and PMMA. It is interesting to note that the inelastic mean free

path follows a universal curve across all materials. At very low energies, electrons do

not easily induce excitations, resulting in a long mean free path. At very high energies,

the mean free path increases because the electrons move too quickly for the electrons in

the stationary atoms to be excited. In the intermediate range of kinetic energy, electrons

can readily lose energy through electronic excitation, resulting in a minimum mean

free path that approximately corresponds to the plasmon frequency, as the peak ELF

shown in Figure 2.1. The kinetic energy with the minimum mean free path is not exactly

correspond to the plasmon frequency in optical data. This is because, when plasmon

resonance extends to non-zero momentum, the electron cannot lose energy without also

losing momentum. As a result, the plasmon energy increases at non-zero momentum.

Therefore, electrons must have slightly higher energy at non-zero momentum to excite

plasmons compared to the energy required at zero momentum.

Figure 2.2: Mean free path of MOR and PMMA (Elastic: hybrid model of Mott scattering for high energy

and phonon scattering for low energy, Inelastic: full Penn model)

The full Penn algorithm [82] is used in Nebula to calculate the inelastic mean free path by

combining the optical data of materials presented in section 2.1.1. For elastic scattering,
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Nebula uses a hybrid model. As shown in Figure 1.26, Mott scattering is used for high

energies over 200 eV, and phonon scattering us used for energies below 100 eV, with

interpolation applied in between. The physical mechanisms are detailed in section 1.5.2.

As presented in Appendix A.1 and A.3, four phonon related parameters are specified:

lattice constant, acoustic deformation potential, and speeds of sound for longitudinal and

transverse phonons. Firstly, the lattice constant sets a scale for the phonon wavelengths

that can propagate through the material. Shorter lattice constants correspond to higher-

frequency phonons. Secondly , the acoustic deformation potential quantifies how

electronic energy levels shift due to lattice vibrations (i.e., phonons), influencing phonon

scattering rates. Higher deformation potentials indicate stronger scattering effects and

thus smaller elastic mean free path. Lastly, the speeds of sound for longitudinal and

transverse phonons describe how quickly vibrational waves travel through the material.

These speeds are linked to the material’s elastic constants, which characterize its response

to mechanical stress and strain.

In this project, some of the phonon parameters of MOR are set to the same as PMMA, as

we don’t have phonon properties of MOR and it is also very challenging to measure it

empirically. This is technically not accurate, but it is the best we can have for now. The

lattice constants of MOR and PMMA are set to C-C bond length of 1.54 Å, as C-C bonds

are the structural backbone for these two materials. The speeds of sound of MOR are

copied from PMMA. The acoustic deformation potentials are tuned for both materials to

obtain the reasonable electron blur sizes that are in agreement with literature. A more

detail comparison of electron blur sizes will be elaborated in section 3.4. While this is not

technically accurate, it might be a better approximation than applying Mott scattering

across all energy ranges. In section 3.9, we will discuss how the simulation results are

varied with Mott scattering and phonon scattering mechanism applied for energy below

100 eV region.

Figure 2.3: Mean free path of MOR (Elastic: Mott scattering for both high energy and low energy, Inelastic:

full Penn model)

Figure 2.3 illustrates that applying Mott scattering to low energy ranges results in an

elastic mean free path significantly shorter than the inelastic mean free path, indicating

that elastic scattering events would be much more likely than inelastic one below 100 eV.

As can be seen in Figure 2.3, the elastic mean free path is near to 1 to 2 Å, which means
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electron is bouncing off almost every atom it encounters.

2.1.3. Electronic Band Structure
In solid state physics, electrons can be described using band theory, which allows for

electron energy levels within specific ranges. As illustrated in Figure 2.4, when the

interatomic distance is very large (i.e., for isolated atoms), electrons occupy separate

orbitals. However, as atoms come closer together and the interatomic distance decreases,

as in solid-state materials, these discrete energy levels start to form continuous bands. In

Nebula, a simplified band structure is employed.

Figure 2.4: Electronic band structure in solid state [19]

Figure 2.5 depicts the band structures of MOR and PMMA. The band gap values for

MOR and PMMA are derived from optical data and literature values respectively, as

described in section 2.1.1. The electron affinity is set to 1.13 eV for MOR [71] and

2.5 eV for PMMA [88]. Regarding the valence band width, no reliable values were

found in the literature. Additionally, the ab initio values calculated by DFT are often

underestimated because electrons are not uniformly distributed in the material, and

DFT often underestimate orbital overlap behaviors. Nevertheless, setting the valence

band width to zero is not accurate as it would affect the momentum transfer parameters

during the single excitation mechanism in Nebula.

In the single excitation event, the primary electron will transfer energy ℏ𝜔 and momentum

ℏ𝑞 to a valence electron. The energy of valence electron before and after the event are

shown in Equation 2.1 and Equation 2.2 respectively. The momentum transfer parameter

𝑞 in Nebula is chosen to be oriented along z axis without loss of generality [60].

𝐸𝑖 =
ℏ2𝑘2

𝑖

2𝑚
=

ℏ2(𝑘2

𝑥 + 𝑘2

𝑦 + 𝑘2

𝑧)
2𝑚

(2.1)

𝐸 𝑓 = 𝐸𝑖 + ℏ𝜔 =

ℏ2𝑘2

𝑓

2𝑚
=

ℏ2(𝑘2

𝑥 + 𝑘2

𝑦 + (𝑘𝑧 + 𝑞)2)
2𝑚

(2.2)

As the initial energy of the valence electron (𝐸𝑖) is smaller than the valence band width

and the energy after excitation will be larger than the valence band width (V) plus band

gap (G), the values of 𝑘𝑥 and 𝑘𝑦 are constrained to a ring as shown in Equation 2.3.

2𝑚(𝑉 + 𝐺)
ℏ2

− (𝑘𝑧 + 𝑞)2 < 𝑘2

𝑥 + 𝑘2

𝑦 <
2𝑚𝑉

ℏ2

− 𝑘2

𝑧 (2.3)
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Figure 2.5: Band structure of MOR and PMMA

It is evident that the range limit varies significantly when the valence band width is set

from 0 eV to 2 eV, whereas the difference is less evident between 2 eV and other non-zero

values. Therefore, we chose a non-zero value of 2 eV for both materials, as most valence

band widths for polymers range from 2 to 10 eV or more and the distribution of valence

electron is not evenly spread across the entire energy range [89] [74]. The influence of

valence band width on the simulation results will be discussed in section 3.7.

2.2. Nebula Settings Changes
Nebula is an open source electron scattering simulator with an original intention to

study electron scattering in materials exposed to electron irradiation from scanning

electron microscope (SEM). However, in this project, we are investigating the interaction

between EUV exposure and photoresist materials with a focus on MOR. Therefore, a few

modifications need to be made in Nebula source code to better suit the specific use case

of this project.

As Nebula is embedded with multi-CPU calculation, it is useful to run the simulation

on High Performance Cluster (HPC) to speed up the computation time. The effect of

computational resource is shown in Appendix A.

2.2.1. Photoelectron Generation Methods
Instead of starting the electrons in the vacuum for SEM use case, in this study we

generate primary photoelectrons directly inside the material. The physics mechanism

of photoelectron generation was discussed in section 1.4. Table 2.1 summarizes the

photoelectron generation methods in this project. In this section, we will explain how

the starting position, direction and energy of the photoelectrons are chosen and justify

each choice.
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Table 2.1: Summary of photoelectron generation methods

Description Symbol Sampling method

Photoelectron

position

𝑥 Finite area exposure

(Gaussian distribution with 2 𝜎 = 15𝑛𝑚)𝑦

𝑧 Beer-Lambert law

direction

𝑑𝑥

Isotropic𝑑𝑦

𝑑𝑧

starting energy 𝐸
Cross-section based photoionization

method developed by Sivakumar [93]

Position

In the Nebula simulator, each electron has its own coordinates (x, y, z). The starting

position of the photoelectrons can be divided into two parts. The first part is the x and y

position, which depends on the exposure type of EUV light. The second part is the z

position (i.e., depth), which is sampled randomly according to the Beer-Lambert law.

For the first part, at the beginning of this project, point beam exposure is used for

simplicity. This means all photoelectrons are generated with x = 0 and y = 0. However,

in reality, EUV photons distribution in the light source is not a point beam, but covers a

finite area with a Gaussian distribution. As shown in Figure 2.6, only the volume that

has enough absorbed photons and the subsequent electron cascade can induce desired

chemistry changes and display the clear pattern after development.

Figure 2.6: Finite area exposure and solubility changes

One of the initial applications of high NA EUV is anticipated to be a grid of holes with

a pitch of approximately 30 nm. In this project, we approximate this grid as a single
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Gaussian spot with a 2-sigma diameter of 15 nm. Therefore, the x and y position of

photoelectrons are sampled from Gaussian distribution with a standard deviation of 7.5

nm, as demonstrated in Figure 2.7.

Figure 2.7: (a) Histogram of sampling points along x-axis (b) x-y plane cross section

After determining the 𝑥 and 𝑦 positions of the photoelectrons, the 𝑧 position needs to

be finalized. The generation depth of a photoelectron is determined by Beer-Lambert

law, which describes the probability distribution for an electron to travel a certain path

without scattering, as shown in Equation 2.4. Here, z is the depth of the photoelectron

and 𝜆 is the absorption length of the materials. Absorption length, also known as

attenuation length, is the distance where the intensity of beam has been dropped to
1

𝑒 ≈
36.79%. The absorption length is an experimental value that depends on the material

and the photon energy. This value can be found in literature or Center forX-Ray Optics

(CXRO) website [31]. In this research, the absorption length of MOR under EUV exposure

is set to 54.34 nm [31], and 190 nm for PMMA [52].

𝑝(𝑧) = 1

𝜆
𝑒−

𝑧
𝜆 (2.4)

To draw a random path from the probability distribution 𝑝(𝑧), Equation 2.5 is used:

𝑧 = −𝜆𝑙𝑛(𝑟) (2.5)

Where 𝑟 is a random value sampled from a uniformly distributed interval (0,1]. For

example, if we sample 100000 depth values, the distribution will follow the Beer-Lambert

law as shown in Figure 2.8.

Figure 2.9 compares the interaction volume plots of point exposure and finite area

exposure with a Gaussian distribution. Figure 2.9 (a) shows when the point exposure is

applied, most scattering events happen around the origin and a clear boundary can be

seen, which is not physically correct. Figure 2.9 (b) better mimics the real scenario in

EUV exposure. The red dot lines indicate one standard deviation of 7.5 nm from the

origin, which corresponds to the expected pattern edge after development.

Direction

For the direction of photoelectrons, we chose to use isotropic sampling. It is widely known

that individual atom and crystalline material exhibit a preferred angular distribution for
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Figure 2.8: Photoelectron depth sampling for MOR with an absorption length = 54.34 nm

Figure 2.9: (a) Point exposure (b) Finite area exposure with Gaussian exposure of CD = 15 nm

photoelectron emission [24]. Interestingly, amorphous materials like MOR and PMMA

may exhibit a preferred angular distribution as well [100][99]. However, it is difficult

(or might be impossible) to simulate the exact angular distribution with the materials

data we have now. Furthermore, since the electron cascade is dominated by secondary

electrons, which are likely to have an isotropic distribution, the initial distribution of

the photoelectrons has almost zero impact on the final result. Therefore, isotropic

distribution sampling is used for photoelectron direction generation in this project.
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Starting Energy

In most literature, the starting energy of photoelectrons is generally set to 80 eV for

computing efficiency, as discussed in section 1.4. However, in a more physical point of

view, the starting energy of photoelectrons should be varied depends on the material

types and which electron is being ionized. Thus, to be more aligned with the real

situation, we calculate the starting energy for different types of materials. The method is

from chapter 11 of the textbook Theory of Photo-electron emission from an X-Ray Interference
Field [101], and the implementation is developed by a previous ASML intern [93]. The

main idea is to sample which electron to ionize based on their cross sections. An electron

with a higher cross section will have higher probability to be ionized. In this way, the

ionization energy is dependent on the molecular compositions and will not be a constant

of 80 eV, as shown in Figure 2.10 (a) and (c). Note that the x-axis of Figure 2.10 (b) is

binding energy. Thus, to get the starting energy of photoelectron, we need to subtract 92

eV EUV photon energy with the binding energy. The resulting photoelectron energy

will be around 62 eV and 80 eV, which is correlated to our simulation results of MOR.

The experimental data for CAR in Figure 2.10 (d) shows most photoelectron energy will

be located at 75 to 80 eV, which also corresponds to the simulation results of PMMA. The

correction of the starting energy of the photoelectrons is expected to make the entire

simulation more close to the real scenario in lithography.

Figure 2.10: Comparison of simulation results and photoelectron spectroscopy experimental data from

literature (a) our simulation results of MOR (b) experimental data for MOR [111] (c) our simulation results

of PMMA (d) experimental data for CAR [14]

2.2.2. Energy Loss Filters
In Nebula, both elastic and inelastic scattering events are recorded. However, it is

important to know that not every scattering event can help to do the chemistry in the
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photoresist material. The energy loss filter can be tuned in Nebula to extract the types

of scatterings we are interested in. Therefore, to prevent overestimating the number of

useful scattering events, we firstly need to answer two questions:

1. Are electrons involved in the chemical reaction?

2. What is the minimum energy required for the secondary electron to do the

chemistry?

For the first question, we have to dive into the chemical mechanism in resist materials.

The detailed chemical mechanism of MOR has been shown in Figure1.12. Now we are

interested in Radiolysis stage, are electrons involved to dissociate ligands and create

active sites. Figure 2.11 shows a simplified version of MOR mechanism. From the

work done by CXRO and UC Berkeley [71], Sn-C bond cleavage is found to be the main

contributor for the ligand dissociation in MOR, while butyl cleavage is the second. The

chemical processes involved in creating active sites are impact ionization for Sn-C bond

cleavage and electron attachment for butyl cleavage, where both processes are induced

by electrons. As for CAR, the electrons are needed to react with PAG cation to produce

acid [65].

Figure 2.11: Chemical processes in ligand dissociation of MOR

After confirming that electrons are necessary for the chemical reactions, we return to the

Nebula scattering mechanism. Figure 2.12 presents a simplified version of Figure 1.26

with a focus on which inelastic scattering events can generate SE. A detailed elaboration

of how the energy loss is calculated is in section 1.5.1. Therefore, by setting the energy

loss filter to be larger than the band gap of the material, we can isolate scattering events

capable of generating electrons.

However, not every electron generated has sufficient energy to drive the chemical

reactions. To answer the second question, we need to find the minimum energy required

for these reactions in both MOR and PMMA to accurately identify the useful scattering

events. According to the literature, the minimum energy required to induce chemical

reactions via SE in MOR is 4.33 eV [9]. For CAR, the required energy varies depending

on the PAG types, but the most literature agree that electrons with energy around 1

to 10 eV is necessary for the reactions. Consequently, as organized in Table 2.2, we set
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Figure 2.12: SE generation of inelastic scattering mechanism in Nebula

Table 2.2: Summary of energy loss filters of MOR and PMMA

MOR PMMA

Bandgap 4 eV 5.6 eV

Minimum energy

delivered to SE

to do the chemistry

Bandgap + 1 eV 5 eV 6.6 eV

Literature value 4.33 eV [9]

The exact value

depends on PAG types

the energy loss filter to 4.33 eV for MOR and 6.6 eV for PMMA, accounting for a 1 eV

deduction from the SE energy for the chemical reaction. This ensures that we only count

scattering events that impact the solubility properties of the photoresist materials.

2.2.3. Cut-off Energy to Stop Tracking Electrons
Electrons lose energy through scattering events, and Nebula stop tracking the electrons

when their energy have dropped below a certain energy level, which is referred as the

Cut-off Energy in this project. Originally, Nebula set the cut-off energy to the vacuum

level, as in SEM applications, only electrons capable of escaping the material are of

interest. However, in this study, we are interested in the behavior of electrons within the

material, and those electrons in the conduction band might participate in the chemical

reactions as well. Therefore, the cut-off energy is set to the bottom of the conduction

band for this project purpose, as shown in Figure 2.13. This change affects the influence

of the electric field because now more electrons are recorded, including some that might

initially fall below the energy loss filter but gain energy from electric field afterwards

and reach the energy levels necessary for chemical activity. More details on this will be

discussed in Chapter 3.

2.2.4. Energy Threshold To Divide Inner and Outer Shell
In the original version of Nebula, the energy threshold that divides the inner shell and

outer shell is set to 50 eV. This approach applies to most elements, but not for the Sn

atom in MOR. As shown in Table 2.3, the Sn atom has its outermost inner shell in the N

shell with a binding energy of 28 eV, which is lower than 50 eV. Therefore, for the Sn
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Figure 2.13: Cut-off energy in band structure (CB: Conduction band, VB:Valence band)

atom, it makes sense to set the energy threshold to 25 eV. However, this threshold is

problematic for the O atom, as its deepest outer shell, the L shell, has a binding energy

of 28.48 eV, which is higher than 25 eV.

Table 2.3: Outermost inner shell and deepest outer shell binding energies for elements in MOR and PMMA

H C O Sn

Atomic number 1 6 8 50

Outermost inner shell K shell

1s
1/2

(13 eV)

K shell

1s
1/2

(288 eV)

K shell

1s
1/2

(543 eV)

N shell

4d
5/2

(28 eV)

Deepest outer shell

L shell

2s
1/2

(19.39 eV)

L shell

2s
1/2

(28.48 eV)

O shell

5s
1/2

(13.18 eV)

To ensure the energy threshold is applicable to all elements in MOR and PMMA, a

general energy threshold of 25 eV is set, with a specific exception of 28.48 eV being

hardcoded into the source code for the O atom. The adjustment of the energy threshold

between inner and outer shells will affect the calculation of kinetic energy delivered to

SEs. However, this correction is expected to have a minimal impact on the results, as the

change only affect Sn atom’s excitation types (i.e., in the previous setting, all excitation of

electrons of Sn atom will be regarded as outer shell excitation, while part of it should be

inner shell excitation), and Sn atoms constitute a relatively small portion of the MOR

compound composition.

2.3. Apply an Electric Field
Our project aims to improve pattern quality without increasing the EUV dose. To achieve

this goal, we propose applying an electric field to steer electrons towards the bottom of
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the resist. This method is expected to create an anisotropic blur with a longer 𝑧 direction

than the x direction, mitigating the uneven chemical gradient along the resist depth. The

impact of applying the electric field will be detailed in the section 3. Here in this section,

we will describe the electric field setup and outline several assumptions regarding the

electric field in the simulation.

Firstly, we assume that the electric field is homogeneous, meaning that the electron

experience the same acceleration due to the electric field throughout the resist material.

Although, in reality, the depth of the electron’s location would affect the electric field

strength it experiences, this variation is considered negligible due to the very thin

photoresist thickness of only 20 nm. Therefore, the electric field strength difference along

the z-direction should be minimal.

Secondly, for this project, we assume that the electric field applied in the simulation

is the “effective” electric field, becasue we don’t know the static dielectric constant for

MOR. We ignore the material’s polarization response to the external bias, which would

generate an opposing electric field, as illustrated in Figure 2.14. Since both MOR and

PMMA are inhomogeneous materials, their dielectric constants might vary in different

regions of the material. Thus, it is challenging to predict the materials’ polarization

behavior with the material data we have now, and also beyond the scope of this project.

Therefore, it is important to remember that the external field we have to apply in reality

in order to obtain the desired effect we got in this project is probably higher than the

electric field value we show in this project.

Figure 2.14: The setup of electric field

Thirdly, for each individual scattering event, we assume that the free path lengths of

the electron before and after the effect of electric field are the same. This means that

the initial energy loss, determined by the dielectric function (discussed in section 1.5.1),

is sufficient to allow the electron to travel a certain distance without scattering before

the next scattering event occurs. In the original version of Nebula, the travel path is

always assumed to be a straight line for a discrete scattering event. In this study, as

shown in Figure 2.15, the free travel path will be bent by the electric field with a constant

acceleration dependent of the field strength. While the path length remains the same,

the travel time will vary, resulting in different final velocities and kinetic energies for the

electrons before and after the electric field is applied (i.e., the electron might gain or loss

extra energy from the electric field). The details about when and where does the electric
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field step into the simulation loop will be elaborated in section 2.4.

Figure 2.15: Illustration of electron movement in electric field

In this project, we choose an effective electric field range of 0 to 1 GV/m to test its effects,

since most materials will break down at field strengths exceeding 1 GV/m. It is important

to note that most materials will experience dielectric breakdown at lower field strengths,

often within the range of 10 MV/m to few hundreds MV/m [22]. This holds true even

for materials that are ultra-pure. In practical applications, the materials are typically not

ultra-pure, which further reduces their dielectric strength. Moreover, dielectric strength

is generally measured in terms of the externally applied voltage, rather than the internal

field strength. In other words, to achieve an internal field of 1 GV/m, the externally

applied field must be significantly higher than 1 GV/m. This context underscores that it

is unnecessary to consider field strengths exceeding 1 GV/m, as such values are too high

to be feasible in the reality. The rationale for examining a field strength of 1 GV/m is

that it corresponds to adding 1 eV of energy per nanometer of travel to an electron, a

scale at which significant impacts are expected.

We will present a more detailed quantitative analysis in section 3 and determine the

optimal electric field strength that can enhance the pattern quality without compromising

the resolution.

2.4. Events Sampling in Nebula and Electric Field Influence
In Figure 1.26, there is a blue box representing the process of probing random path

length. In this section, we will show how the random path is probed and how the electric

field is implemented. Figure 2.16 presents the process of mean free path sampling and

the role of electric field. Everything starts with an electron possessing non-zero kinetic

energy. The Nebula simulator will decide the electron’s next step: whether it undergoes

an elastic event or inelastic event.

Based on the electron’s kinetic energy, two mean free paths will be determined for elastic

and inelastic scattering respectively. Note that the mean free path is an average value,

not the exact travel distance for the electron. Using these mean free paths, we can create

a probability distribution following the Beer-Lambert law, as shown in Equation 2.4. We

then randomly sample a path length from this probability distribution using the same

method described in section 2.2.1. This results in both an elastic path and an inelastic

path, and the event with the shortest path length is selected as it will happen firstly.

After determining whether the scattering is elastic or inelastic, the specific event type

will be determined according to the logic in the Nebula process diagram as detailed in

section 2.2.4. Following the scattering event, the electron’s position, direction and kinetic

energy are updated. This is where the electric field comes into play. The electric field
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Figure 2.16: Scattering events sampling in Nebula and where does electric field come in

alters these parameters, with the electron either gaining or losing the energy depending

on whether its original direction aligns with the direction of the electric field. The kinetic

energy altered by the electric field will then influence the next mean free path sampling

for the next scattering events until the energy is dropped below cut-off energy at which

Nebula stops tracking the electrons.



3
Results and Discussion

All the details about the materials and methodologies are elaborated in Chapter 2. In

Chapter 3, we will present and discuss the simulation results, validating them with

the literature values. Section 3.1 will illustrate the interaction volume of MOR and

PMMA under EUV exposure at different electric fields, providing an overview of electron

cascade shape. We will then analyze the interaction volume in the z and 𝑟 direction in

section 3.1.1, 3.1.2 and 3.1.3, respectively. In section 3.2, we will examine how the electric

field affect the SE yield per absorbed photon, comparing our findings to experimental

values in the literature. Section 3.3 will show the definition of “blur” in this project

and presents the qualitative measurement of x-direction blur and 𝑧-direction blur in

the simulation. Section 3.4 will compare the blur sizes of MOR and PMMA, with

comparisons to literature values. In section 3.5, we will discuss the electric fields on

SE with different energies. Section 3.6 and section 3.7 will explore the impact of cut-off

energy and VB width on the results and the underlying physics. Section 3.8 will conclude

how theses material parameters and Nebula setting changes affect the number of useful

scatterings and the electric field influence. In section 3.9, we will apply Mott scattering

and phonon scattering to sub-100 eV region and discuss how they response to the

electric field differently and why phonon scattering might be a better model to choose.

A feasibility study will be presented in section 3.10 to evaluate if this method can be

beneficial to the lithography process practically and commercially. Lastly, in section 3.11,

we will quantify the electron blur size with another metric and discuss our observations.

3.1. Interaction Volume Plot
The interaction volume plot represents the volume within the resist material affected by

incident EUV photons and the resulting scattering events. As discussed in section 2.2.2,

the energy filter is set to include only “useful” scattering events, i.e., those that generate

secondary electron with enough energy to induce chemical reactions in the photoresist.

Figure 3.1 illustrates the interaction volume. In all simulations in this section, 600,000

incoming photons are used and the photoelectrons are generated following the generation

method discussed in section 2.2.1. Note that even though commercially, the resist

thickness for CAR is around 50 nm due to its larger absorption length under EUV

exposure, the resist thickness is set to 20 nm for both MOR and PMMA in this study for

easy comparison. These photoelectrons (marked as yellow spheres) generate multiple

secondary electrons (marked as gray spheres) through inelastic scatterings. The scattering

44
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Figure 3.1: Illustration of interaction volume at different radius

is influenced by the electric field when an external bias is applied to the resist materials.

Given that the exposure area is a circle, as shown in Figure 2.7, the number of useful

scattering events per volume is calculated at different radii with an r-bin size of 0.07 nm,

as illustrated in Figure 3.1.

Figure 3.2: Interaction volume of MOR under varying electric fields of 0, -500, and -1000 MV/m

Figure 3.3: Interaction volume of PMMA under varying electric fields of 0, -500, and -1000 MV/m
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Figure 3.2 and Figure 3.3 show the effect of the electric field on the electron cascade in

MOR and PMMA, respectively. From the interaction volume plots, we can already see

that the total number of useful scatterings in MOR is higher than in PMMA. There are

two reasons for this: first, with a fixed number of incoming photons, MOR can absorb

more photons than PMMA due to their different absorption lengths under EUV exposure;

second, the smaller bandgap of MOR makes it easier for valence electrons to be excited.

While the interaction volume plot provides a useful overview, the logarithmic scale of

the plot can sometimes exaggerate the scattering distribution. Therefore, line plots are

used in the following sections for more quantitative analysis.

3.1.1. 𝑧-direction Analysis
From the interaction volume plots, we observe that electric fields can drag electrons

downwards, potentially compensating for the uneven chemical gradient along the 𝑧

direction, as EUV photons are absorbed more near the surface. However, an excessive

concentration of electrons near the bottom is also undesirable. Therefore, we split the

interaction volume in the 𝑧 direction to determine the optimal electric field strength that

achieves the most homogeneous distribution of useful scattering events.

Figure 3.4: Analysis of the 𝑧-direction interaction volume of MOR under varying electric fields

Figure 3.4 shows the distribution of useful scattering along the 𝑧 direction for MOR with

a 𝑧-bin size of 0.1 nm. Without the electric field, most electrons are generated between 𝑧

= -2.5 nm and 𝑧 = -5 nm. Fewer electrons are found near the surface, as some may escape

into the vacuum, and fewer are near the resist bottom due to the Beer-Lambert law, as

discussed in section 2.2.1, which limits photon absorption at greater depths. However,

the distribution shown on the plot is not exactly exponential decay. This is because

photon absorption follows the Beer-Lambert law, whereas electron scattering does not

and is a random process. There is a drop at 𝑧 = −20 nm because electrons after this level

are beyond the thickness of the resist layer, and thus are not recorded.
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When the electric field is increased to -100 MV/m, the distribution remains unchanged. As

the electric field strength increases further, the number of useful scatterings significantly

increase near the resist bottom and decreases slightly near the surface. However, at field

strengths greater than -700 MV/m, the number of useful scatterings near the bottom

surpasses that near the surface, which is undesirable. Therefore, the optimal electric field

strength for MOR should be at least lower than -700 MV/m to maintain a homogeneous

chemical gradient along the 𝑧 direction. The optimal field strength will be chosen later

on combining the results of 𝑟-direction analysis.

Figure 3.5: Analysis of the 𝑧-direction interaction volume of PMMA under varying electric fields

Figure 3.5 shows the distribution of useful scatterings along the 𝑧 direction for PMMA.

Compared to MOR, the difference of distribution in PMMA at various electric fields

is more evident, corresponding to what we observed from the interaction plots in the

previous section. The electric field seems to have more effect on PMMA is because

PMMA’s larger electron mean free path at low energies region. The physics mechanism

will be elaborated in section 3.5. To keep the scattering events distribution even in the 𝑧

direction, the optimal field strength should be around -400 MV/m. Also, given that the

maximum dielectric strength of PMMA reported in the literature is approximately 600

MV/m [68], E = -400 MV/m can be a good choice for PMMA without breaking down

the material.

3.1.2. 𝑟-direction Analysis (with different 𝑧 bins)
After analyzing the interaction volume in the 𝑧 direction, we then include 𝑟-direction

analysis to find the optimal electric field strength for MOR and PMMA respectively.

Figure 3.6 and Figure 3.7 show the distribution of useful scattering in four different

𝑧-bins along the 𝑟 direction for both materials.

From Figure 3.6 (b), we observe that at the electric field of E = -400 MV/m, the four

𝑧-bins have similar number of scatterings distribution within 𝑟 = 7.5 nm (which is a half
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Figure 3.6: Analysis of the 𝑟-direction interaction volume of MOR in different 𝑧 bins

Figure 3.7: Analysis of the 𝑟-direction interaction volume of PMMA in different 𝑧 bins

of CD as we discussed in section 2.2.1). However, when the electric field strength is

increased to E = -500 MV/m, the number of scatterings in different 𝑧 bins starts to split.

Therefore, to maintain the homogeneous distribution along 𝑧 direction within 𝑟 = 7.5

nm, the optimal electric field for MOR should be below E = -500 MV/m. Combining the

conclusion in section 3.1.1, the optimal electric field for MOR is chosen to be -400 MV/m.

For PMMA, the number of useful scatterings in each 𝑧-bin starts to differentiate at E =

-600 MV/m, as shown in Figure 3.7 (c). Thus, considering the conclusion in section 3.1.1,

the optimal electric field for PMMA is chosen as -400 MV/m.

Combining the z and 𝑟 direction analysis, we conclude that the optimal electric field

strength is -400 MV/m for both MOR and PMMA, which enables a more homogeneous

chemical gradient along 𝑧 direction as well as an even distribution of scattering events

within the critical dimension region along 𝑟 direction.

3.1.3. 𝑟-direction Analysis (Effective Radius)
Effective Radius here is defined as the radius encompassing 68.3% of total useful number

of scattering events, which are sufficient to cause solubility changes in the resist material,

as shown in Figure 2.6. Effective Radius is examined in this section to quantify how

severe the resolution along 𝑟 direction is affected by the electric fields.

As presented in Figure 3.8, the effective radius of MOR does not change significantly

at different electric fields. The vertical lines in the figure indicate the location of the

effective radius, which are listed in Table 3.1. From Table 3.1, we can see that at the

optimal electric field of E = -400 MV/m for MOR, the effective radius only increases by
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Figure 3.8: Analysis of the 𝑟-direction interaction volume of MOR under varying electric fields

0.55%.

Table 3.1: Effective radius of MOR under varying electric fields and the corresponding percentage changes

Electric field (MV/m) Effective radius (nm) Percentage increase (%)

0 7.640 0

-100 7.630 -0.13

-300 7.656 0.21

-400 7.682 0.55

-500 7.729 1.17

-600 7.770 1.70

-700 7.790 1.97

-850 7.833 2.52

-1000 7.871 3.03

Note: Percentage increase (%) is the effective radius at varying electric fields

relative to the effective radius at E = 0 MV/m

Similarly, Figure 3.9 and Table 3.2 show the effective radius of PMMA. At the optimal

electric field of E = -400 MV/m for PMMA, there is only a 0.45% increase in the effective

radius. These suggest that increasing the electric field for both MOR and PMMA can

improve the uneven chemical gradient along the 𝑧 direction without compromising the

𝑟 direction resolution.

3.2. Number of Useful SE Yield per Absorbed Photon
As discussed in section 1.3.4, MOR can absorb more EUV photons than PMMA due to its

larger absorption coefficient. In the simulation results, under a fixed number of 600,000

incoming photons, MOR absorbs 185,106 photons, while PMMA absorbs only 60,008
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Figure 3.9: Analysis of the 𝑟-direction interaction volume of PMMA under varying electric fields

Table 3.2: Effective radius of PMMA under varying electric fields and the corresponding percentage

changes

Electric field (MV/m) Effective radius (nm) Percentage increase (%)

0 7.759 0

-100 7.50 -0.12

-300 7.758 -0.01

-400 7.794 0.45

-500 7.908 1.93

-600 7.947 2.44

-700 8.005 3.18

-850 8.136 4.86

-1000 8.288 6.82

Note: Percentage increase (%) is the effective radius at varying electric fields

relative to the effective radius at E = 0 MV/m

photons.

Figure 3.10 shows the number of useful scattering events per absorbed photon for

MOR and how this value increases with increasing electric field strength. Without the

influence of the electric field, 8.8 useful secondary electrons are generated per absorbed

photon, which aligns with experimental results from Inpria, where each absorbed photon

converted 8 ligands to active sites [54]. At the optimal electric field of E = -400 MV/m,

the useful SE yield per absorbed photon increases by 3.41%. This is because electrons

can gain energy from the electric field, leading to more inelastic scattering events and

generating more SEs.
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Figure 3.10: Number of useful scattering events per absorbed photon in MOR under varying electric fields

Figure 3.11 presents the simulation results for PMMA. Without the electric field, 5.9

useful SEs are generated per absorbed photon, consistent with research done by KLA,

which found an SE yield per absorbed photon of 5.8 [83]. At the optimal electric field of

E = -400 MV/m, the useful SE yield per absorbed photon increases by 3.39%.

Figure 3.11: Number of useful scattering events per absorbed photon in PMMA under varying electric fields

It is important to note that increasing the SE yield per absorbed photon might not allow

for a reduction of EUV dose (i.e., the number of incoming photons) due to the photon

shot noise issue discussed in section 1.2.1. A minimum number of photons is necessary to

ensure pattern quality and stability. However, increasing SE yield per absorbed photon

enhances the likelihood that each photon will efficiently drive the chemical reaction,

which is still advantageous for the process.

3.3. Qualitative Measurement of 𝑥-blur and 𝑧-blur
To quantitatively measure electron blur size in x and 𝑧 direction, we generated 5000

photoelectrons at the point of 𝑥 = 0, y = 0, and 𝑧 = -10 nm, to observe how varying electric

fields affect the blur.

Figure 3.12 and Figure 3.13 illustrate how different electric field strengths affect the blur
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shapes, showing that the electron blur is dragged toward the bottom of resist. As shown

in Figure 3.12 (a) and Figure 3.13 (a), without the influence of an electric field, the blur is

isotropic since the scattering direction of electrons is randomly sampled.

Figure 3.12: MOR blur

Figure 3.13: PMMA blur

The interaction volume plots shown here aim to provide an overview of the electron blur

shape. A more detailed quantitative analysis will be presented in the following sections.

3.3.1. Definition of Blur Size
Before diving into the quantitative analysis of electron blur, let’s define the term “blur

size” as used in this project. Some literature defines electron blur as one standard

deviation of a Gaussian distribution [109]. In our project, however, we define the electron

blur size as the range that includes 68% of the total electrons, as these electrons might

induce solubility changes in the photoresist. Note that our simulation results show that

the spatial electron distribution does not resemble a Gaussian distribution. Therefore, the

sigma here does not represent the standard deviation. Table 3.3 lists all the parameters

used to describe electron blur and their corresponding descriptions in this project.

Figure 3.14 illustrates the definitions of 𝑥-blur and 𝑧-blur. 𝑦-blur is ignored here, because

it behaves the same as 𝑥-blur. Note that while we use isotopic blur as a simple illustration

example, the presence of an electric field may result in anisotropic blur with unequal

𝑥-blur and 𝑧-blur sizes, or even asymmetric blur in the 𝑧 direction (i.e., 𝜎𝑧+ ≠ 𝜎𝑧−).

The term “anisotropy,” denoted as “S” in this study, is defined as the 𝑧-blur size divided

by the 𝑥-blur size. Our goal is to increase the 𝑧-blur size to enhance the counting volume

of each absorbed photon without significantly increasing the 𝑥-blur, which would harm

pattern resolution. We observed that increasing the electric field does lead to an increase
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Table 3.3: Definition of electron blur parameters in this study

Parameter Description

Centroid

The place photoelectrons generated: (0, 0,

-10)

𝑥-blur

Positive 𝑥-blur (𝜎𝑥+)

The range extending in the positive

x-direction (parallel to the resist surface)

that includes 68% of the total electrons at

positive x region. This parameter

quantifies the spread of electron blur in the

positive x direction.

Negative 𝑥-blur

(𝜎𝑥−)

The range extending in the negative

x-direction (parallel to the resist surface)

that includes 68% of the total electrons at

negative x region. This parameter

quantifies the spread of electron blur in the

negative x direction.

𝑥-blur size

The total blur size in the x direction,

calculated as 𝜎𝑥+ + 𝜎𝑥−.

𝑧-blur

Upper 𝑧-blur (𝜎𝑧+)

The range extending in the 𝑧 direction

(perpendicular to the resist surface) from

the centroid towards the resist surface that

includes 68% of the total electrons at z >

-10 nm region. This parameter quantifies

the spread of electron blur above the

centroid.

Lower 𝑧-blur (𝜎𝑧−)

The range extending in the 𝑧 direction

(perpendicular to the resist surface) from

the centroid downwards to the resist

bottom that includes 68% of the total

electrons at z < -10 nm region. This

parameter quantifies the spread of electron

blur below the centroid.

𝑧-blur size

The total blur size in the 𝑧 direction,

calculated as 𝜎𝑧+ + 𝜎𝑧−.

Anisotropy (S)

The ratio of the 𝑧-blur size and 𝑥-blur size,

calculated as S = (𝑧-blur size / 𝑥-blur size)

in 𝑧-blur size (quantitatively analyzed in section 3.3.3), but also slightly increase the

𝑥-blur (quantitatively analyzed in section 3.3.2), though not as significantly. Therefore, a

trade-off must be made to balance the counting volume increase with pattern resolution.

Anisotropy is used to quantify this trade-off and will be quantitatively analyzed in section

3.3.4.
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Figure 3.14: Illustration of (a) 𝑥-blur definition (b) spatial distribution along x direction with a center of 𝑥 =

0 nm (c) 𝑧-blur definition (d) spatial distribution along 𝑧 direction with a center of 𝑧 = -10 nm

3.3.2. 𝑥-blur
Figure 3.15 (a) shows the distribution of secondary electrons in MOR along the x-direction,

and Figure 3.15 (b) provides a zoomed-in view with vertical lines indicating the 𝜎𝑥+ and

𝜎𝑥− positions from 𝑥 = 0. Figure 3.15 (c) presents the normalized version, illustrating

that the 𝑥-blur expands with increasing electric field strength. Less electric fields are

shown on the plot for clarity and 600,000 photoelectrons are used here to minimize the

error bars caused by this randomness.

Figure 3.15: MOR (a) Secondary electron distribution along the x-direction (b) Zoomed-in plot from 𝑥 = -2.5

nm to 𝑥 = 2.5 nm (c) Normalized zoomed-in plot (The vertical lines indicate the x-blur region)
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The percentage increases of 𝑥-blur at varying electric fields are shown in Table 3.4.

Without the effect of the electric field, the positive 𝑥-blur is equal to the negative -blur,

indicating isotropy in the x direction. When an electric field is applied, both positive

and negative 𝑥-blur increase by a similar magnitude. At the optimal electric field of -400

MV/m for MOR, the 𝑥-blur increases by 6.02%.

Table 3.4: Quantitative analysis of 𝑥-blur of MOR

Electric field

(MV/m)

𝜎𝑥+
(nm)

𝜎𝑥−
(nm)

𝜎𝑥+ + 𝜎𝑥−
(nm)

Percentage increase

(%)

0 1.08 1.08 2.16 0

-100 1.06 1.07 2.13 -1.39

-300 1.1 1.12 2.22 2.78

-400 1.14 1.15 2.29 6.02

-500 1.2 1.2 2.4 11.11

-600 1.26 1.27 2.53 17.13

-700 1.34 1.31 2.65 22.69

-850 1.4 1.43 2.83 31.02

-1000 1.55 1.54 3.09 43.06

Note: Percentage increase (%) is the 𝑥-blur size at varying electric fields

relative to the 𝑥-blur size at E = 0 MV/m

A similar trend is observed for PMMA, as shown in Figure 3.16 and Table 3.5. At the

optimal electric field of -400 MV/m, the 𝑥-blur increases by 6.23%.

Figure 3.16: PMMA (a) Secondary electron distribution along the x-direction (b) Zoomed-in plot from 𝑥 =

-2.5 nm to 𝑥 = 2.5 nm (c) Normalized zoomed-in plot (The vertical lines indicate the x-blur region)
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Table 3.5: Quantitative analysis of 𝑥-blur of PMMA

Electric field

(MV/m)

𝜎𝑥+
(nm)

𝜎𝑥−
(nm)

𝜎𝑥+ + 𝜎𝑥−
(nm)

Percentage increase

(%)

0 1.46 1.53 2.99 0

-100 1.48 1.44 2.92 -2.34

-300 1.50 1.51 3.01 0.67

-400 1.6 1.57 3.17 6.02

-500 1.64 1.71 3.35 12.04

-600 1.72 1.75 3.47 16.05

-700 1.81 1.8 3.61 20.74

-850 1.99 1.99 3.98 33.11

-1000 2.19 2.18 4.37 46.15

Note: Percentage increase (%) is the 𝑥-blur size at varying electric fields

relative to the 𝑥-blur size at E = 0 MV/m

3.3.3. 𝑧-blur
Figure 3.17 (a) shows the number of secondary electron along the 𝑧-direction in MOR,

with vertical lines indicating the positions of upper 𝑧-blur and lower 𝑧-blur from 𝑧 =

-10 nm. Figure 3.17 (b) provides the normalized version. The plots clearly demonstrate

that with increasing electric field strength, the lower 𝑧-blur increases significantly while

the upper 𝑧-blur decreases slightly. This results in an enhanced number of secondary

electron near the bottom of the resist. Table 3.6 lists the exact values of upper and

lower 𝑧-blur and the percentage increases in 𝑧-blur size relative to the values without an

electric field. Without the electric field, the ratio of 𝜎𝑧+ and 𝜎𝑧− is around 1 : 1, indicating

isotropic blur in the 𝑧 direction. At the optimal electric field of -400MV/m for MOR, the

𝑧-blur size increases by 11.93%, enhancing the counting volume along the 𝑧 direction

per absorbed photon. At E = -400 MV/m, the lower 𝑧-blur is 1.48 nm, which is longer

than the upper 𝑧-blur of 0.96 nm, indicating that the 𝑧-blur is no longer symmetric as it

was at E = 0 MV/m.

Figure 3.17: MOR (a) Secondary electron distribution along the 𝑧-direction (b) Normalized plot
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Table 3.6: Quantitative analysis of 𝑧-blur of MOR

Electric field

(MV/m)

𝜎𝑧+
(nm)

𝜎𝑧−
(nm)

𝜎𝑧+ + 𝜎𝑧−
(nm)

Percentage increase

(%)

0 1.08 1.1 2.18 0

-100 1.05 1.15 2.20 0.92

-300 0.98 1.3 2.28 4.59

-400 0.96 1.48 2.44 11.93

-500 0.92 1.64 2.56 17.43

-600 0.93 1.89 2.82 29.36

-700 0.91 2.2 3.11 42.66

-850 0.88 2.75 3.63 66.51

-1000 0.81 3.27 4.08 87.16

Note: Percentage increase (%) is the 𝑧-blur size at varying electric fields

relative to the 𝑧-blur size at E = 0 MV/m

Similarly, as shown in Figure 3.18 and Table 3.7, the 𝑧-blur increases for PMMA as well.

At the optimal electric field of -400 MV/m for PMMA, the 𝑧-blur size increases by 10.17%.

Figure 3.18: PMMA (a) Secondary electron distribution along the 𝑧-direction (b) Normalized plot
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Table 3.7: Quantitative analysis of 𝑧-blur of PMMA

Electric field

(MV/m)

𝜎𝑧+
(nm)

𝜎𝑧−
(nm)

𝜎𝑧+ + 𝜎𝑧−
(nm)

Percentage increase

(%)

0 1.5 1.45 2.95 0

-100 1.39 1.51 2.90 -1.69

-300 1.29 1.8 3.09 4.75

-400 1.28 1.97 3.25 10.17

-500 1.20 2.23 3.43 16.27

-600 1.19 2.54 3.73 26.44

-700 1.18 2.81 3.99 35.25

-850 1.16 3.55 4.71 59.66

-1000 1.12 4.14 5.26 78.31

Note: Percentage increase (%) is the 𝑧-blur size at varying electric fields

relative to the 𝑧-blur size at E = 0 MV/m

3.3.4. Anisotropy (S)
As discussed earlier in section 3.3.1, anisotropy is used to evaluate the ratio of 𝑧-blur to

𝑥-blur. Higher anisotropy can expand the influence of each absorbed photon without

deteriorating the pattern resolution. Table 3.8 shows the anisotropy of MOR and the

percentage increase with respect to E = 0 MV/m, while Table 3.9 shows the anisotropy

of PMMA. For both materials, anisotropy is around 1 at E = 0 MV/m, indicating the

electron blur is isotropic without the effect of the electric field. For MOR, at its optimal

electric field strength of -400 MV/m, anisotropy increases by 5.7 % to 1.07. For PMMA,

at its optimal electric field strength of -400 MV/m, anisotropy increases by 3.72% to 1.03.

Table 3.8: MOR: Compare 𝑥-blur and 𝑧-blur using anisotropy (S)

Electric field

(MV/m)

𝜎𝑧+ + 𝜎𝑧−
(nm)

𝜎𝑥+ + 𝜎𝑥−
(nm)

S

0 2.18 2.16 1.01

-100 2.20 2.13 1.03

-300 2.28 2.22 1.03

-400 2.44 2.29 1.07

-500 2.56 2.40 1.07

-600 2.82 2.53 1.11

-700 3.11 2.65 1.17

-850 3.63 2.83 1.28

-1000 4.08 3.09 1.32

Figure 3.22 illustrates the changes in blur shape under the influence of electric field.

There are two main changes:

1. The 𝑧-blur size (𝜎𝑧+ + 𝜎𝑧−) becomes larger than the 𝑥-blur size (𝜎𝑥+ + 𝜎𝑥−).

2. The lower 𝑧-blur (𝜎𝑧−) becomes larger than the upper 𝑧-blur (𝜎𝑧+).

Taking MOR as an example, without the electric field, the 𝑥-blur size is 2.16 nm and 𝑧-blur

size is 2.18 nm. At E = -400 MV/m, the 𝑥-blur size increases slightly to 2.29 nm (6.02%),
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Table 3.9: PMMA: Compare 𝑥-blur and 𝑧-blur using anisotropy (S)

Electric field

(MV/m)

𝜎𝑧+ + 𝜎𝑧−
(nm)

𝜎𝑥+ + 𝜎𝑥−
(nm)

S

0 2.95 2.99 0.99

-100 2.91 2.92 0.99

-300 3.09 3.01 1.03

-400 3.25 3.17 1.03

-500 3.44 3.35 1.07

-600 3.73 3.47 1.11

-700 4.00 3.61 1.18

-850 4.71 3.98 1.20

-1000 5.26 4.37 1.21

Figure 3.19: Schematic of anisotopic blur with asymmetric 𝑧-blur under the electric field

while the 𝑧-blur size increases more significantly to 2.44 nm (11.93%). Consequently,

anisotropy increases from 1.01 at E = 0 MV/m to 1.07 at E = -400 MV/m (Table 3.8).

Furthermore, in the 𝑧 direction, the upper 𝑧-blur is 1.08 nm and the lower 𝑧-blur is 1.1

nm at E = 0 MV/m. At E = -400 MV/m, the upper 𝑧-blur decreases to 0.96 nm, while the

lower 𝑧-blur increases to 1.48 nm (Table 3.6).

The two changes are beneficial to enhance the resist pattern quality. The first change

creates anisotropic blur, which is larger in the 𝑧 direction than in the x and y directions,

helping to increase the counting volume of each absorbed photon and mitigate the

photon shot noise issue. The second change creates asymmetry in the 𝑧-blur, which helps

to counteract light absorption at the resist surface, causing more chemical conversion to

occur deeper in the resist.

3.4. Influence of deformation potential on electron blur
As mentioned in section 2.1.2, the deformation potential in the phonon properties in the

material file is tuned so that the simulated electron blur size better fit the literature values.

The deformation potentials for PMMA and MOR cannot be found in the literature and

are difficult to obtain experimentally. In this section, we will compare the electron blur
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sizes of PMMA and MOR, justify that the tuned deformation potential values fall within

reasonable ranges, and explain why adjusting the deformation potential significantly

affects the electron blur size but not the number of useful SE yields per absorbed photon.

The blur size found in the literature is typically one standard deviation, so the average

electron blur (𝜎𝑎𝑣𝑒𝑟𝑎𝑔𝑒) is calculated here as the average of the 𝑥-blur size and 𝑧-blur size

to compare with the literature values. Table 3.10 shows how the average electron blur is

calculated.

Table 3.10: The average electron blur of MOR (Ξ = 3 eV) and PMMA (Ξ = 0.9 eV) at E = 0 MV/m

Electric field

(MV/m)

𝜎𝑥+

(nm)

𝜎𝑥−

(nm)

𝜎𝑧+

(nm)

𝜎𝑧−

(nm)

𝜎𝑎𝑣𝑒𝑟𝑎𝑔𝑒

(nm)

MOR 0 1.08 1.08 1.08 1.1 1.09

PMMA 0 1.46 1.53 1.5 1.45 1.49

Note: 𝜎𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
1

4
(𝜎𝑥+ + 𝜎𝑥− + 𝜎𝑧+ + 𝜎𝑧−)

Table 3.11 lists the literature values of electron blur and the number of useful SE yields

per absorbed photon. Table 3.12 demonstrates how changing the deformation potential

can affect the electron blur size but not the number of useful SE yield per absorbed

photon. While adjusting the deformation potential changes the blur size, it doesn’t

significantly affect the useful SE yield because the SE yield is dominated by the inelastic

mean free path, which doesn’t change with phonon properties.

Table 3.11: The literature values of electron blur and useful number of SE per absorbed photon for MOR

and PMMA

MOR PMMA

Electron blur (nm) 1.1 [83] 1.5 [83]

Useful # SE per absorbed photon 8 [54] 5.8 [83]

Table 3.12: The influence of deformation potential in electron blur and useful number of SE per absorbed

photon for MOR and PMMA at E = 0 MV/m

MOR PMMA

Deformation potential (eV) 2 3 2 0.9

Electron blur (nm) 1.39 1.09 0.98 1.49

Useful # scatterings per absorbed photon 8.7 8.8 6 5.8

From Figure 3.20 (a) and (b), we observe that increasing the deformation potential

decreases the elastic mean free path for 𝐸 < 100 eV. In the phonon scattering mechanism,
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Figure 3.20: The influence of deformation potential (Ξ) in elastic mean free path (a) MOR with Ξ = 2 eV (b)

MOR with Ξ = 3 eV (c) PMMA with Ξ = 2 eV (d) PMMA with Ξ = 0.9 eV

the relationship between the elastic mean free path and the deformation potential follows

Equation 3.1.

𝜆𝑒𝑙𝑠𝑎𝑡𝑖𝑐 ∝
1

𝑃𝐴𝐶
∝

1

Ξ2

(3.1)

where 𝜆𝑒𝑙𝑠𝑎𝑡𝑖𝑐 is the elastic mean free path, 𝑃𝐴𝐶 is the phonon acoustic scattering rate

and Ξ is the deformation potential. The phonon acoustic scattering rate is the rate

at which electrons are scattered by acoustic phonons, and the deformation potential

describes the change in electronic levels due to strain induced by phonons. More detailed

equations and physical mechanism of phonon scattering can be found in Fitting and

Schreiber’s work [39, 91]. Simply put, a larger deformation potential leads to a higher

phonon acoustic scattering rate because the coupling strength between the electrons and

lattice vibrations is stronger. With a higher scattering rate, the elastic mean free path

becomes shorter. This is why increasing the deformation potential of MOR from 2 eV to

3 eV decreases the electron blur size, and vice versa when decreasing the deformation

potential for PMMA.

Another reason why the elastic mean free path at low energy affects the electron blur

size hugely is that most electrons have an energy below 20 eV, where elastic scattering is

dominant. Figure 3.21 shows the distribution of kinetic energy and the corresponding
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Figure 3.21: Distribution of energy before scattering event (a) MOR (b) PMMA

Figure 3.22: Elastic and inelastic mean free path of MOR (Ξ = 3 eV) and PMMA (Ξ = 0.9 eV)

number of scattering events. The highest peak around 60 to 80 eV is due to initially

generated photoelectrons, as discussed in section 2.2.1. In Figure 3.21 (a), we see that

for MOR, most scatterings occur in the energy range of 10.33 eV to around 20 eV. (Note

that the electron with an energy below 10.33 eV are not recorded here as they cannot

generate SEs with sufficient energy to drive the chemistry, as illustrated in Figure 3.28)

Referring to Figure 3.22, we can see that elastic scattering dominates in this energy range,

as the elastic mean free path is much shorter than the inelastic mean free path. In Figure

3.21 (b), most scatterings for PMMA occur in the energy range of 14.2 eV to around 20

eV. Below around 17 eV, elastic scattering dominates, while above it, inelastic scattering

becomes more significant. However, both (in)elastic mean free paths of PMMA in this

region are larger than those of MOR, which is why the electron blur of PMMA is larger

than that of MOR.

Now, the question comes to: Do the adjusted deformation potential values make sense

physically? As mentioned in section 2.1.2, there is no way to measure the deformation

potential for PMMA and MOR accurately, and experimental errors might be significant.

However, the deformation potential in crystalline materials is relatively well-known.
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From the literature, the longitudinal deformation potential for silicon is 9.2 eV, and the

transverse deformation potential is 5 eV [73]. As crystalline solids have a more rigid and

ordered structure, we assume that their deformation potentials might be larger than

those of PMMA and MOR. The electronic states in polymer like PMMA are less tightly

bound and thus less sensitive to phonon-induced distortion. Therefore, PMMA might

have a smaller deformation potential than silicon. Moreover, adding metal clusters

to the polymer (i.e., MOR) might lead to a slightly higher deformation potential, as

metal clusters create localized electronic states, introducing stronger electronic-lattice

interactions. Thus setting a deformation potential of 0.9 eV for PMMA and 3 eV for MOR

might be within a reasonable range. Additionally, the density of MOR is 2.5 𝑔/𝑐𝑚3
, and

for PMMA, it is 1.192 𝑔/𝑐𝑚3
, so it makes sense that MOR has a smaller mean free path

than PMMA from this perspective.

3.5. Influence of Electric Field on SE with Low Energy
From the simulation results in the previous sections, we have found that electric fields

influence the electron movement and yield. Interestingly, the influence of the electric

field appears to be more pronounced for electrons with lower energy. In this section,

we will discuss the fundamental reasons behind this phenomenon. Note that in the

following sections, only MOR will be used for discussion.

3.5.1. Observations in Simulation

Figure 3.23: MOR (a) Analysis of the 𝑧-direction interaction volume under varying electric fields (b)

Distribution of energy delivered to SE

Figure 3.23 (a) shows the 𝑧-direction analysis of the interaction volume with 600,000

initial photons at only five different electric field strengths for easier comparison. From

the figure, we observe that the electric field increases the number of secondary electrons

most significantly near the bottom of the resist. Most electrons near the bottom have

lower energy compared to those near the surface, as EUV light is absorbed mostly at the

surface. Figure 3.23 (b) shows the energy loss distribution (i.e., the energy transferred to

SE), and we can see that the electric field increases the number of low energy SEs, which

is sufficient to drive the chemistry. These observations imply that the electric field has

the most effect on SEs with low energy.
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3.5.2. Conceptual Analysis
Here in this section, we provide a theoretical and qualitative analysis to understand how

electric fields affect low-energy SEs. Figure 3.24 illustrates the simplified movement of

an electron with and without the influence of an electric field (Note: In Nebula, both the

velocity and direction are in three dimension, not a single value as shown in the figure

here). As mentioned in section 2.3, the travel free path length (ΔS) of the electron during

an individual scattering event is assumed to be the same regardless of the presence of

an electric field. This is because ΔS is correlated with the initial kinetic energy of the

electron. However, the travel path will be bent by the electric field, and depending on

the direction of acceleration and the electron’s original movement, the travel time might

decrease or increase.

−→𝑣0 represents the initial velocity of the electron, and 𝐾𝐸1 is its corresponding kinetic

energy. After scattering events and the influence of the electric field, the final velocity

changes to
−→𝑣 , and the kinetic energy changes to 𝐾𝐸2. The details of how scattering

events are chosen are discussed in section 1.5.2, and the influence of the electric field on

kinetic energy is covered in section 2.4.

Figure 3.24: Illustration of an electron’s travel path bent by an electric field

Equation 3.2 shows the relation between initial and final velocity, where
−→𝑎 is the

acceleration due to the electric field, and Δ𝑡 is the travel time affected by the electric field.

−→𝑣 =
−→𝑣0 + −→𝑎 × Δ𝑡 (3.2)

As shown in Equation 3.3 , the acceleration is constant and has a specific direction since

the electric field is assume to be homogeneous. Here,

−→
𝐹 is the electric force formed from

external bias, 𝑚𝑒 is the mass of an electron, 𝑞𝑒 is the charge of an electron, and

−→
𝐸 is the

electric field.

−→𝑎 =

−→
𝐹

𝑚𝑒
=
𝑞𝑒 ×

−→
𝐸

𝑚𝑒
(3.3)

Therefore, if the acceleration is constant, then the travel time Δ𝑡 acts like a scaling factor

that magnifies the effect of the electric field. The travel time depends on the free travel

path length ΔS, which is sampled from the mean free path as discussed in section 2.4.

Referring back to Figure 2.2 (a), we can see that in the region where 𝐾 is below 100 eV, the
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mean free path increased as kinetic energy decrease. This explains why the electric field

has a larger influence on low-energy SEs: SEs with lower energy have a larger mean free

path, which corresponds to a longer travel time and thus magnifies the effect of electric

field. In the next two sections, we will validate this concept with numerical values in

simulation.

3.5.3. Quantitative Analysis: Method 1
To demonstrate the effect of the electric field on the electron movement, let’s consider an

extreme case where the acceleration due to the electric field is in the same direction as

the electron’s movement (i.e., downwards in the 𝑧-direction), as shown in Figure 3.25.

This ensures that the electron will gain the maximum energy form the electric field.

Using the data from Figure 2.2 (a), we can find the exact mean free path value and its

corresponding kinetic energy of the electron in the MOR. To compare the effect of the

electric field on electrons with different energies, we select an electron with a low energy

of 10.33 eV (the minimum energy before useful scattering, as shown in Figure 3.21 (a))

and an electron with a relatively high energy of 80 eV.

Figure 3.25: Illustration of an electron moving in the same direction as the electric field acceleration

Table 3.13 shows the percentage increase in kinetic energy before and after the effect of

the electric field for an initial electron energy of 10.33 eV and a corresponding mean free

path of 10 nm. Table 3.14 shows the percentage increase in kinetic energy before and after

the effect of the electric field for an initial electron energy of 80 eV and a corresponding

mean free path of 0.711 nm. The optimal electric field of -400 MV/m for MOR is chosen

in both cases. Note that the mean free path is used here as free path length. However, in

real simulations, the free path length is not necessary equal to the mean free path, but is

sampled based on the Beer-Lambert law, as shown in Equation 2.4, with 𝜆 as the mean

free path.

From Table 3.13, we see that the kinetic energy increases by 38.72%, starting form 10.33

eV and ending at 14.33 eV. This significant increase is due to the large mean free path,

which magnifies the effect of the electric field. The travel time needed to traverse the

same free path length is reduced because of the acceleration from the electric field.

On the other hand, an electron with an initial energy of 80 eV shows only a 0.35% increase

in kinetic energy, from 80 eV to 80.28 eV, as shown in Table 3.14. The travel time remains
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Table 3.13: Percentage increase in kinetic energy of electron in MOR at E = -400 MV/m with initial kinetic

energy of 10.33 eV and a free path length of 10 nm

Free path

length

(nm)

Velocity

(m/s)

Travel

time

(s)

Kinetic

energy

(eV)

Percentage

increase

(%)

Before electric field

10

1.91e+06 5.25e-15 10.33 0

After electric field 2.25e+06 4.822e-15 14.33 38.72

Note: Percentage increase (%) is the kinetic energy before the electric field relative to the

kinetic energy after the electric field

Table 3.14: Percentage increase in kinetic energy of electron in MOR at E = -400 MV/m with initial kinetic

energy of 80 eV and a free path length of 0.711 nm

Free path

length

(nm)

Velocity

(m/s)

Travel

time

(s)

Kinetic

energy

(eV)

Percentage

increase

(%)

Before electric field

0.711

5.3e+06 1.34e-16 80 0

After electric field 5.31e+06 1.341e-16 80.28 0.35

Note: Percentage increase (%) is the kinetic energy before the electric field relative to the

kinetic energy after the electric field

almost the same because the free path length is very short, and the electric field can

hardly have any effect.

In summary, from this quantitative analysis, we see that electrons with lower initial

kinetic energy are more significantly affected by the electric field due to their longer

mean free paths, which allow the electric field to exert a greater influence on the travel

time. This difference in influence is clearly demonstrated by the substantial increase

(38.72%) in kinetic energy for the 10.33 eV electron compared to the negligible increase

(0.35%) for the 80 eV electron.

3.5.4. Quantitative Analysis: Method 2
To further illustrate this concept, we generate 5000 photoelectrons at coordinates (0, 0,

-10), as what we did in section 3.3. However, in the analysis of this section, instead of

generating starting energies of photoelectrons using the method discussed in section

2.2.1, photoelectrons are generated with a specified starting energies to compare the

influence of electric field on each case.

Figure 3.26 shows the energy spectrum of photoelectrons with different starting energies.

From Figure 3.26 (a) to Figure 3.26 (d), the starting energies of the photoelectrons are 80

eV, 50 eV, 20 eV and 15 eV, respectively. We then counted the number of useful scattering

events for each starting energy at varying electric field strengths.

From Figure 3.26 (a), we observe that when all photoelectrons are generated with a

starting energy of 80 eV, the percentage increase in the number of useful scatterings from



3.5. Influence of Electric Field on SE with Low Energy 67

Figure 3.26: Percentage increase in useful scatterings (relative to E = 0 MV/m) at varying electric fields with

different initial photoelectron energies: (a) 80 eV, (b) 50 eV, (c) 20 eV, and (d) 15 eV

E = 0 MV/m to E = -1000 MV/m is 34.52%. In contrast, as shown in Figure 3.26 (d), if we

generate all photoelectrons at the same location but with a starting energy of 15 eV, the

influence of the electric field becomes more significant. The percentage increase in the

number of useful scatterings from E = 0 MV/m to E = -1000 MV/m is 64.21%.
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In this quantitative analysis, the percentage increase in the number of useful scatterings

from E = 0 MV/m to E = -1000 MV/m for photoelectrons with starting energies of 80 eV,

50 eV, 20 eV and 15 eV are 34.52%, 36.34%, 50.48% and 64.21%, respectively. This clearly

demonstrates a trend: the electric field has a more significant influence on electrons with

lower energy.

3.6. Influence of Cut-off Energy on Results
The cut-off energy to stop tracking an electron in Nebula has been changed from the

vacuum level to the bottom of the conduction band in this project’s use case, as discussed

in detail in section 2.2.3. Our simulation results indicate that this change make the

influence of electric field much more apparent compared to other parameter changes.

This section explores the reasons behind this phenomenon.

3.6.1. Observations in Simulation
Figure 3.27 shows the 𝑧-direction analysis of the interaction volume of MOR with different

cut-off energies.

Figure 3.27: MOR with a valence band width of 2 eV and an electron affinity of 1.13 eV: (a) Cut-off energy at

the vacuum level, (b) Normalized plot of (a), (c) Cut-off energy at the bottom of conduction band, (d)

Normalized plot of (c)

Figure 3.27 (a) is simulated with the cut-off energy set to the vacuum level, while Figure

3.27 (c) is simulated with the cut-off energy set to the bottom of the conduction band.

From Figure 3.27 (a) and its normalized plot in Figure 3.27 (b), we observe that the

number of useful scatterings does not change significantly with varying electric fields.

However, with the cut-off energy set to the bottom of the conduction band, the changes
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become more evident, as shown in Figure 3.27 (c) and (d).

3.6.2. Conceptual Analysis
Figure 3.28 presents the band structure of MOR with two types of cut-off energies

indicated. When the cut-off energy is set to the vacuum level, the minimum tracking

energy of an electron in Nebula is 7.13 eV, as the bottom of the valence band is set to 0 eV

in Nebula. This means that when an electron’s energy drops below 7.13 eV, it will be

removed by Nebula, as no electron can exist in the bandgap, which is a forbidden area

for electrons. Similarly, when the cut-off energy is set to the bottom of the conduction

band, the minimum tracking energy of an electron in Nebula is 6 eV.

Figure 3.28: Band structure of MOR with two kinds of cut-off energies indicated

The number of useful scatterings and their energy distribution is illustrated in Figure 3.29.

Electrons in zone 3 (i.e., with energy greater than 𝐸𝑚𝑖𝑛) can undergo useful scattering

events and generate useful SE that can drive the chemical reactions. However, when

the cut-off energy is set to the vacuum level, electron in zone 2 will still be tracked, as

their energy is above the minimum tracking energy of 6 eV in Nebula. By the same logic,

when the cut-off energy is set to the bottom of the conduction band, electrons in both

zone 1 and zone 2 will be tracked in Nebula.

The primary reason why changing the cut-off energy affects the electric field’s influence

is that electrons in zone 1 or zone 2 might gain energy from the electric field and jump to

the zone 3 region, thereby contributing to the number of useful scatterings. When the

cut-off energy is set to the bottom of the conduction band, more electrons have potential

to gain energy from the electric field. Also, as quantitatively analyzed in section 3.5.1, the

electron with such a low energy in zone 1 and zone 2 can gain a lot of energy from the

electric field, especially for electrons in zone 1. This is why the electric field’s influence is

more pronounced when 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 is 6 eV.

3.6.3. Quantitative Analysis
To quantify the differences in simulation results at different cut-off energies, we calculated

the number of useful scatterings at varying electric fields for both cut-off energies cases.
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Figure 3.29: Illustration of how different cut-off energies affect the electric field influence

Table 3.15: Percentage increase in the number of useful scatterings in MOR at varying electric fields with

cut-off energy set at vacuum level (i.e, 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 = 7.13 eV) and VB width = 2 eV

Electric field

(MV/m)

Number of useful scatterings

Percentage increase

(%)

0 1.622e+06 0

-400 1.684e+06 3.89

-500 1.709e+06 5.34

-700 1.787e+06 10.14

-1000 1.92e+06 18.35

Note: Percentage increase (%) is the number of useful scatterings at different

electric fields relative to E = 0 MV/m

Table 3.16: Percentage increase in the number of useful scatterings in MOR at varying electric fields with

cut-off energy set at CB bottom (i.e, 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 = 6 eV) and VB width = 2 eV

Electric field

(MV/m)

Number of useful scatterings

Percentage increase

(%)

0 1.622e+06 0

-400 1.676e+06 3.21

-500 1.729e+06 6.58

-700 1.854e+06 14.3

-1000 2.094e+06 29.13

Note: Percentage increase (%) is the number of useful scatterings at different

electric fields relative to E = 0 MV/m
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Table 3.15 shows that when the cut-off energy is set to the vacuum level, there is a 18.35%

increase in the number of useful scatterings as the electric field strength increases from E
= 0 MV/m to E = -1000 MV/m. In contrast, Table 3.16 demonstrates a 29.13% increase

when the cut-off energy is set to CB bottom. This indicates that setting the cut-off energy

to the CB bottom can amplify the influence of the electric field.

3.7. Influence of VB width on Results
The reason why VB width of 2 eV is chosen for MOR has been elaborated in section

2.1.3. Interestingly, our simulation results indicate that setting the VB width from 0

eV to 2 eV affects the number of useful scatterings but does not significantly affect the

electric field influence magnitude. In this section, we will discuss the reasons behinds

this phenomenon both qualitatively and quantitatively.

3.7.1. Observations in Simulation
Figure 3.30 (a) shows the simulation results for the case of VB width = 0 eV and Figure

3.30 (b) is its normalized version. Figure 3.30 (c) and Figure 3.30 (d) present the same for

the case of VB width = 2 eV.

Figure 3.30: MOR with an electron affinity of 1.13 eV and a cut-off energy set to CB bottom: (a) VB width =

0 eV, (b) Normalized plot of (a), (c) VB width = 2 eV, (d) Normalized plot of (c)

Comparing Figure 3.30 (a)(b) and Figure 3.30 (c)(d), we observe that the electric field’s

influence remains almost the same; however, the number of useful scattering slightly

increases. These observation will be quantified in section 3.7.3.
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3.7.2. Conceptual Analysis
Figure 3.31 presents the band structure of MOR with different VB widths. The cut-off

energy is 4 eV for MOR with VB width = 0 eV and 6 eV for VB width = 2 eV. The change

of VB width also changes the minimum energy before scattering from 8.33 eV to 10.33 eV.

Figure 3.31: Band structure of MOR with cu-off energy at CB bottom and different VB widths (a) VB width

= 0 eV (b) VB width = 2 eV

Figure 3.32 (VB width = 0 eV) and Figure 3.33 (VB width = 2 eV) illustrate how changing

the VB width affect the simulation results.

Figure 3.32: Illustration of how VB width affects the number of useful scatterings (cu-off energy at CB

bottom and VB width = 0 eV)

In Figure 3.32, the minimum energy before useful scattering is 8.33 eV, lower than the

10.33 eV in Figure 3.33. Thus, increasing the VB width from 0 eV to 2 eV might decrease

the number of useful scatterings, as fewer electrons are recorded. However, the number

of electrons in zone 1 and their potential to gain energy from the electric field differs in
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Figure 3.33: Illustration of how VB width affects the number of useful scatterings (cu-off energy at CB

bottom and VB width = 2 eV)

these two cases, which affect the electric field influence magnitude. Therefore, in the

following section, we will quantify the simulation results to analyze more deeply.

3.7.3. Quantitative Analysis
Comparing Table 3.17 (VB width = 0 eV) and Table 3.16 (VB width = 2 eV), we see that

the percentage increase in each electric field strength relative to E = 0 MV/m is very

similar. This indicates that the number of electrons in zone 1 in Figure 3.32 and Figure

3.33 and their ability to gain energy from the electric field are relatively similar. Thus

changing the VB width from 0 eV to 2 eV does not significantly affect the electric field

influence. However, we found that the number of useful scatterings at E = 0 MV/m

decreases when setting VB width from 0 eV to 2 eV. This is due to the change of 𝐸𝑚𝑖𝑛 , as

shown in Figure 3.34, electrons in zone 4 are not counted in the VB width = 2 eV case.

Table 3.17: Percentage increase in the number of useful scatterings in MOR at varying electric fields with

cut-off energy set at CB bottom and VB width = 0 eV

Electric field

(MV/m)

Number of useful scatterings

Percentage increase

(%)

0 1.733e+06 0

-400 1.797e+06 3.46

-500 1.836e+06 5.97

-700 1.967e+06 13.54

-1000 2.243e+06 29.46

Note: Percentage increase (%) is the number of useful scatterings at different

electric fields relative to E = 0 MV/m
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Figure 3.34: Illustration of why the number of useful scatterings decreases when setting VB width from 0

eV to 2 eV at E = 0 MV/m

3.8. Compare the influence of Cut-off Energy and VB Width
Referring back to section 3.6, comparing Table 3.15 (cut-off energy at vacuum level and

VB width of 2 eV) and Table 3.16 (cut-off energy at CB bottom and VB width of 2 eV), we

see that at E = 0 MV/m, the number of useful scatterings is the same at around 1.622e+06,

as 𝐸𝑚𝑖𝑛 is 10.33 eV in both cases, as shown in Figure 3.29. However, the percentage

increase with varying electric field is significantly different due to the different energy

difference between 𝐸𝑚𝑖𝑛 and 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 , which also can be seen in Figure 3.29.

In section 3.7, comparing Table 3.16 (cut-off energy at CB bottom and VB width of 2

eV) and Table 3.17 (cut-off energy at CB bottom and VB width of 0 eV), we see that at E
= 0 MV/m, the number of useful scatterings differs, with 1.622e+06 in Table 3.16 and

1.733e+06 in Table 3.17. However, the percentage increase at varying electric fields is

very similar because the energy difference between 𝐸𝑚𝑖𝑛 and 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 is the same as

4.33 eV. Though the percentage increase might slightly differ due to variations in the

potential of electrons in different energy ranges to gain energy from the electric field and

the different number of electrons in each energy range.

Combine the simulation results ins section 3.6 and section 3.7, it leads to two conclusions:

1. The number of useful scatterings at E = 0 MV/m depends on 𝐸𝑚𝑖𝑛

2. The influence of the electric field on the number of useful scatterings mainly

depends on the energy difference between 𝐸𝑚𝑖𝑛 and 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓

Without an electric field (i.e., at E = 0 MV/m), electrons in zone 1 (from 𝐸𝑐𝑢𝑡−𝑜 𝑓 𝑓 to 𝐸𝑚𝑖𝑛)

are not useful in our project purpose, as they only lose energy via scattering and cannot

jump to zone 3 region to do the chemistry. The number of useful scatterings is defined

purely by the electrons in zone 3 (E > 𝐸𝑚𝑖𝑛). However, with an external bias, electrons in

zone 1 become valuable as they might gain energy from the electric field.

3.9. Compare Mott and Phonon Scattering Models for Sub-100
eV Energies

In section 2.1.2, we discussed that applying phonon scattering for E < 100 eV might be

more appropriate than simply extending Mott scattering to this region. In this section,
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we will compare two cases, observe their response to the electric fields and justify our

choice.

3.9.1. Observations in Simulation
First of all, we define two models as follows:

• Phonon: Phonon scattering applied in elastic mean free path calculation for E <

100 eV (refer to Figure 2.2 (a))

• Mott: Mott scattering applied in elastic mean free path calculation for E < 100 eV

(refer to Figure 2.3)

Figure 3.35: Comparison of 𝑧-blur and 𝑥-blur sizes of two models at varying electric fields

From Figure 3.35, it is evident that Phonon is significantly affected by the electric field:

with increasing field strength, both 𝑧-blur and 𝑥-blur sizes increase. In contrast, Mott

remains almost unchanged across the entire range of electric fields.

Figure 3.36: Comparison of useful SE yield of two models at varying electric fields

A similar pattern can be observed in Figure 3.36 regarding the number of useful SE yield.

This is due to the extremely small elastic mean free path calculated with Mott scattering

for E < 100 eV.
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3.9.2. Conceptual Analysis
Comparing Figure 2.2 (a) and Figure 2.3, we can see that elastic scattering will occur

more frequently when applying Mott scattering for 𝐸 < 100 eV than when applying

phonon scattering for the same energy range. This is due to the much shorter Mott elastic

mean free path in the sub-100 eV region. The increased frequency of elastic scatterings

leads to two consequences:

1. The electron blur is smaller (regardless of the electric field).

2. The impact of the electric field is reduced.

For the first point, it is important to note that the “total distance” measured along the

trajectory of the electron depends only on the inelastic mean free path if elastic scattering

does not cause energy loss. This is because the energy cost per unit travel length without

scattering remains the same regardless of whether the electron encounters inelastic or

elastic scattering (assuming the same material). Therefore, the total distance should be

approximately constant, whether phonon or Mott scattering is applied for 𝐸 < 100 eV, as

the inelastic mean free path is identical for both cases. Note that in Nebula simulator,

elastic scattering still causes a very small amount of energy loss, so the total distance will

not be exactly the same in our case.

If we model electron scattering as a Gaussian random walk, we know that the total distance

is proportional to the number of steps, and the end-to-end distance is proportional to

the square root of the number of steps, as shown in Equation 3.4.

𝑅𝑟𝑚𝑠 =
√
⟨𝑅2⟩ =

√
𝑁𝑙2 = 𝑙

√
𝑁 (3.4)

Where 𝑅rms is the root mean square distance (i.e., end-to-end distance), ⟨𝑅2⟩ is the mean

square displacement, 𝑁 is the number of steps, and 𝑙 is the step length. Figure 3.37

compares the end-to-end distance and the ratio of the total distance to the end-to-end

distance at different numbers of steps. We can see that under a fixed total distance, a

higher number of steps results in a smaller end-to-end distance. This explains why more

frequent Mott scatterings lead to smaller electron blur.

Figure 3.37: Comparison of end-to-end distance at different number of steps under a fixed total distance

Regarding the second point, simulations show that the electric field has less impact

when Mott scattering is applied in the sub-100 eV region. This might be because Mott

scattering frequently randomizes the electron’s direction, and the travel paths are very
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short, making it difficult for the electric field to influence the electron’s direction and

speed significantly. As illustrated in Figure 3.38, with the same total distance (i.e., the

sum of each travel path), a greater number of scatterings results in a smaller end-to-end

distance, and the directions of the electrons become more randomized.

Figure 3.38: Illustration of the random walk of an electron with different number of steps and a fixed total

distance

In summary, the frequent elastic scatterings in Mott scattering reduce electron blur and

diminish the impact of the electric field due to the increased randomness and shorter

travel paths of the electrons.

3.9.3. Quantitative Analysis
Table 3.18 presents the number of total scattering (𝑑E > 0), the number of elastic scattering

(0 < 𝑑E < 0.05 eV), the number of inelastic scatterings capable of generating SEs (𝑑E >

bandgap), and their ratios relative to the total number of scatterings.

Table 3.18: Comparison of the number of scatterings for two different models at E = 0 MV/m

MOR

Phonon Mott

𝑁𝑡𝑜𝑡𝑎𝑙 : number of total scatterings 𝑑E >0 2,238,068 5,558,974

𝑁𝑒𝑙𝑎𝑠𝑡𝑖𝑐 : number of elastic scatterings 0 <𝑑E <0.05 eV 2,138,150 5,479,724

𝑁𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑆𝐸 : number of inelastic scatterings

that can generate SEs

𝑑E >bandgap 49,331 48,501

(𝑁𝑒𝑙𝑎𝑠𝑡𝑖𝑐 / 𝑁𝑡𝑜𝑡𝑎𝑙) * 100 95.5 % 98.6 %

(𝑁𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑆𝐸 / 𝑁𝑡𝑜𝑡𝑎𝑙) * 100 2.2 % 0.87 %

Note 1: 𝑑E is the energy loss during the scattering event

Note 2: MOR has a bandgap of 4 eV

Firstly, the number of elastic scattering events is 2.6 times higher in Mott than in Phonon,

as the Mott elastic mean free path is much shorter than the inelastic mean free path at

E < 100 eV, making elastic scattering more likely to happen. Secondly, the number of

inelastic scatterings that generate SEs is relatively similar between the two models. This
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is because SE generation is dominated by the inelastic mean free path, which remains

constant in both models. As discussed in section 2.1.2, the inelastic mean free path

depends on the optical properties of the materials and is unaffected by elastic scattering

calculations. Note that the two ratios do not sum to 100% because longitudinal optical

phonon excitations, counted as inelastic scattering but not generating SEs, is not shown

in this table (Details of the physics mechanism has been discussed in section 1.5.2).

Table 3.19: Comparison of electron blur size and the number of useful SE yield per absorbed photon for

two different models at E = 0 MV/m

MOR

Phonon Mott

Electron blur 1.09 nm 0.81 nm

Number of useful SE yield per absorbed photon 8.8 7.5

Table 3.19 compares the electron blur and the number of useful SE yield per absorbed

photon for both models. The electron blur size is influenced by both elastic and inelastic

mean free paths. Mott has a smaller electron blur due to its shorter elastic mean free

path. Additionally, Mott also exhibits a smaller SE yield because the relatively high

number of elastic scatterings leads to a more pronounced cumulative energy loss, thereby

consuming the energy of the electron and decreasing the probability to generate SE.

Given the extremely short mean free path in Mott, as shown in Figure 2.3, which is

nearly close to the interatomic distance, and the comparatively small electron blur size

of 0.81 nm in the simulation result, Phonon appears to be a better choice. However, it

is important to note that, in reality, the elastic scattering mechanism might involve a

combination of phonon scattering and Mott scattering. With current technology, the

physics of such low-energy electrons in a complex material like MOR remains unknown.

3.10. Feasibility Study
In this section, we will assess the practicality of applying an electric field in the lithography

process. Table 3.20 shows the electron blur sizes of MOR without an electric field and at

the optimal electric field of -400 MV/m, along with their corresponding illustrations.

The electron blur volume (𝑉) is proportional to the square of the 𝑥-blur size and multiply

with the 𝑧-blur size, as shown in Equation 3.5. Thus, we can calculate that the electron

blur volume is increased by 26% from 10.17 nm³ to 12.8 nm³ at the optimal electric field.

𝑉 ∝ (𝜎𝑥+ + 𝜎𝑥−)2 × (𝜎𝑧+ + 𝜎𝑧−) (3.5)

Table 3.21 presents related parameters to quantify the photon shot noise reduction.

The average photon count is proportional to the electron blur volume. Thus, we use

electron blur volume directly to quantify how much photon shot noise is mitigated by

the increased electron blur.

Assuming each event occurs independently (as is the case in the Nebula simulator) and

the average photon count remains constant, we can apply the Poisson distribution to the

analysis. This means the standard deviation will be the square root of the mean value, as

shown in Equation 3.6.
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Table 3.20: Electron blur shape change at the optimal electric field for MOR

Material MOR

Electric field

(MV/m)

0 -400

𝑥-blur size

(nm)

2.16 2.29

𝑧-blur size

(nm)

2.18 2.44

Electron blur

volume

(𝑛𝑚3
)

10.17 12.8

Illustration of

electron blur

Table 3.21: Evaluation of photon shot noise reduction at the optimal electric filed strength for MOR

Material MOR

Electric field 0 MV/m -400 MV/m

Average number of photon count (𝜇) 10.17 12.8

Standard deviation (𝜎)
√

10.17

√
12.8

Coefficient of variation (
𝜎
𝜇 )

1√
10.17

1√
12.8

𝜇 ∝ 𝜎2

(3.6)

The coefficient of variation, defined as the standard deviation (𝜎) divided by the mean

value (𝜇), measures the dispersion of the probability distribution. In our project, it

indicates the percentage variation in the number of photons in a unit blur volume,

representing photon shot noise.

In the simulation results, we observe that applying an electric field of -400 MV/m on

MOR increases the photon counting volume by 26%, but the photon shot noise is only

reduced by 11%. This reduction is too small to incentivize commercializing this method.

Using a slightly higher EUV dose or tuning the photoresist material to be more sensitive

is much cheaper than developing and incorporating the electric field into the current



3.11. Alternative Metrics for Analyzing Electron Blur Size 80

lithography process. Therefore, even though the electric field achieves our project goal

of increasing the 𝑧-blur and photon counting volume, the percentage increase is not

substantial enough for commercialization. Additionally, -400 MV/m is likely already

larger than what is achievable in practice, making the 26% counting volume increase an

overestimate.

Moreover, in section 3.1, we identified -400 MV/m as the "optimal" electric field because

it homogenizes the electron distribution along the 𝑧-direction. However, there is a

possibility that anisotropic blur might be a more important factor than a homogeneous

profile along the 𝑧-direction. In that case, we would need to choose the maximum electric

field that does not exceed the material’s dielectric strength.

3.11. Alternative Metrics for Analyzing Electron Blur Size
In section 3.3, we initially used a metric encompassing 68% of the total electrons to define

the electron blur size. However, we found this metric to be quite sensitive to the tail of

the distribution. To address this issue, we will introduce an alternative metric to measure

the electron blur size and compare the results obtained from both metrics.

We define two electron blur size measurement metrics as follows:

• Metric 1: Blur size = 68% of the total electrons (discussed in section 3.3)

• Metric 2: Blur size =
1

𝑒 of the peak intensity at the center (discussed in section 3.11)

3.11.1. Definition of Blur Size

Figure 3.39: Definition of electron blur size. (a) Metric 1: 68% of the total electron distribution (b) Metric 2:

The region where the intensity is within
1

𝑒 of the peak intensity at the center

Figure 3.39 (a) illustrates the original Metric 1 and Figure 3.39 (b) presents the Metric 2.

Unlike the original metric, the new metric is less influenced by the tail, as it is based on

the peak intensity at the center.

The definition of 𝑥-blur and 𝑧-blur in Metric 2 are shown in Figure 3.40. In the following

sections, we will present the results obtained using the new metric and use MOR as

an example. In this section, 600,000 photoelectrons are generated at 𝑥 = 0 nm and 𝑧 =
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-10 nm. Given that the
1

𝑒 of the peak intensity can be quite sensitive to the randomness

inherent in the simulation, we increased the number of photoelectrons to 600,000 to

minimize the error bars caused by this randomness.

Figure 3.40: Illustration of (a) 𝑥-blur definition with new metric (b) spatial distribution along x direction

with a center of 𝑥 = 0 nm (c) 𝑧-blur definition with new metric (d) spatial distribution along 𝑧 direction with

a center of 𝑧 = -10 nm

3.11.2. 𝑥-blur
Figure 3.41 (a) shows the number of useful scatterings along the x-direction, and Figure

3.41 (b) presents its normalized version.

Figure 3.41: MOR (a) Secondary electron distributions along the x-direction (Zoomed-in plot from 𝑥 = -2.5

nm to 𝑥 = 2.5 nm) (b) Normalized zoomed-in plot
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Comparing Table 3.4 and Table 3.23, we observe that using Metric 2 results in a less

significant percentage increase in 𝑥-blur size, with a 9.63% increase at 𝐸 = −1000 MV/m,

compared to a 43.06% increase using Metric 1. This implies that the electric field has

a more pronounced effect on the tail of the distribution, as more low-energy electrons

with large mean free paths are significantly affected by the electric field.

Table 3.22: Quantitative analysis of 𝑥-blur of MOR

Electric field

(MV/m)

𝜎𝑥+,1/𝑒
(nm)

𝜎𝑥−,1/𝑒
(nm)

𝜎𝑥+,1/𝑒 + 𝜎𝑥−,1/𝑒
(nm)

Percentage increase

(%)

0 0.65 -0.65 1.30 0.00

-100 0.65 -0.65 1.31 0.23

-300 0.66 -0.66 1.32 1.09

-400 0.66 -0.66 1.33 1.68

-500 0.67 -0.67 1.33 2.23

-600 0.67 -0.67 1.35 3.20

-700 0.68 -0.68 1.36 4.32

-850 0.70 -0.70 1.39 6.86

-1000 0.72 -0.72 1.43 9.63

Note: Percentage increase (%) is the 𝑥-blur size at varying electric fields relative to

the 𝑥-blur size at E = 0 MV/m

3.11.3. 𝑧-blur
Figure 3.42 (a) shows the number of secondary electrons along the 𝑧-direction, and

Figure 3.42 (b) presents its normalized version.

Figure 3.42: MOR (a) Number of along the 𝑧-direction (b) Normalized plot

Comparing Table 3.6 and Table 3.23, we see that using Metric 2 results in a much less

significant percentage increase in 𝑧-blur size, with only a 3.11% increase at 𝐸 = −1000

MV/m, compared to an 87.16% increase using Metric 1. This discrepancy arises because

the extended lower 𝑧-blur caused by the electric field is primarily in the tail region and

most of them are not included in the
1

𝑒 range of Metric 2.
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Table 3.23: Quantitative analysis of 𝑧-blur of MOR

Electric field

(MV/m)

𝜎𝑧+,1/𝑒
(nm)

𝜎𝑧−,1/𝑒
(nm)

𝜎𝑧+,1/𝑒 + 𝜎𝑧−,1/𝑒
(nm)

Percentage increase

(%)

0 0.65 0.65 1.30 0.00

-100 0.65 0.66 1.31 0.69

-300 0.64 0.67 1.31 0.67

-400 0.64 0.69 1.32 1.47

-500 0.63 0.69 1.31 0.67

-600 0.63 0.70 1.33 1.73

-700 0.62 0.70 1.32 1.49

-850 0.62 0.72 1.33 2.23

-1000 0.61 0.74 1.35 3.11

Note: Percentage increase (%) is the 𝑧-blur size at varying electric fields relative to

the 𝑧-blur size at E = 0 MV/m

3.11.4. Anisotropy (S)
Interestingly, with Metric 2, we observe that anisotropy decreases with increasing electric

field, as shown in Table 3.24. This is because the percentage increase in 𝑥-blur is greater

than that in 𝑧-blur. This result contrasts with those obtained using Metric 1, where

anisotropy increases with the electric field. The primary reason for this difference is that

the electric field affects low-energy electrons more significantly, which are predominantly

located in the tail region. Metric 1 takes the tail region into account by calculating the

total number of electrons, whereas Metric 2 focuses on the peak intensity at the center

and sort of excludes the tail region.

Table 3.24: MOR: Compare 𝑥-blur and 𝑧-blur using anisotropy (S)

Electric field

(MV/m)

𝜎𝑧+,1/𝑒 + 𝜎𝑧−,1/𝑒
(nm)

𝜎𝑥+,1/𝑒 + 𝜎𝑥−,1/𝑒
(nm)

S

0 1.30 1.30 1

-100 1.31 1.31 1

-300 1.31 1.32 0.99

-400 1.32 1.33 0.99

-500 1.31 1.33 0.98

-600 1.33 1.35 0.99

-700 1.32 1.36 0.97

-850 1.33 1.39 0.96

-1000 1.35 1.43 0.94

In summary, by using Metric 2 to quantify the electron blur, we found two key points:

1. The electric field affects the tails more than the center.

2. The 𝑥-blur increases more than the 𝑧-blur when using Metric 2.

For the first point, this is because most low-energy electrons are located in the tail, and

the electric field has a more significant effect on low-energy electrons, as discussed in

section 3.5. When the electric field influences these electrons in the tail, Metric 2 cannot
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measure those changes. This fact might be problematic, as a wide tail might reduce

contrast in lithography patterning.

For the second point, since the electric field is applied along the 𝑧-direction, the upper

𝑧-blur is dragged downwards. Consequently, with Metric 2, the upper 𝑧-blur under the

influence of the electric field will be much smaller than when using Metric 1, as all upper

electrons are concentrated near the center. However, the lower 𝑧-blur is not as obviously

affected by the electric field because these low-energy electrons are mainly outside the
1

𝑒

range of the peak intensity.

These findings demonstrate that future investigations into the effects of electric fields need

to consider that a single metric might not fully represent the field’s impact. Additionally,

further studies are needed to determine whether the presence of low-energy electrons

in the tail region of the electron distribution is beneficial or detrimental to pattern

resolution.



4
Conclusion

The objective of this thesis is to enhance pattern performance under a fixed EUV dose by

applying an electric field to the resist layer. The project employs Nebula, an open-source

Monte Carlo simulator to simulate the electron-matter interactions inside the resist

material. The source code was modified to incorporate the electric field, the material

parameters are corrected, and the generation method of photoelectrons is tailored to

better reflect real-world conditions. Additionally, several Nebula settings were changed

to accommodate MOR material and record only the relevant electron scattering events

within the resist.

The simulation results indicate that applying the electric field yields three main benefits

for photoresist in EUV lithography:

• Anisotropic electron blur: The electron blur is more pronounced in the 𝑧-direction

than in the 𝑥/𝑦 directions, reducing LER and increasing the counting volume for

each absorbed photon.

• Asymmetry electron blur in the 𝑧-direction: This leads to more chemical conver-

sion deeper within the resist, alleviating the uneven chemical gradient along the

𝑧-direction.

• Increased SE yield per absorbed photon: This enhances the probability of each

photon performing chemical work, mitigating the photon shot noise problem in

EUV lithography.

The optimal electric field for creating anisotropic blur without compromising resolution

was found to be -400 MV/m for both MOR and PMMA. At these optimal fields, the

𝑧-direction blur is increased by 11.93% while 𝑥-direction blur is increased by 6.02% for

MOR, with a 3.41% increase in SE yield per absorbed photon. For PMMA, the 𝑧-direction

blur is increased by 10.17% while the 𝑥-direction blur increased by 6.02% with a 3.39%

increase in SE yield per absorbed photon.

The simulation result (without an electric field) were validated with experimental data

from the literature. The SE yield per absorbed photon for MOR and PMMA were

consistent with literature values. The deformation potential in phonon properties of the

material file is tuned within a logical range for both materials to obtain a more reasonable

electron blur sizes.

Furthermore, we qualitatively and quantitatively analyzed the physics mechanisms

85
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behind several interesting phenomena observed in the simulation. We found that the

electric field has a greater effect of lower-energy SEs due to their larger mean free path,

amplifying the influence of the electric field. Changing the cut-off energy from the

vacuum level to the conduction band bottom magnified the electric field’s effect, as

electrons between these energy levels can gain energy from the electric field, increasing

the useful scatterings. Additionally, correcting the valence band width in the material

file from 0 eV to 2 eV reduced the number of useful scatterings depends on the minimum

energy required for useful scattering when no external bias is applied, while the influence

of the electric field is mainly determined by the energy difference between this minimum

energy and the cut-off energy. The model with Mott scattering applied below 100 eV

energies region is also compared with the model applied with acoustic phonon scattering.

The comparison shows that phonon scattering might be a better choice.

Overall, the simulation results in this study indicate that applying an electric field to

MOR can indeed increase the electron blur in 𝑧-direction and mitigate the problem of

photon shot noise under fixed EUV exposure. However, the magnitude of improvement

is not substantial enough to counteract the cost and effort of incorporating electric field

setup into the current lithography process. It should be noted that our investigation

was conducted entirely through computational methods. Despite our best efforts to

accurately model the physics involved, the simulation has several limitations, which will

be discussed in the next chapter. Therefore, we recommend experimental validation of

the model.



5
Recommendations

In Chapter 5, the limitations of simulation will be discussed in section 5.1, and how the

simulation model can be tuned and further improved by experiments will be elaborated

in section 5.2.

5.1. Limitations of Simulation
Firstly, the electronic band structure utilized in Nebula is simplified. In reality, there is

no clear boundary between the valence band, conduction band and band gap. The band

is composed of several orbitals that might overlap. However, to simulate the electronic

excitation and electron scattering events in detail, a simplified band structure is useful to

mimic the most probable events.

Secondly, some material properties are difficult to find in the literature. For instance,

as discussed in section 2.1.3, the valence band width is initially set to 0 eV by default,

which is not physically accurate. Measuring the exact valence band width experimentally

is challenging, and values calculated from DFT might not reflect the real situation.

Moreover, the relevant studies of MOR is restricted to the MOR vendors themselves and

not publicly accessible. Consequently, the band gap information is roughly estimated

from optical data, and the electron affinity is found in only one source. Moreover,

obtaining phonon properties is essential for calculating the elastic mean free path in the

E < 100 eV region. Unfortunately, the phonon parameters for both MOR and PMMA

remain unknown and are challenging to determine experimentally due to their complex

structures. Also, distinguishing phonon scattering from other types of scattering is very

challenging. Therefore, as detailed in section 3.4, the deformation potentials for both

MOR and PMMA were adjusted until the simulated electron blur sizes matched the

values reported in the literature.

Thirdly, the physical mechanisms below 100 eV may involve a combination of acoustic

phonon scattering and Mott scattering, rather than purely acoustic phonon scattering

alone. However, understanding the behavior of low-energy electrons in complex materials

such as MOR and PMMA remains incomplete due to current technological limitations.

Additionally, the acoustic phonon scattering model applied here is primarily developed

for crystalline materials, potentially leading to discrepancies in how electrons behave

between crystalline materials and amorphous materials like MOR and PMMA.

Finally, the Nebula simulator does not include all physics mechanisms. Actually, no
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existing simulator can perfectly replicate the real scenarios. Details on what is missing

in Nebula can be found in Chapter 6 in the work done by Luc van Kessel [60].

5.2. Future Work
Several parameters in this simulation model can be tuned to calibrate the experimental

data. For example, as shown in section 2.2.2, the energy loss filter is set to 4.33 eV for

MOR based on literature values, and 6.6 eV for PMMA, assuming 1 eV is sufficient

for chemistry. Experiments, such as atomic force microscopy (AFM) combined with

low-energy electron microscopy (LEEM), can be conducted on MOR and PMMA (or

CAR) to determine the exact energy needed to induce chemical reactions by monitoring

the relationship between resist thickness loss and the energy of the incoming electron

beam.

Moreover, in this project, as discussed in section 2.2.2, we assume an electron is needed

to drive chemical reactions and thus exclude the effect of phonon scattering. However,

as noted in many studies, the chemical reactions inside the resist material under EUV

exposure are not well understood. There might be a chance that energy loss via phonon

scattering can facilitate ligand dissociation in MOR and acid generation in CAR. This

can be tested by calibrating the energy loss filter in the model and comparing it with

experimental results. For example, if the number of chemical reactions per absorbed

photon exceeds the SE yield per absorbed photon, it might indicate that phonon scattering

contribute to the chemistry.

Furthermore, the current version of Nebula does not include a polaron trapping mecha-

nism. When electrons (or holes) move through a solid, the material polarizes, slowing

the electron down. This interaction can distort the surrounding structure, creating

a “bubble” of distortion that moves along with the electron. The combination of the

electron and the surrounding distortion is called a polaron, as shown in Figure 5.1 [41] .

Figure 5.1: Schematic illustration of the formation of a polaron [41]

Polarons can get trapped at certain sites within materials, such as defects and impurities .

The mechanism of polaron trapping is more significant for low-energy electrons [45].

Low-energy electrons (i.e., those with low kinetic energy) move more slowly, increasing

the likelihood of the polaron interacting strongly with the material and getting stuck in a

trapping site. At higher energy, the polaron moves faster and is less likely to get trapped
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because it can zip past potential trapping sites more easily. Polaron trapping is more

effective in polymers like PMMA than in crystalline materials like silicon [102]. Polymers

have more irregularities, such as chain ends, folds, and varying chain orientations, which

can act as trapping sites for polarons. Additionally, polymers are more flexible and more

easily distorted, making them more conducive to polaron trapping.

If we include polaron trapping in Nebula, we expect three kinds of effects:

1. Decrease in electron blur: Trapped polarons reduce the overall spread of electrons

in the material.

2. Decrease in SE yield: Trapped polarons cannot produce SE, leading to lower SE

yield.

3. Decrease in electric field effect: Since polaron trapping is more effective for low-

energy electrons, and the electric field has a more significant effect on low-energy

electrons, the overall impact of the electric field might be reduced.

Lastly, the material parameters used in this project are not from a single source but from

various experimental values in different literature. More specific material parameters

for MOR, PMMA and CAR should be obtained from XPS experiments, using consistent

experimental methods. PMMA is used in this project because CAR is not accessible

due to intellectual property rights of vendors. However, collaboration with vendors

might allow access to both MOR and CAR, enabling in-house experiments. This would

ensure the quality of material parameters used in the model and make the comparison

of simulation results between MOR and CAR more meaningful.
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A
Material Properties

In Appendix A.1 and A.3, the material parameters of MOR and PMMA are shown

respectively. In Appendix A.2 and A.4, the optical data of MOR and PMMA are

presented, where for each column, the first parameter is the photon energy and the

second parameter is ELF at near zero momentum, as shown in Figure 2.1.

A.1. MOR material parameters
name: inpria_30keV
density: 2.5 g/cm³

elements:
Sn: { count: 12, Z: 50, M: 118.71 g/mol }
C: { count: 48, Z: 6, M: 12.011 g/mol }
H: { count: 116, Z: 1, M: 1.008 g/mol }
O: { count: 22, Z: 8, M: 15.999 g/mol }

band_structure:
model: insulator
valence: 2 eV # set a value other than 0, no literature proof.
band_gap: 4 eV # Estimated from optical data
affinity: 1.13 eV # from : doi: 10.1117/12.2553055

optical:
df_file: df_inpria_30keV.dat

phonon:
lattice: 1.54 Å # C-C bond length

isotropic:
ac_def: 3 eV # Unknown, tuned such that reasonable mean free

# paths were obtained

longitudinal:
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c_s: 2746 m/s # PMMA

transversal:
c_s: 1392 m/s # PMMA
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A.2. MOR optical data
-1
0.001 1e-10
4.304 1e-10
4.305 0.004
4.441 0.013
4.581 0.023
4.725 0.032
4.874 0.04
5.027 0.047
5.186 0.054
5.349 0.066
5.518 0.079
5.691 0.079
5.871 0.082
6.056 0.088
6.246 0.088
6.443 0.09
6.646 0.102
6.855 0.119
7.071 0.124
7.294 0.128
7.524 0.126
7.761 0.121
8.005 0.124
8.257 0.128
8.517 0.132
8.786 0.134
9.062 0.134
9.348 0.139
9.642 0.151
9.946 0.174
10.259 0.191
10.582 0.223
10.916 0.248
11.259 0.283
11.614 0.321
11.98 0.354
12.357 0.417

12.746 0.473
13.148 0.531
13.562 0.579
13.989 0.628
14.43 0.683
14.884 0.763
15.353 0.823
15.837 0.893
16.335 0.95
16.85 0.988
17.381 0.944
17.928 0.857
18.493 0.906
19.075 0.905
19.676 0.87
20.296 0.885
20.935 0.889
21.594 0.838
22.275 0.78
22.976 0.743
23.7 0.672
24.446 0.594
25.216 0.54
26.01 0.475
26.83 0.414
27.675 0.383
28.546 0.354
29.446 0.301
30.373 0.275
31.33 0.272
32.317 0.252
33.334 0.224
34.384 0.195
35.467 0.187
36.584 0.177
37.737 0.148
38.925 0.138
40.151 0.129

41.416 0.123
42.721 0.118
44.066 0.111
45.454 0.104
46.886 0.099
48.362 0.094
49.886 0.091
51.457 0.09
53.078 0.088
54.75 0.083
56.474 0.077
58.253 0.075
60.088 0.075
61.98 0.075
63.932 0.07
65.946 0.066
68.023 0.063
70.166 0.06
72.376 0.055
74.655 0.049
77.007 0.046
79.432 0.046
81.934 0.045
84.515 0.043
87.177 0.039
89.923 0.034
92.755 0.029
95.676 0.024
98.69 0.021
101.799 0.023
105.005 0.025
108.312 0.021
111.724 0.017
115.242 0.015
118.872 0.012
122.617 0.01
126.478 0.008



A.3. PMMA material parameters 100

A.3. PMMA material parameters
elements:

H: { count: 8, Z: 1, M: 1.008 g/mol }
C: { count: 5, Z: 6, M: 12.011 g/mol }
O: { count: 2, Z: 8, M: 15.999 g/mol }

band_structure:
model: insulator
valence: 2 eV # set a value other than 0, no literature proof.
band_gap: 5.6 eV # from: https://doi.org/10.1063/1.2197973
affinity: 2.5 eV # from: https://doi.org/10.1063/1.2197973

optical:
df_file: df_PMMA.dat

phonon:
lattice: 1.54 Å # C-C bond length

isotropic:
ac_def: 0.9 eV # Unknown, tuned such that reasonable mean free

# paths were obtained

longitudinal:
c_s: 2746 m/s # D. Christman, General Motors (1972)

transversal:
c_s: 1392 m/s # D. Christman, General Motors (1972)
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A.4. PMMA optical data
3 5 284 543 -1
0.12398 0.029106978
0.136378 0.026797948
0.142577 0.155646214
0.148776 0.158600408
0.161174 0.054387977
0.173572 0.029106978
0.179771 0.096022715
0.18597 0.014571311
0.210766 0.011847639
0.2144854 0.173010381
0.2182048 0.020469518
0.223164 0.00812795
0.3 0.00001
1 0.00001
2 0.00001
2.5 0.00001
3 0.000384733
4 0.001810741
5 0.00327799
6 0.015
7 0.02

8 0.07
9 0.105
10 0.145
11 0.205
12 0.26
13 0.315
14 0.39
15 0.49
16 0.595
17 0.7
18 0.79
19 0.845
20 0.905
21 0.93
22 0.93
23 0.91
24 0.88
27 0.705
30 0.54
33 0.38
40 0.175657397
50 0.083215765

60 0.046493839
70 0.028319664
80 0.018589307
100 0.009314816
125 0.004482031
250 0.000397388
287.17 0.002632164
329.88 0.00168431
378.93 0.001073104
435.28 0.000662088
500 0.000407149
543 0.000304282
544 0.000581287
1000 6.59348E-05
2000 4.75978E-06
4000 3.10476E-07
8000 1.84458E-08
16000 1.20048E-09
30000 2.0427E-10
-1 -1



B
High Performance Cluster

Computational Resource

Figure B.1 shows increasing the number of CPU cores on hpc can speed up the simu-

lation significantly, which is very helpful when we are simulating a large number of

photoelectrons and their following electron cascade.

Figure B.1: The effect of the number of CPU cores on simulation time
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