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Preface

This thesis that I have written marks the final part of the Bachelor Applied Mathematics at Delft
University of Technology. In this thesis an application of coding theory is discussed which is quite
important in many sectors of mathematics, computer science and electrical engineering. Prior to
this project I followed the courses Linear Algebra 1, Algebra 1 and the minor course Computer
Organisation, from which grew the interest in applications of vector spaces, group theory, modular
arithmetic and storing data. This, thereafter led to choosing the elective course Applied Algebra:
Codes. This course discussed the fallibility of message transmission and the power of error-correcting
codes using Linear Algebra. After finishing these courses I knew that I wanted to do a project related
to these subjects, in particular related to coding theory, because coding theory is quite vast and
there is a lot more to be studied, given its many applications in telecommunication, for instance in
5G [1] .

In the course there is an extensive focus on the performances of codes with respects to error
correction, this power, once again became clear in this project where the focus will be on cyclic
redundancy checks in combination with such an error-correcting code and how this impacts the
probability that an undetected error occurs. Cyclic redundancy checks also play an important role
in telecommunication systems.

I would like to use this part of the thesis to express my gratitude towards my supervisor Dr.
Jos Weber for guiding me in the right direction and giving me insights into the project and useful
background information.

Jochem de Jong
Delft, June 29, 2023



Abstract

Every day an extremely large amount of messages get sent over the internet, radio, WiFi, etc.
These messages need to be encoded in order to protect the important data. However just like
many of these systems messages can get corrupted over a certain channel due to noise, fluctuations
in power or temperature etc. [2] Therefore cyclic redundancy checks (CRC), which are bits that
are appended to message words to protect the data, are used to detect these errors. This is done
by using CRC polynomials. An occurring undetected error is possible in any case, therefore we
need to study closely the probability of an undetected error occurring, that is the probability that
the received, erroneous data is accepted as the transmitted message. The code words that are
the results of adding cyclic redunancy checks (CRC) can also be combined with an error-correcting
codes like BCH codes. As shown in [3] combining CRC polynomials with error-correcting can reduce
the previously mentioned probability, but one CRC polynomial can perform better. In this thesis
these CRC polynomials are studied in combination with certain different codes and are evaluated
based on their performance with respects to their undetected error probability. Two examples of
codes are given, in the first example a CRC polynomial is found that does not perform well in
the system without using an error-correcting code, but performs the best in the system with an
error-correcting code. An analysis is done which shows that by looking at consecutive roots of the
generator polynomial, optimal CRC polynomials can be found. The second example uses a different
code and finds another optimal CRC polynomial.
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Chapter 1

Introduction

1.1 Motivation

The worst outcome in telecommunication is when mistakes are made but not detected and thus go
through as though it were correct. However due to fallibility this cannot be prevented. It is vital
that communication is done without interference or corruption. We can however detect failure by
using cyclic redundancy checks (CRC). Systems that use CRC are implemented in many sectors of
telecommunication. The disadvantage of CRC systems however is that errors can only be detected
but not corrected since in case of failure a resubmission request is made. However error-correcting
codes can be used together with CRC systems to be able to correct the errors that are made. In
this case the probability that errors are undetected decreases because this scheme uses two steps
for decoding, and thus there is a higher probability of detecting the error. This makes it a useful
implementation but it gives rise to re-evaluate the respective performance of CRC polynomials
when comparing both implementations, one without the error-correcting code and the other with
an error-correcting code. In this thesis these two systems are compared in terms of CRC polynomial
evaluation.

1.2 Thesis Statement

The paper of K.A. Abdel-Ghaffar named ”CRC in Coded Schemes with Bounded-Distance Decod-
ing” [3] is what gives rise to the purpose of this thesis. In this paper it is discussed that some
CRC polynomials perform well in the regular CRC systems, whereas in combination with an error-
correcting code they perform less optimal. Here a selection method is also given in finding an
optimal CRC polynomial by selecting those polynomials that generate the fewest amount of lower
weight code words. This however is a selection based on continuously dividing polynomials which
can take a long time. In this thesis the focus will generally be on the polynomials themselves and
specifically the amount of consecutive roots that they have to be able to say something about the
minimal weight before looking at the actual weight distribution and aims to find a method that
finds optimal CRC polynomials based on comparing the amount of consecutive roots.

1.3 Organization

In this section a general summary of the chapters is given of this thesis

Chapter 2: Prerequisites
In this chapter the back ground information on error-correcting codes is given and the set up is given



for the two CRC systems that will be evaluated later and the formulas that are used to calculated
the undetected error probability are given, which are later used to find the results.

Chapter 3: CRC systems with BCH codes

This chapter gives the main results that are found in this thesis. Two different BCH codes are
used to compare CRC polynomial performance and a method is given to explain why some CRC
polynomials perform better.

Chapter 4: Conclusions and Discussion

This chapter gives all the conclusions based on the results of this thesis and a discussion is done
with respect to future research.
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Chapter 2

Prerequisites

In this chapter some basic concepts are explained before looking into the different kind of CRC
polynomials. In Section [2.T] we will give the assumptions on the channel that we will use throughout
this thesis to avoid any ambiguity. In Section [2.2]the relevant concepts of coding are given, followed
by the explanation in full detail of CRC encoding and decoding and the two different systems in
Section and and we will give the corresponding formulas for the probability of an undetected
€rror occurring.

2.1 Channel Assumptions

Before we can look into CRC polynomials the assumptions on the channel need to be clear to not
create any ambiguity or unclarity. First we assume all transferred messages to be binary words of
fixed length, so bits are only equal to 0’s or 1’s. We assume that no insertions or deletions are
created during transmission, that is no bits are deleted or inserted resulting in a different length of
code words. Data corruption can only occur through bit flipping which is the process of 0’s changing
in 1’s and vice versa. Throughout the thesis we use a binary symmetrical channel, which means
that these respective probabilities are equal. The probability of a bit flipping will be denoted by
p, this in turn means that 1 — p is the general probability of a bit not changing. This process of
bit flipping is what makes the process vulnerable to undetected errors, which is what we want to
prevent and therefore we need to reduce the probability of an undetected error occurring. This can
also be seen in Figure [2.1]

1-p

1 >
1-p

Figure 2.1: A symmetrical channel with probability p that a bit flips

We will also assume that these bit flips are independent on each other, i.e., the event that a bit
flips (and thus an error occurs) does not depend on the event that a neighbouring bit (or any other
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bit) flips. It is a realistic process that these probabilities are not independent, because errors can
come in bursts, for example and can definitely cause significant data loss, as explained in [6]. The
problem of burst errors can be resolved with a process called interleaving, however that will be
outside the scope of this thesis.

2.2 Coding Theory

In this section we will first give an introduction on linear codes. Linear codes are used because they
have special linear algebra properties. Codes are sets of binary words that have a fixed length, in
particular cyclic codes, which are a special type of linear codes are used widely because there a
lot of properties that come from linear algebra that can be used to determine the error-correcting
performance of the code. There are many different kind of cyclic codes such as BCH codes, that
will also be used in this thesis.

2.2.1 Definition Linear Code

Let (F2)™ be the set of binary words of length n, i.e:
(F3)" = {a = apaq - - - ap—1 such that ag,...,a,—1 € {0,1}}

A code C is a subset of (F3)™. Note that the words from (IF3)™ can equivalently be regarded as (row)
vectors of length n. This immediately gives rise to use linear algebra, therefore we first define linear
codes.

Let C C (F2)™ be a code. C is linear if all combinations of code words are also code words, i.e., a
linear code is contained under addition and multiplication with a scalar, with the scalar being either
a 0 or a 1 since we use a binary field. This immediately implies that all linear codes contain the
zero-vector, i.e., the word that has all bits equal to 0. Notice that the code words can equivalently
be represented as (row) vectors, thus we can regard a linear code as a linear vector space. Hence
we can find a basis for the code, that is, a set of linearly independent words (vectors) that span
the whole code. The amount of code words in a basis for C is given by the parameter k, which is
the dimension of the code. All codes have another parameter which is the minimal distance d. d is
such that d(x,y) > d for all x,y € C, where d(x,y) is equal to the amount of bits in which x and y
differ. The handy property of linear codes is that d is equal to the code word with minimal weight
of C, i.e., the code word that has the least amount of bits equal to 1. We write that C is a [n, k, d|
code with length n, dimension k£ and minimal distance d.

2.2.2 Polynomial Representation

In Section we have given the defintion of a linear code. As stated, each binary word of length
n can be represented as a (row) vector of length n. An equivalent way of writing a code word
is by writing its polynomial representation. For a binary word ¢ = cpcy...cp—1 of length n, its
polynomial representation is given by

n—1
c(x) = E art =co+ x4t + 4 cpo1z™”
i=0

1

We denote its degree by deg(c(z)) and note that deg(c(z)) < n—1, since the coefficients co, . .., cp—1
can all be equal to either 0 or 1.
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2.2.3 Polynomial code

Now that we have given the polynomial representation we can define a polynomial code. A poly-
nomial code is a special type of linear codes. Let g(x) be a polynomial. Suppose that C is a linear
code. Then C is called a polynomial code if for each code word ¢ € C, ¢(z) is divisible by g(x).
Suppose that g(z) has degree [. This means that for ¢ € C it holds that ¢(x) = a(z)g(x) for some
binary word a(z) for which deg(a(z)) < n — . In other words, we can write any cyclic code C that
has g(x) as corresponding polynomial in the following way:

¢ = {a(x)g(x) | degla(x)) <n —1}

We call g(x) the generator polynomial of C, since it generates the codes.

2.2.4 Cyclic Codes

A cyclic code C is a linear code that is contained under cyclic shifts. That is, for all code words
c = cocy - cp—1 € C, its cyclic shift 7(c) = ¢p—1c9c1 - cn—2 € C. The handy property is that a
cyclic code is generated by a generator polynomial g(x), such that g(x) divides ™ — 1, or in other
words, cyclic codes are a special type of polynomial codes. This generator polynomial g(z) is used
to encode our messages. Suppose a transmitted message u of length k is sent. This message gets
encoded, using code C to a code word c of length n, by multiplying its polynomial representation
with the generator polynomial g(x). Therefore there is a redundancy of | = n — k bits. c is the
code word that gets sent over the channel, where errors can occur. The resulting word ¢, then gets
decoded over a decoding channel.

2.2.5 Decoding

The decoder that is used is a t-bounded-distance decoder, that works as followed and is described
in [3]. Given two words x and y, the Hamming Distance d(x,y) between x and y is defined as the
amount of bits in which x and y differ. Let d be the minimal distance between any two code words
in C. Suppose now that ¢ € C is the transmitted code word over the channel. The received word
¢ might be unequal to ¢ due to possible errors occurring. The word ¢ is then sent to a decoding
channel that is capable of correcting at most ¢ = L%J errors. It finds a code word a € C closest
to € such that the Hamming Distance between a and ¢ is at most . Therefore if at most ¢ errors
occur, the decoding is successful. If however more than ¢ errors occur, two things can happen:

e There is another code word a € C within hamming distance less than ¢ to ¢, and thus the
decoded message is other than c, since ¢ and ¢ have hamming distance higher than ¢. Therefore
the decoding returns the wrong code word. This results in an undetected error.

e The received word ¢ is not a code word from C and there are no other code words within distance
t to ¢, therefore the channel is not able to decode the message, in which case resubmission is
requested, this results in a decoding failure.

In the first of these two cases there is an undetected error, since the channel finds a code word other
than ¢ within ¢ distance of the ¢, despite the fact that more than t errors occurred. Therefore the
message gets wrongfully decoded and thus the message is distorted. In the case of the decoding
failure re-submission is requested resulting in no problem since the error is still being detected.
Therefore it is highly important to be able to reduce the undetected error probability.
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Figure 2.2: Undetected error occurring in a ¢-bounded-distance decoder

In Figure the decoding system is visually described in the case that an undetected error occurs.
The larger circle represents (F2)™, which is the full collection of binary code words of length n. The
middle of the smaller circles represent the code words of C. If the word ¢ is inside the smaller circle
corresponding to c, then at most ¢ errors have occurred and the code word is successfully decoded.
If however ¢ is in a different smaller circle, as visualised in Figure it means that more than ¢
errors have occurred and thus the decode result is a code word a and there is an undetected error.
Lastly if € is outside of any smaller circle it means that it is in (F2)"\C and thus also more than ¢
errors have occurred, but in this case there is no code word with distance ¢ closest to ¢ and thus a
decode failure occurs and resubmission is requested.

2.3 CRC without error correcting codes

With the use of CRC polynomials in combination with an error-correcting code we wish to reduce
the probability of an undetected error occurring. But we have to be careful with our polynomial
choice since the performance of CRC polynomials can change respectively when combining the CRC
polynomials with an error-correcting code, as is already discussed in [3]. Before we introduce the
combination of error-correcting codes we will explain how CRC works when not combining with
an error-correcting code. We can view a CRC polynomial gcrc(z) as a generator polynomial that
generates a linear code Corc, thus Ccrce is a polynomial code.

2.3.1 CRC encoding

Suppose a = (am—1, m-2,- - -, a0) of is the message of m bits we want to send and that the degree
of gorc(x) is . Then a is encoded to a code word ¢ € Ccre of m+1 bits. This is done by appending
I bits, depending on a division. This is done by noting the following:

z'a(x) = r(z) mod gcre(z)

14



for some remainder polynomial r(z), for which deg(r) < . This remainder is found by dividing
zla(x) by gcre(z), as the modular arithmetic implies. CRC works by calculating this remainder
polynomial 7(x) and then appending the corresponding bits to the message a(z). In Figure the
encoding system is visualised.

m + [ bits
c=(a,r)
m bits l bits
€«“————>C—————>
a r

Figure 2.3: Encoding scheme for CRC codes

Before we introduce the decoding scheme we will first show that, this way of encoding the messages
is well-defined, that is: Ccre forms a polynomial code with generator polynomial gcre ().

Theorem 2.1. Let ¢ be a CRC-word and let gorc(x) be the corresponding CRC-polynomial with
degree 1, then goro(x) generates a polynomial code Ccre.

Proof. We only need to show that gcrc(x) generates the code, by showing that each CRC-word is
indeed divisible by gcrc(z). Let a = (am—1,@m—2, ..., a9). Therefore, equivalently a(z) = ap+ajz+
asx? + -+ + apm_12™ L. Note that 2'a(x) = r(z) mod gore(z), where 7(z) = (rj_1,71-2,...,70).
Also note that ¢ = (a,r), thus we can write, equivalently in polynomial representation:

C(:L’) — amilxm—&-l—l + am72$m+l—2 I (IoSL'l + T‘l_ll'l_l + TZ—QI'Z_Q + 1

= zla(z) + r(x)

But z'a(x) + r(z) is divisible by gcrc(z) by definition of r(z), thus ¢ is divisible by gcrc(z) O

Therefore, gcre(z) is indeed the generator polynomal of a cyclic code Cere.

2.3.2 CRC decoding

CRC decoding is done solely by checking whether the received word is a CRC-word or not. If the
word is a CRC-word, the word is accepted and is the decoded word. The CRC word c gets sent
over the channel and the result is a word ¢. If € is divisible by gcrc(x), the received word is a
CRC-word and is thus accepted as the decoded word. If however ¢(z) is not divisible by gcrc(z),
an error has occurred and thus a decoding failure occurs and resubmission is requested. If this is
not the case the message gets rejected and thus there is a decoding failure, as is visualized in Figure

24
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Decoding is €

Channel

Decoding failure

Figure 2.4: Decoding system for CRC codes

2.3.3 Undetected error probability

Remember that the probability that an individual bit flips equals p, as defined in Section We
will now calculate the probability that an undetected error occurs for the CRC-system. Remem-
ber that an undetected occurs in the following case: First a message of m bits is encoded using
CRC-encoding and the resulting code word ¢ of length m + [ bits is transmitted through a certain
channel. A word ¢ # c is then received and thus an error has occurred. In the case of an undetected
error, € is a different CRC code word and is wrongly accepted as the transmitted code word. Now,
let AJ"C denote the amount of code words of weight w in Ccre, that is the amount of the words
with weight w that are divisible by gcre(z). A" are called the weight enumerators of Corc. We
will now give the following theorem:

Theorem 2.2. Suppose the length of the message words is m. Let Corc be the linear code generated
by gore(x), with deg(gero(x)) =1 and let AJS"C be the weight enumerators of Corc. Then, for a
transmitted code word, and channel error rate p, the probability that an undetected error, P, occurs

s equal to:
m-l

Pue(p) = Z A%Cchw(l - p)erliw
w=1

Proof. We can assume W.L.O.G. that the transmitted code word is 0, which is the zero code word,
because Cogce is a linear code. Let ¢ be a CRC-word of weight w, that is: € consists of w bits equal
to 1 and m + I — w bits equal to 0. The probability that 0 turns into ¢, is therefore equal to the
probability that w bits equal to 0 turn into bits equal to 1 and that the remaining m + [ — w bits,
do not flip. Thus

P(0 turns into &) = p*(1 — p)™+-v

Note that ¢ was an arbitrary code word of weight w and thus:

P(0 turns into a code word of weight w) = AJerep¥@ (1 — p)mHi-w (2.1)
Now we only need to sum for all weights w and this gives the result. O

2.4 CRC system with error-correcting codes

So far we have only introduced the encoding and decoding system for CRC systems without using
an error-correcting code. In this section we will explain how the CRC system works when combining
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with an error-correcting code. The system works as follows.

Given a CRC polynomial gcrc(z), we can encode a message a to a CRC-word c¢. Denote the
length of ¢ by k. We can then use a [n,k,d] cyclic code, denote C, to encode c of length k to a
new code word u of length n. After this, u is transmitted over the channel and @ is received. A
t-bounded distance decoder is then used to decode the messages. If the t-bounded-distance decoder
returns a different code word u;, an undetected error has occurred, but the advantage of this system
is that now the message needs to be translated back to a message of k and therefore the resulting
word might not be divisible by gcrc, therefore still detecting the error and resubmission of the
message is asked.

2.4.1 Undetected error probability

Since we have now introduced an error-correcting code the probabilty that an undetected error
occurs is a little more tedious to calculate, since there is a t-bounded distance decoder involved.
Let ge(x) be the generator polynomial generating the polynomial code C. Now we note that C
consists of code words that can be found by multiplying ge(z) with a message word of length k,
which are not all necessarily CRC-words. As defined in [3] we denote AY"°(C) as the amount of
code words in C of weight w that are the result of encoding a CRC-word using gc(x). These are
the code words that cause an undetected error, in other words: if the CRC-word of length £ is en-
coded to ¢ € C and any other code word in C is received, an undetected error occurs. Thus we need
to calculate the probability that this happens. We give the following theorem of a result found by [3]:

Theorem 2.3. Let gorc(x) be a CRC-polynomial that encodes messages to CRC words of length
k and let C be the [n,k,d] error-correcting code (d > 0) used to encode the CRC-words. Suppose a
t-bounded distance decoder is used to decode the received message, then:

- w\ [n—w
Pue(Crtp) = > Alo(C) > (t) ( . )W“ﬂu e (2.2)
w=1 to,t1>0
to+t1<t
Proof. W.L.O.G. we assume that 0 is transmitted, which is possible since C is a linear code. Suppose
that the channel causes errors and that ¢ € C, with weight w > 1, is the decoded word which comes
from encoding a CRC-word. This means that an undetected error has occurred. Hence the received
word through the channel is a word ¢ which is closer to ¢ than to 0. Notice that ¢ is always strictly
smaller than d and thus that w* > ¢, where w* is the minimal weight of C , therefore d(0,¢) > w* > ¢
(%). This is true, because the minimal weight w* of C is equal to d, since C is linear. In other words:
more than ¢ errors have occurred. Suppose that ¢ is found by bit-flipping to 1’s and #; 0’s of the
bits of ¢, such that tg 4+ ¢t; < t. Then, by construction: d(c,¢) = tg+ t1 < t (xx). Thus, by (*)
and (*x), € is closer to ¢ than to 0, and therefore the decoder returns c. As a consequence, the
probability that 0 turns into ¢ is:

P(0 turns into ¢€) = pw_to(l — p)tﬂptl (1-— p)n—w—t1

— pw_t°+t1(1 _ p)n—w—tl—I—to (2.3)
Indeed, ¢ has weight w and € is obtained by bit-flipping ¢y (of w) 1’s and ¢; (of n — w) 0’s, thus
€ consists of w — tg 1’s that are also 1’s in ¢ and of ¢; 1’s that are 0’s in ¢ and the remaining bits
are 0’s. Hence ¢ has weight w — tg + t1, in other words: To obtain ¢ from 0, w — ¢y + t; bits need
to be flipped and the remaining n — w — ¢ 4 ¢p bits remain the same which gives result . An
example has been sketched in Figure [2.5

Now we need to count the amount of code words ¢ within distance ¢ of c. Notice that we can
choose which of the w 1’s and which of the n — w 0’s to flip in order to get a code word ¢ within
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distance t of ¢, thus we choose ty out of w 1’s to flip and #; out of n — w 0’s to flip. This gives us
the following result:

~ 1. . w n—w _ —w—
P(0 turns into a code word ¢ within distance ¢ of ¢) = E (t ) ( ; >pw+t1 fo(1—p)n—w—tatto
o620 0 !
to+t1<t

(2.4)
Notice that ¢ was an arbitrarily chosen code word of weight w such that an undetected error occurs,
the amount of such code words is equal to A%(C), this can then be done for any weight w and

this proves the result. O
n
Transmitted 0 0 0
Received c 1 10 01 10 0
w — tU tU t]_ n—w— t]_
Decoded c 1 10 0
w n—uw

Figure 2.5: An example of the bit-flips that occur in case of an undetected error

Now that we have the formulas for the probability of an undetected error occurring we will give a
short overview of them to highlight the difference:

e For the system without an error-correcting code, i.e., the pure CRC system, P, is given by:
k
Pue(p) = Y Agerep® (1 — p)F=
w=1

e For the CRC system in combination with an error-correcting code, i.e. the coded CRC system,
P, is given by:

= n-— — n—w-—
Pue<c,t,p> — Z Az}CRC (C) Z <U)) < . w)pw+t1 to(l _p) ti+to

to
w=1 to,tl ZO
to+t1<t
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Chapter 3

CRC systems with BCH codes

In this chapter we will divide our evaluation into a few parts. Firstly, in Section the definition
of a BCH (Bose-Chaudhuri-Hocquenghem) code, which was first introduced in ”On a Class of Error
Correcting Binary Group” by R.C. Bose and D.K. Ray-Chadhuri [4] is given. Then, in Section
we will look at a first example of a BCH code. In Section we will introduce CRC polynomials
that are known in literature to perform quite well and we will see how the BCH codes influences
the performance on those polynomials. Then in Section we will do a weight analysis in which
we will look at the weight distributions of the coded system to see where good performance of CRC
polynomials in the coded system comes from. Lastly we will look at a second BCH code in Section
and do a similar weight analysis on the polynomials.

3.1 Definition BCH Code

The advantage of BCH codes is that we can control the minimal distance (its lower bound) of the
code by constructing the generator polynomial in a handy way. This will come in handy later when
we want to optimize the performance of the CRC polynomials.

Let n be the length of the binary, cyclic code that we will generate. Let § > 0 be an integer,
which we will call the designed distance. Let 3,32, ..., 3% be such that 3 is a n-th primitive root
of unity, i.e., B satisfies " = 1. Note that S € Fym, where m is such that n satisfies n | 2™ — 1.
Now, gpcu(z) is the generator polynomial equal to the product of the different minimal polynomials
of 8,32,---,3° 1. Note that we emphasize the fact that ggcp(z) only consists of those minimal
polynomials that are different, because it is possible that some of them are equal. Equivalently, we
have that:

gpcu(z) = LCM (m/g(m), mg>(z), ... ,mﬁéfl(x))

So we know that for any word w holds that:
gpcu(z) | w(z) <= mg(z) | w(z) and mg:(x) | w(z)... and mgs-1(z) | w(z)
w(B) =0 and w(B?) =0... and w(°~ 1) =0 (3.1)
Note that (3.1]) holds, because for any minimal polynomial mg(x), it holds that mg(8) = 0, thus
if mg(x) | w(z), this implies that w(z) = g¢(x)mg(x), for some function ¢ and hence w(f) =
q(B)mg(B) = 0. Now by (3.1)) we note that w € C if and only if:
wH =0
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with H satisfying

1 1 1 1
5 52 53 . 5671
Ho | B (B (B . (B (3.2)

Bn'—l (B2jn—1 (53)'n—1 (Bé—i)n—l_

which we can rewrite to

80 (89 (B9 e (B0 ]
B 52 63 . 66_1
a=\| 8 6?6 - ) (3.3)

Bn.fl (Bn;l)Q (5n;1)3 (an.l)z%l_

Now notice that we can take any & — 1 pair of rows to get a matrix A of the form

[ (@)? (@) (1)1 ]
ay  (a2)®  (a2)? (az)0~!
A=|a  (a) (o) (ag)*~! (3.4)
_a5.—1 (a5;1)2 (a5;1)3 e (a(;_i)‘s—l_

Where a; € {8°,8,8%,...,8" 1} forall i = 1,...,6 — 1 and a; # aj, for i # j. This is a square
matrix so we can calculate its determinant to find

1 o a% . a<15—2
1 a at - agf2
det(A) = ajag---as_1 |. ) i i (3.5)
2 5—2
L oas—1 a5y -+ a5

= aijag---asg—1 H (ai — aj) (3.6)
1<j<i<(6-1)

40 (3.7)

Note that the determinant in (3.5]) is a Vandermonde matrix, which gives (3.6)) (proof in [5]). Hence
each pair of § — 1 rows is independent and we can conclude that d > ¢ — 1 or in other words d > §.

3.2 [31,21,5] BCH code

In [3] a great example is given where a collection of CRC polynomials are compared in the pure
system and in the coded system. The peculiar result is that a CRC polynomial that performs well
in the pure system, might not perform as good in the coded system. In the article the code used
is a BCH code with n = 31, the dimension, k¥ = 21 and the designed distance § = 5. Thus we
get a BCH code that has minimal distance d > § = 5 that is generated by a generator polynomial
consisting of the distinct minimal polynomials of 3, 82, 3% and %, where #3! = 1 and $ is a primitve
n-th unity root from Fzp. Using the method described in Section 3.1 we get the following generator
polynomial:
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gpcn(z) =20 + 2% + 28 + 28 25 + 23 41 (3.8)

Note that 0 <t < L%j, thus we can use a 2-bounded-distance decoder. By generating all the code
words we find that there exists a code word of weight w = 5 and therefore w* = 5. Note that if
c(z) = 220 + 219 4 217, then gpcnu(z)c(z) = 217 + 219 4 224 + 225 + 230, The word c(z) is a message
word of 21 bits and gpcn(x)c(z) is a BCH code word of weight 5, so indeed w* = 5. This BCH
code is used in systems such as in paging protocols [7]. In [3] an example is illustrated of 6-bits
CRC polynomials, i.e., CRC polynomials that add 6 bits to message words. Here the polynomials
gere, (2) = 25+ 22 + 2 + 1, gore,(z) = 2 +2° + 22 + 2+ 1, gere, (v) = 25 + 2 + 22 + 1 and

gcre, (z) = 28 +2° +o* 423+ 2+1 are defined. In the pure system w;CRcl = wZCch = w;CRC4 =4 and
w* = 3. The article shows that A%™" = A%°"% for all w, so that only gcre, (z) and gore, ()

gCRCy
have to be compared, since gcrc, (¢) performs worse due to a lower minimal weight . gcrc, performs

optimally in the pure system since AfUC*Rcl =204 < 205 = A% Here gcre, () gives only a slight

improvement. However in the coded system the minimal weights are w;CRCI = w;cmz = 6 and
Woene, = Woone, = 1» With A9Res(C) = 310 < 465 = A" (C), so gore, (z) is optimal in the coded

system. The article showed that the respective performance of the CRC polynomials is different
when comparing the results in the pure system to those in the coded system. However, this is only
one example and gcre, () performs only slightly better than gcrc, () in the pure system.

We want to find other CRC polynomials that show the same behaviour of CRC polynomials that
perform well in the pure system, but perform badly in the coded system, or the other way around.
In the next section we will give such an example.

3.3 CRC polynomials of degree 5

In this example we will examine the performance of CRC polynomials in both CRC systems, i.e., the
pure system and the coded sytem, for CRC polynomials of degree 5. These are CRC polynomials
that append 5 bits to the data. Since we use a [31,21,5] BCH code and CRC polynomials of
degree 5, the CRC polynomials must append to 16 bits of data, to get message words of length
k =5+ 16 = 21 that can be used to be encoded into a BCH code word of length n = 31. As
discussed by Koopman in [§] a variety of choices of CRC polynomials can be made. We will look
at the polynomials that are denoted by 0x15, 0x12, Ox1e in the Koopman notation [9]. In Table
3.1 we give an overview of these polynomials and their corresponding notation and the name that
these polynomials have been given in literature. Note that their are often multiple names given to
certain polynomials, here the names are used that are given in [§].

Notation CRC Polynomial Name
0x15 gcre, () =a° + 2 + 2+ 1 CRC-5, (CCITT-5 [10] )
0x12 gore, (2) = 2% + 22 + 1 CRC-USB-5
Oxle gores(r) = 25 + ot + 23 + 2% + 1 CRC-5F/3

Table 3.1: The polynomial representation of the CRC polynomials CRC-5, CRC-USB-5 and CRC-5F/3
together with their (Koopman) notation

In [§] it is discussed that the minimal distance of each of these CRC codes (in the pure system)
that are generated by the corresponding CRC polynomials varies by the amount of data bits the
CRC polynomials append to and by the polynomial that is used. CRC-USB-5 is a polynomial that
is mainly used in USB systems, to protect USB token packets [11]. According to [8], CRC-5 has
the largest corresponding minimal distance (when appending to data of up to 10 bits) and thus
usually this polynomial is chosen as optimal, since a higher minimum weight contributes less to
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P,. than lower weights for small values of p. However we do note that our data consists of 16 bits
and therefore the minimal weight of the code generated by CRC-5 is lower and we predict that the
performance of this polynomials will be less optimal.

3.3.1 Undected error probability in the pure system

The minimum weights of the codes corresponding to the CRC polynomials in the pure system are
given by w;CRCI =2, wy_ . =3 and w;CRCS = 3. Therefore either gcre, () or gore,(x) performs
optimally. In Appendix [A] the weight distributions of these three CRC polynomials is given. Notice
that AV =45 < 47 = AY" | so gore, () performs slightly better than gerc, (). In Figure
the undetected error probability P,. is plotted against p for the three different CRC polynomials.
As can be seen, gcre, () indeed seems to perform the best and gore, (z) is performing the worst.
Thus, as predicted, in the pure system when using these parameters for the data (16 bits of data),

CRC-5 does not perform well in the pure system and CRC-USB-5 performs the best.
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Figure 3.1: P,.(p) for the three different CRC polynomials using the pure system

3.3.2 Undetected error probability for the coded system

Now if we combine these CRC polynomials with the BCH code generated by gpcu(z) = 210 +
29 + 28 + 28 + 25 + 23 + 1, the weight distribution changes. The minimum weights are given by

;CRCI = 6, w;cmz =5 and wy, . = 5. Thus the minimum weight of CRC-5 is now the highest
of the three. Therefore CRC-5, which is the only polynomial of these three with minimal weight
equal to 6, will perform optimally. Also note that A%."*“*(C) = A% (C) = 6 and A57"*(C) = 18 <
27 = AJ°"*(C), which can be seen in Appendix So gcre, (z) performs the worst of these three in
the coded system. For the undetected error probability we get the following results that are shown
in Figure [3.2] Notice that, indeed CRC-5 performs the best out of the three polynomials and the
best performing polynomial in the pure system, CRC-USB-5, is now performing worse in the coded

system. Thus the best option when choosing a CRC polynomial that appends 5 bits to 16 bits of
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data, is CRC-USB-5 in the pure system and CRC-5 in the coded system when using the BCH code
generated by gpcu ().

e gCRCl
g_CRC2 .m”'.,zg‘”' .
00147 o g cre3 .,.-“'.. o
.... ...
»* .'.
0.012 - o &
% *
L) ..
D .
0.010 | . o
L) .0
.,
.
.,
» 0.008 - . o
o . .
pe L ]
- [ )
[ )
0.006 - R o
» [ )
L]
4 .
0.004 1 . .
. ..
] 0
. L]
0.002 - S o
L)
o. °*
o oo
0.000{  seaBSes”
0.0 0.1 0.2 0.3 0.4 0.5

Figure 3.2: P,.(C,2,p) for the three different CRC polynomials using the coded system

One way to see why these weights have improved is to look at the roots of the polynomials

gcre, (z)gpcu(z), gore, (x)gscu(x) and gere, (v)gscn(x), which will be explained in the next sec-
tion.

3.4 Weight Analysis

The first obvious thing to do is to see to where the CRC words map to in the resulting BCH code.
For each CRC code we can take the words of a fixed weight and look at the words they produce in
the coded system, to see whether there is a pattern visible. Unfortunately there does not seem to
be a very clear pattern in the code words. The results are shown in Appendix

For this weight analysis we will first note a few things. In the coded scheme any message word
a is first converted into a CRC word ¢ by multiplying with a CRC polynomial gcrc(x), whereafter
the CRC word is converted into a BCH word u using the BCH generator polynomial gpcm(x).
Equivalently, we can directly convert a into u by multiplying with the product of the two generator
polynomials gcrco(z)gpcm(x). Thus when encoding we can multiply any message word a with g(z)
to get the same cyclic code. This gives rise to analyse the generator polynomial gcre(z)gpcu ().
For the three chosen CRC polynomials in the previous section we get the following polynomials:

1(T) = gcrc, (Z)gBCH(T i L Ry LRy R R |
g g \T)g

91(33) :gCRCQ(x)gBCH(x) — 1‘15 _1_3314 —|—$13 +$12 +.%'10 +x9 +x8 —|—J)7+$6 +.7,'5 —{—1'3 —|—J)2 +1
91(z) = gore, (2)gpen(x) = ' + 2% + 22 + 2" + 2% + 2% 42t + 27 + 1
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Now, as noted in Section by construction §, 82, 3 and B* are roots from Fj;. Where  is a
primitive n-th unity root. We can write Fo = {0,1,3,82,...,8} = Fy [z] /(f(z)), where f(z) is
an irreducible polynomial of degree 5. Any irreducible polynomial of degree 5 can be chosen but in
this example we have chosen for 2° + 22 + 1. The table for F3s [I2]can be found in Appendix

Now, using Table we can calculate g(3%) for i = 0,...,30 for a generator polynomial g(z).
If g(B8") = 0, then 8 is a root of g(z). We do this for the generator polynomials g; (), go(z) and
g3(z). The results are shown in Table For comparison we have also shown the roots of gpcm(z)
and of gcre, (%), gcre, () and gere, ().

Polynomial Roots from Fj;
g1(x) 17 3 ‘527 33 “847 56’ 583612; 5167517,ﬂ24
gg(x) 575‘24))3’547 56’ 587 512’ 516’ 6177 524
gg(l‘) /8782"‘33"647 567 587 ﬁ12’ 616, 6177 624
gBCH(x) /3_“‘{‘92"‘3:3"3/17 667 68’ ﬁlZ’ ,616, 6177 624
gcre, (7) 1
gCRCQ(‘T) /617B27 ﬂ4aﬂ87ﬂ16
gCRC:g(x) B37B6,6127ﬂ177524

Table 3.2: The roots from F3o for each generator polynomial. For g;(x),g2(x), gs(z) and gpcu(x) the
consecutive roots have been marked

The peculiar thing that can be seen from Table[3.2|is that g;(z) has the same roots as ga(z), g3(z)
and gpcn(z), except gi(x) also has 1 as root. This becomes immediately clear when you notice
that gorc(x) also has 1 as root, which is a root that gpcn(z) does not have. Also notice that with
the extra root 1, g1(x) has now 5 consecutive powers of 3 as roots, whereas ggcp(z) has only 4.
Also notice that the other CRC polynomials do not have any roots different from ggcp(x), this is
the deciding factor for the minimum weights of the coded CRC systems. The following theorem is
taken from [3] and the proof is basically the same as the proof that any BCH code with designed
distance ¢ has minimal distance d > §, taken from [13].

Theorem 3.1. Let g(x) be a generator polynomial of a cyclic code C, with length n. Suppose that
g(x) has 6 — 1 roots that are consecutive powers of 3, i.e. 50, BT, ... BbH0=2 Then the minimum
weight w* of the corresponding cyclic code satisfies w* > 4.

Proof. We start by noting that g, gb+1, ...  3+9=2 are roots of g(x). So we know that:

LCM (mge(z), mgvir (), ..., mgers—2(x)) | g(z) (3.9)

Thus for any word w of length n it holds that w € C <= w(B%) = 0 and w(B**') =0 ... and
w(BT072) = 0, or equivalently:

wel < wH=0

with
[ 1 1 1 cos 1 i
Bb /3b+1 Bb+2 L ﬂb+672
H=| (B () (82 . (B2 (3.10)

(/Bb):n—l (ﬁb—&-i)n—l (5b+;)n—1 (/3b+5i2)n—1
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which we can rewrite to:

B (/BO)I; (BO)b+1 (/80)b+2 (50)b+572 7
Bb ,3b+1 5b+2 L 6b+672
H=| B (8 () ()7 (3.11)

(ﬁnz—l)b (ﬂn—zl)b—i—l (5n—:1)b+2 (/Bn—l)b+6—2

Now notice that we can take any 6 — 1 pair of rows to get a matrix A of the form

b b+1 b+2 o Qb2

ey . s e
(a3) (a3) (a3) s (@)
A = 2 2. 2. 2 . (312)
6'_ 5_. 5—' 5 . -
(a(si)b (a&bbﬂ (%j)bﬂ (%,DH‘S 9

Where a; € {8% 8,82%,...," 1} foralli =1,...,6 — 1 and a; # aj, for i # j. This is a square
matrix so we can calculate its determinant to find

al a% e a§_2
as a% PPN ag_2
2 0—2
det(A) = (abab---ab_ )|l a3 ag as (3.13)
2 6—2
Uoasy azy - agy

Notice that the determinant in (3.13)) is exactly the same as the determinant in , and thus we
conclude that det(A) # 0. Since we had chosen an arbitrary subset of rows, we conclude that all
pairs of  — 1 rows of H are independent and therefore minimal distance d of C satisfies d > ¢ and
since d = w*, the result is proven. O

Now we can immediately conclude by Theorem that wERC1 > 6, wz‘jRC2 > 5and wéRCS > 51in the
coded system. Note that the fact that gcrc, () has an even amount of terms, is the determining
factor that makes the lower bound for the minimum weight better compared to the other CRC
polynomials. This is indeed the case since an even amount of terms immediately implies that
gcro, (1) = 0, and thus also g1(1) = 0. The other two polynomials have an odd amount of terms,
wherefore these polynomials have one less consecutive root compared to gcrc, (1) which explains
the lower bound. Thus when combining with the BCH code, the best strategy is to choose a CRC
polynomial that has the most amount of roots different to the roots of the BCH code such that
they form a larger set of consecutive roots. Thus, to optimize we can look at all the different CRC
polynomials of 5 bits and examine their roots. In our case we need to find CRC polynomials that
have roots consecutive to 3, 32, 3% and *. Therefore we will look at the roots (from Fs) of all the
possible CRC polynomials of 5 bits, to find the one having the best possible lower bound on the
minimal weight. These roots are found by plugging all powers of 5 in the generator polynomial and
if it equals zero, that power of beta is a root. Below I have made a list of CRC polynomials and
the powers of beta that are roots of the CRC polynomials .
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Polynomial Definition Roots from F3, w* >
gcre, () P+t +ar+1 1 6
goras (@) z® 22 + 1 BL, B2, B, 88,815 | 5
JCRCs (l’) 1’5 + I4 + 1’3 + IZ +1 ﬂf}?BG, 5127B17’ﬂ24 5
gcre, () 2 +r+1 None 5
gcres () 4zt +23+1 1 6
Jcra, (T) P+t +a?+1 1 6
gcre, () P4rt+r+1 1 6
JoRrcs (T) P+t +ar+1 1 6
JCRC, (7) P+t +r+1 1 6
JCRC,, () 24t +22+1 1 6
JCRCy, (.’13) ° + 3 + 2 +x+1 67; 6147ﬁ193ﬁ257 628 5
QCRCm(x) 7z + x4 + T2 +x+1 /85769;6107618aﬁ20 7
JCRCys (1,) A R | 61575237527’ 5297530 5
GCRC,, () 2+t +1 None 5
gcre,s (7) 25 +1 1 6
JCRCie (.’)3) z° + e + 3 +x+1 511>ﬂ13aﬁ217 6227626 5

Table 3.3: The roots from F3y for each CRC polynomial and a lower bound for the minimal weight in the
coded system with gpcn(z) according to Theorem

As can be seen from Table JCRC,, (z) has the best lower bound on the minimal weight in the
coded CRC scheme. If we look at the weight distribution, we see that indeed gcrc,,(x) has the
highest minimal weight with w¢o = 7. See also Table where the lower bound is compared to
the actual value of w*. Notice that gcre,, () also has minimal weight w* = 7. However gcre,, ()
has exactly the same weight distribution as gcrc,,(z) (see Appendix [A]), both in the pure and in
the coded system and will thus generate the same results in terms of undetected error as gcrc,, ().
Thus one can interchange both polynomials.

Polynomial | Lower bound on w* | Actual w*
gcre, () 6 6
gcRrC, () 5 5
gcres () 5 5
gcra, () 5 6
gcres () 6 6
gcrCs () 6 6
gcre, () 6 6
gcres () 6 6
GCRC, () 6 6
JCRCy, () 6 6
gCRCyy (LC) 3 6
gCRC2 (‘T) 7 7
JORC,5 (T) 5 5
gcre, (7) 5 5
9oRCys () 6 5
JCRCi6 (LC) 5 7

Table 3.4: A lower bound on w* provided by Theorem and the actual value of w*

We also note that gcre,,(z) has wigg,, = 3 in the pure system and therefore will probably have
similar performance compared to gcrc, (), which can also be seen in Appendix [Al Another thing
that can be noticed from Table [3.3] is that the square of each root is again a root for each of the
polynomials. This is no coincidence, which will be shown in the following lemma:
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Lemma 3.1.1. If 3 is a root of a polynomial g(x), then B2 is also a root.

Proof. Suppose that (3 is a root of g(z). Suppose that g(z) has degree k. Write

g(x) =ap+ a1z + ast® +as + 2% 4 a2t

Then:

9(8%) = ag + a1f® + a2(8%) + as(B*)° + - + ap—a (81"
= ag +aif® + a3(6%)° + a§(6°)° + -+ ap_y (B)?
=ad + (a18)* + (a2*)? + (azB®)* + -+ + (ax_1851)?
Where we used that a? = a (mod p) for any prime number p, by Fermat’s Little Theorem, with
p = 2. Now note that (a +b)? = a? + 2ab + b* = a® + b2 for any a, b when calculating binary. By

induction it can easily be proven that (ag +aj +---+a,—1)? = ad +a3 +---+a2_, for any n, when
calculating binary. Therefore:

9(8%) = (ap + a18" + azB? + azB® + -+ ap_1 BF71)?
=(9(B)*=0

Which proves the result. O

This is a result that we will use later when we introduce a different BCH code.

Now that we have found that gcrc,,(z) has the highest minimal weight, we can compare the
results of gore,,(z) to those of gcre, (%), gcre, () and gere, () with respect to the undetected
error both in the pure and in the coded system. The results are shown in Figure |3.3

®  dercl

aesnete
0.0301 [elaler] ..pi’"

®  derca
®  Jerc1z o2

0.025 4
0.020 4 oy

< 0151 o
0.010 - > e
0.005 4 B

0.0001  sefee®

T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5

Figure 3.3: The undetected error P, against the channel error rate p for gere, (), gcre, () and gores ()
in the pure system.

Notice that in the pure system gcrc,,(z) does not necessarily improve on the other three CRC
polynomials. However if we look at the curve of the undetected error in the coded system we get
different results, which is expected since the minimal weight produced by gcrc,, () is higher than
the other three. The results are shown in Figure [3.4]
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Figure 3.4: The undetected error P, against the channel error rate p for gcre, (%), gcre, (¢) and gore, ()
in the coded system.

As can be seen from Figure JCRC,, (7) does seem to improve on the polynomial gcrc, (), but
only for values of p between 0.0 and approximately 0.16. Finally to make sure there are no better
performing CRC polynomials we will compare all 16 CRC polynomials to each other. The results
for the pure system can be seen in Figure Note that the plot for some of the CRC polynomials
is not visible, this is due to the fact that for all w holds that A% = A% gdonc: — gIercs
ARCs = A9omon - fIORCa — pIoncus | pIORcs _ fIORC - fIORC12 — A9  Therefore there are only 9
distinct weight distributions for these CRC polynomials, so the plot of 7 of these CRC polynomials
is not visibile, but that is no problem since one can look at the plot of their respective equivalent
CRC polynomial, i.e., the one that generates the same weight distributions. One thing that can be
seen from Flgure @ is that the plot of some of these CRC polynomials is not increasing. We note

that for p = %, P, = Z Afme(3)*. Also note that Z AYSRC = 2™ — 1, where m is the amount of

w=1 w=1
data bits that the CRC polynomial appends to. So Pue(§) = 2m . So for p = %, m data bits, the
undetected error probability is the same for any CRC polynomlal of degree | = k — m. Therefore,
as can also be seen from Figure if p— 1, Py — 2571 ~ 0.031. Note that hm Poe(p) = Pue(3),

because P, (p) is a continuous function. This at least glves an explanatlon to the fact that for some
of these plots the value for P,. decreases whenever P, > 2 221 , for some 0 < p < 2

If you look closely, it can be seen that gcrc,, () performs the best for the pure system, together
with gcre, (), because they have the same weight distribution in the pure system as can be seen
in Appendix [Al This is due to the fact that gcrc,, () has the highest minimal weight w* = 3 and
the least amount of code words of minimal weight (AgCRCM = 42). Therefore it is advised to choose
either gcre,, (z) or gore, (z) when using the pure system.
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Figure 3.5: The undetected error P,. against the channel error rate p for the gore, (), - ., gcre,, (z) CRC
polynomials in the pure system.

gcrel
gerez
geres
gerea
geres
[ala'

0.020 4

s s 8 8 @

0.015 4

Gere? e Eae80
gerce Mﬁ
Jerco o
o 200" 148"
& gcre1o 0258 "::#
0.010 gerc1l ,(9.::'.0:.:0
gcre12 ,é':'.f.:o'
gerels vos ",'.'
. sen 37,
gercia o S
200 3o ahg
00054 *® gercls se® (il
®  Joacis -;: .:',.* 5
o850 e
FOC )

i)
,z“:;.s;.v‘
0.000 4 200
: .

Figure 3.6: The undetected error P,. against the channel error rate p for the gore, (2), ..., gcre,, (z) CRC
polynomials in the coded system.

In Figurethe performance of gcre, (), - - - gcrc,, (%) is plotted together for the coded system.
Notice that gcre,,(x) performs the best, and therefore also gcrce,,(x) since they have the same
weight distribution in both systems, however only for small values of p. For larger values (starting
from somewhere between 0.1 and 0.2) of p, gcrc,,(x) seems to perform better. Therefore it is
advised to choose gcro,,(z) or gcre,, (z) for small values of p and gcrc,, (z) for larger values of
p when using the coded system. Thus, indeed with conditions on the value for p we can conclude
that Theorem [3.I] can provide a method in finding the optimal CRC polynomial for the coded
system. Also note that in the coded system P,.(p) decreases for p high enough, for some CRC

t
polynomials. In the coded system P,.(C,t, %) = 27;;1 > (Z}), as found in [3], for each CRC
w=0

polynomial that appends [ = k — m to m bits of data in combination with an [n,k,d] code. So
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¢
lim1 P, (C,t,p) = % > (Z), which explains why P,.(C,t,p) has to decrease for p high enough,
w=0

p—3

2m—1
2n

(1) for some 0 < p < %

w=0

whenever P, (C,t,p) >

3.5 [31,16,7] BCH code

In this section we will look at a second BCH code, a [31,16,7] BCH code, to see whether the results
also apply to other codes. In theory we could look at any cyclic error-correcting code but the
handy property of BCH codes is that they are constructed by taking the minimal polynomials of
consecutive roots. In this section we will look at a BCH code with length n = 31, dimension k = 16
and designed distance 6 = 7. This implies that we have a generator polynomial that is equal to the
product of all the distinct minimal polynomials of the 3, 52, 33, %, 8% and (%, where 53! = 1, and
B is a primitive n-th unity root € F32. Using the method described in Section and [I2]we get
the following generator polynomial:

gpom, (@) =2 + M 120 42 y 2t 4T S P 2l a1

Notice that 6 = 7 and thus d > § = 7 hence w* > 7. Also, since 0 < t < {%j, we can use a
3-bounded distance decoder.

If we let 3 to be the primitive element of Fsp = Fy [z] /(25 +22+1), i.e., [ satisfies 8% = 32 +1, we
find that B, 52’ 53’ 54’ 55’ 56 ) B8a Bga Blov /812’ 5135 Blﬁv ﬁ17’ 5185 ﬁQO and /824 are the roots from F32
of ggcn, (z). Thus by Theorem 3.1 we confirm that indeed wgay, > 7, because it has 6 consecutive
roots from F3o. This gives rise to search for a CRC polynomial gcrc(z) that has 37 as a root,
because in that case the polynomial gcre()gpcn, (z) will have 10 consecutive roots (3, 8%, ..., 819)
thus implying, by Theorem that the minimum weight in the coded system is at least 11. From
Table we see that gcre,, () is the only CRC polynomial (of 5 bits) that has 37 as root, therefore
we immediately know that combining gcrc,, () with gpcm, (z) will give a coded CRC system with
minimal weight w* > 11. If we find polynomials that have 57 and B'' our code will do even better,
since the minimal weight w* in the coded system will be at least 14.

Note that using Lemmawe see that any polynomial that has 87 as root, also has g4, 319, 52°
and 3% as root. And any polynomial that has 3!! as roots, also has 3'3, 32!, 322 and 32% as roots.
Hence we know that the CRC polynomial has to be at least of degree 10 in order to have both 37
and B as roots. Notice that 5 is also the root of such polynomials, which is also consecutive to
B, ..., 3", which implies that the minimal weight of the coded system of such polynomials is at
least 15. Therefore we will look at CRC polynomials of degree 10 to see whether there any of such
CRC polynomials.

The CRC polynomial gcre(z) = 2% 4+ 22 + 2* + 2% + 1 is the only CRC polynomial of 10 bits
(which has the term 1) that has 87 and $'! as roots and it generates a code that in the coded
system has minimal weight w* = 15. Interestingly there are two other polynomials of 10 bits that
have the same weight distribution as gcrc(z) and thus have the same undetected error probability
for all values of p. One can therefore choose any of these polynomials in the coded system. To
give a comparison in terms of undetected error we will look at the plot of the undetected error of
gcre(z) compared to that of the polynomials 0x29b, 0x28e and 0x2b9 which are reported as
good polynomials in the pure system in [§].

30



Notation CRC Polynomial Name
0x29b | gcre, (z) =20 + 2%+ 25 + 2t + 22+ 2+ 1 | CRC-10F/7)
0x28e gore, (2) =210 + a8 + ot + 23 + 22 + 1 CRC-10/6sub8
0x2b9 | gere,(z) =20+ 28 + a8 +2° + 2t + 2+ 1 CRC-10F/5

- gore, () =20+ 2% + 2t + 23 + 1 -

Table 3.5: The polynomial representation of the CRC polynomials 0x29b, 0x28e, 0x2b9 and gcrc, ()

As can be seen in the pure system, in Figure depending on the value of p, the best CRC
polynomial to choose is gcre,(x) for lower values of p and gcre, (z) for higher values of p. The

e . . « - N - . B « -
minimum weights in the pure system are Wyne, = 2, Wyire, = 6, Wyire, = 5 and Woire, = 5 (see
Appendix [A)).
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Figure 3.7: The undetected error probability P,. against the channel error rate p for the

gcre, (), gore, (2), gore, (2) and gere, ()

Instead, in the coded system, which can be seen in Figure it is clear that gcrc, (z) performs the

best for all values of p. We note that the minimum weights in the coded system are w;CRcl =11,

* = * — * _ .
Wyene, = 12, Wyire, = 11 and Wyro, = 15 (see Appendix .
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Figure 3.8: The undetected error probability P,. against the channel error rate p for the

gcrao, (), gcre, (), gores () and gore, (7)
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So also in this example we have found a CRC polynomial that performs very well in the coded
system compared to other CRC polynomials that usually perform well in the pure system, but
perform less good in the coded system.
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Chapter 4

Conclusion and Discussion

In this chapter conclusions are given based on the results found in Chapter [3] and a discussion is
given in terms of future research.

4.1 Conclusion

In this thesis the goal was to find a method in finding optimal CRC polynomials, in terms of
undetected error probability in the coded system, i.e., together with BCH codes and how they
relate to their performance in the pure system, based on the results that were found in [3] by K.
A. Abdel-Ghaffar. In Section it was discussed that CRC polynomials of degree 5 that tend to
perform well in the pure system might not perform well in the coded system, i.e. in combination with
a BCH code, and vice versa. In Section a method was created to find good CRC polynomials in
combination with BCH codes by looking at the amount of consecutive roots of these polynomials
and comparing them to those of the BCH code. CRC polynomials that have many roots that are
consecutive to those of the BCH generator polynomial tend to perform better since they generate
codes that have higher minimum weight. For the coded system, one can select the best CRC
polynomial by looking at all the consecutive roots of the product of the BCH generator polynomial
and the CRC polynomial, since it will give a lower bound on the minimum weight. One does need
to be careful since in some cases the actual minimal weight of a coded CRC system, might be higher
than the lower bound that Theorem gives, as was seen in Section where gcrc,,(z) had a
lower bound of 5 on the minimal weight, whereas the actual minimal weight is w* = 7, therefore
besides looking at the amount of consecutive roots it is strongly advised to generate the weight
distributions of the different CRC polynomials in the coded system, since the lower bound on the
weight is not always a tight bound.

4.2 Discussion

Based on the conclusion given in the previous section, the actual minimal weight of a code is not
always equal to the lower bound that was given by Theorem therefore further research into
the weight distributions is recommended, one might focus on trying to find good upper bounds to
limit the search of CRC polynomials and focus on the ones that have tight and high bounds, or
find special conditions in which CRC polynomials have minimal weight equal to the lower bound
provided by Theorem As noted in CRC polynomials which have the best minimal weight
in the coded system might also perform less optimal when increasing the value of p, future research
is advised to look into the influence of specific weights, or weight amounts on performance of a CRC
polynomial in terms of undetected error probability in combination with the channel error rate
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p. Some CRC polynomials have an undetected error probability function that decreases when the
channel error rate is high enough, further research needs to be done to give an explanation for when
the function behaves in this way, because it might also be useful in finding a good CRC polynomil.
This thesis mainly focused on BCH codes, given their handy properties such as having a generator
consisting of products of minimal polynomials, which immediately gives us control on the amount
of consecutive roots and consequently the minimal distance of the code. However it is advised that
future research be done on the CRC systems in combination with other error correcting codes such
as the Golay code or Reed-Muller codes [14], given that the minimal distance of these codes is
known and since these codes have other handy properties that might be of use when combining
with CRC polynomials.

In this thesis a method was given to try and find optimal CRC polynomials for CRC systems in
combination with error-correcting codes, some improvements have definitely been made based on
this method since it selects codes that have higher lower bounds on the minimal weight, however
more research needs to be done to improve these methods.
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Appendix A

Weight Distributions

A.1 [31,21,5] BCH code

In this Section we will look at the weight distributions for the CRC polynomials of degree 5 in the
pure system and together with the [31,21,5] BCH code. In Section the weight distributions
are given for the CRC polynomials in the pure system, i.e., the CRC polynomials of degree 5 that
append to 16 bits of data. In Section the weight distributions are given when combining these
CRC polynomials with the [31,21,5] BCH code.

A.1.1 Pure system

w AZ)CRcl AZ}CRCZ AiCR03 AZ)CRC4 AZ}CRCS AiCRCG AiCRC7 AZ}CRCS
1 0 0 0 0 0 0 0 0

2 6 0 0 0 7 9 18 27

3 0 45 47 42 0 0 0 0

4 397 205 205 210 388 384 408 300
5 0 632 616 651 0 0 0 0

6 3352 1672 1672 1638 3388 3360 3196 3492
7 0 3620 3676 3570 0 0 0 0

8 12754 6370 6370 6468 12670 12810 12978 12774
9 0 9240 9128 9310 0 0 0 0
10 | 22036 11032 11032 10878 22162 21882 22032 21762
11 0 10934 11074 10878 0 0 0 0
12 | 18354 9170 9170 9310 18228 18536 18192 18668
13 0 6440 6328 6468 0 0 0 0
14 7288 3640 3640 3570 7372 7176 7332 7140
15 0 1652 1708 1638 0 0 0 0
16 1261 637 637 651 1225 1293 1317 1281
17 0 200 184 210 0 0 0 0
18 86 40 40 42 95 85 62 91
19 0 5 7 0 0 0 0 0
20 1 1 1 0 0 0 0 0
21 0 0 0 1 0 0 0 0

Table A.1: The weight distributions of the pure CRC system for the first eight CRC polynomials
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w Ag}crccg AZ}CRCH) AZ)CRCH Ai]UCRcm AZ}CRCIS Az)CRCI‘I A?UCR015 AfUCRCIG
1 0 0 0 0 0 0 0 0

2 7 6 0 0 0 0 34 0

3 0 0 47 47 45 42 0 47

4 388 397 205 204 205 210 465 204
5 0 0 616 616 632 651 0 616
6 3388 3352 1672 1680 1672 1638 3256 1680
7 0 0 3676 3676 3620 3570 0 3676
8 12670 12754 6370 6342 6370 6468 12194 6342
9 0 0 9128 9128 9240 9310 0 9128
10 | 22162 22036 11032 11088 11032 10878 22956 11088
11 0 0 11074 11074 10934 10878 0 11074
12 | 18228 18354 9170 9100 9170 9310 18250 9100
13 0 0 6328 6328 6440 6468 0 6328
14 7372 7288 3640 3696 3640 3570 6904 3696
15 0 0 1708 1708 1652 1638 0 1708
16 1225 1261 637 609 637 651 1341 609
17 0 0 184 184 200 210 0 184
18 95 86 40 48 40 42 130 48
19 0 0 7 7 5 0 0 7
20 0 1 1 0 1 0 5 0
21 0 0 0 0 0 1 0 0

Table A.2: The weight distributions of the pure CRC system for the last eight CRC polynomials



A.1.2 Coded scheme

w AfUCRcl (C) A’LgUCRCQ (C) Az)CRCB (C) AZ}CRC4 (C) AiCRCE, (C) AiCRCG (C) AfUCRC7 (C) AiCRCS (C)
1 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0

5 0 6 6 0 0 0 0 0

6 29 18 27 23 53 57 66 46

7 0 85 67 95 0 0 0 0

8 543 233 199 233 477 450 474 478
9 0 591 655 504 0 0 0 0
10 2553 1340 1387 1325 2599 2646 2501 2621
11 0 2640 2592 2628 0 0 0 0
12 8944 4496 4464 4452 8936 8944 9048 8968
13 0 6164 6084 6100 0 0 0 0
14 15706 7724 7734 7834 15714 15626 15820 15636
15 0 9426 9566 9498 0 0 0 0
16 18791 9467 9495 9471 18859 18917 18653 18805
17 0 7790 7758 7830 0 0 0 0
18 12282 6192 6126 6062 12158 12180 12186 12282
19 0 4504 4440 4420 0 0 0 0
20 5344 2608 2656 2668 5368 9336 9456 5376
21 0 1294 1342 1316 0 0 0 0
22 1161 594 591 623 1209 1221 1162 1142
23 0 241 231 255 0 0 0 0
24 169 91 81 71 151 144 160 164
25 0 27 21 21 0 0 0 0
26 13 7 b) ) 11 14 9 17
27 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0

Table A.3: The weight distributions of the coded CRC system for the first eight CRC polynomials




w AZ}CRCQ (C) Ai]UCRclo (C) Az)CRcu (C) AZ}CRclz (C) AgUCRclg (C) AfUCRcM (C) AfUCRCIS (C) AfUCRcle (C)
1 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0

5 0 0 0 0 31 9 0 0

6 49 39 31 0 0 11 42 0

7 0 0 0 155 0 72 0 155
8 477 492 310 465 310 247 507 465
9 0 0 775 0 620 597 0 0
10 2619 2658 1116 0 1271 1365 2552 0
11 0 0 2852 5208 2852 2684 0 5208
12 8936 8864 4340 8680 4340 4412 9040 8680
13 0 0 5580 0 5890 6094 0 0
14 15674 15638 8370 0 8060 7770 15596 0
15 0 0 9393 18259 9393 9436 0 18259
16 18859 18969 9393 18259 9393 9523 18815 18259
17 0 0 8370 0 8060 7838 0 0
18 12198 12188 5580 0 5890 6118 12328 0
19 0 0 4340 8680 4340 4468 0 0
20 5368 5304 2852 5208 2852 2628 5280 5208
21 0 0 1116 0 1271 1305 0 0
22 1189 1211 775 0 620 603 1210 0
23 0 0 310 465 310 236 0 465
24 151 162 0 155 0 85 149 155
25 0 0 31 0 0 29 0 0
26 15 10 0 0 31 5 16 0
27 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0
31 0 0 1 0 1 0 0 1

A.2

[31,16,7] BCH code

Table A.4: The weight distributions of the coded CRC system for the last eight CRC polynomials

In this section the weight distributions are given of the polynomials , 0x29b, 0x28e and 0x2b9,
gcre, (z) denoted respectively by gcorce, (%), gcre, (%), gcre, () and gore, (x), in the pure system
and the coded system with the [31,16,7] BCH code generated by ggc, (z) as discussed in Section[3.5]
In Section the weight distributions are given for these CRC polynomials in the pure system.
In Section the weight distributions are given for these CRC polynomials in combination with
the [31,16,7] code.




A.2.1 Pure scheme

w AfDCRcl Az}CRCQ AgUCRC3 AlgDCRC
2 1 0 0 0
3 0 0 0 0
4 0 0 0 0
) 0 0 4 7
6 0 21 6 10
7 22 0 13 11
8 23 22 17 9
9 8 0 11 7
10 7 15 6 10
11 0 0 3 5
12 0 5 2 2
13 0 0 1 2
14 0 0 0 0
15 2 0 0 0

Table A.5: The weight distributions of the pure CRC system for gcre, (¢),9crc, (2), gcres (#) and gore, ()



A.2.2 Coded scheme

AiCRcl (C) AgUCRCQ (C) AfUCRCB (C) AgUCRC4 (C)
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Table A.6: The weight distributions of the coded CRC system for gcre, (2),9crc, (%), gcre, (x) and gore, ()
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Appendix B

Mapping Analysis

In this part of the appendix the results are shown for the mapping analysis described in Section
In the first column the weight of the CRC words are given. In the second column the weights
that the code words have in the coded system obtained by mapping the CRC words of fixed weight
to the BCH code. In each table the minimum weight in the coded system is highlighted in red



B.1 gcre,(r) =2°+ 2>+ 2+ 1 and
gcu(z) = + a2+ a8 + a2+ 2" + ¥ + 1



CRC code BCH code
CRC words of weight | Weights BCH code | Amount
WCRC = 2 w =14 6
WCRC — 4 w =38 42
w =10 61
w=12 77
w =14 88
w =16 85
w=18 34
w =20 10
WCRC = 6 w=3_§ 106
w =10 222
w =12 716
w =14 908
w =16 771
w =18 450
w = 20 146
w =22 31
w =24 2
WCRC = 8 w* =06 9
w=3_8 153
w =10 709
w =12 2170
w =14 3267
w =16 3413
w =18 2026
w = 20 815
w = 22 168
w =24 24
WCRC — 10 w* =06 16
w=38§ 149
w =10 851
w =12 2946
w=14 5425
w =16 6402
w=18 4104
w = 20 1752
w = 22 346
w =24 40
w = 26 )

Table B.1: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = 25 + 2 + 2 + 1 together with gpen(r) = 210 + 2% + 28 + 25 + 2° + 23 + 1 (part A)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC = 12 w* =6 4
w=3~§ 84
w =10 513
w=12 2199
w =14 4192
w =16 5479
w =18 3711
w = 20 1700
w =22 394
w =24 71
w = 26 7

WCRC = 14 w=2~8 7
w =10 165
w =12 708
w =14 1564
w =16 2254
w=18 1629
w = 20 752
w = 22 179
w =24 30

WCRC — 16 w=2~8 2
w =10 31
w =12 120
w =14 245
w =16 355
w =18 307
w = 20 157
w = 22 41
w =24 2
w = 26 1

were = 18 w = 10 1
w =12 8
w =14 11
w =16 31
w =18 21
w =20 12
w = 22 2

WCRC = 20 w =16 1

Table B.2: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = 2 + 2% +  + 1 together with gpcn(x) = 210 + 2% + 28 + 25 + 25 + 23 + 1 (part B)
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B.2 gcre,(r) =2°+ 22+ 1 and
gcu(z) =2+ 27 + 2% +ab + 2+ 27 + 1



CRC code BCH code
CRC words of weight | Weights BCH code | Amount
WCRC — 3 w =13 16
w =15 21
w =17 5
w =19 3
WCRC = 4 w=3_§ 27
w =10 47
w =12 13
w =14 58
w =16 50
w =18 10
WCRC — 5 w=9 65
w=11 101
w =13 164
w =15 191
w =17 70
w =19 33
w =21 8
WCRC = 6 w=2~8 29
w =10 148
w =12 403
w =14 322
w =16 387
w =18 250
w = 20 102
w = 22 19
w =24 6
WCRC = 7 w = 21
w=9 153
w=11 420
w =13 750
w =15 1102
w =17 756
w =19 310
w =21 93
w =23 14
w =25 1
WCRC = 8 w* =06 3
w=3_§ 43
w =10 415
w =12 1041
w =14 1635
w =16 1691
w =18 1079
w = 20 401
w = 22 51
w = 24 11

Table B.3: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = 20 + 22 + 1 together with gpcn(x) = 10 + 2% + 28 + 25 + 25 + 23 + 1 (part A)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

were = 9 w=7 41
w=29 171
w =11 877
w=13 1896
w =15 2649
w =17 2091
w =19 1143
w =21 314
w =23 55
w =25 3

WCRC — 10 w = 8
w =38 90
w =10 370
w =12 1542
w =14 2710
w =16 3230
w =18 2014
w = 20 846
w = 22 198
w =24 23
w = 26 1

WCRC = 11 w* =5 6
w="7 13
w=9 135
w=11 779
w=13 1989
w =15 3115
w =17 2691
w =19 1639
w =21 464
w = 23 89
w =25 14

WCRC — 12 w =38 32
w =10 261
w =12 1109
w =14 2076
w =16 2798
w =18 1863
w = 20 790
w = 22 206
w = 24 32
w = 26 3

Table B.4: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = 2 + 22 + 1 together with gpcn(x) = 219 + 2% + 28 + 25 + 25 + 22 + 1 (part C)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC = 13 w="17 10
w=9 53
w=11 360
w =13 1076
w =15 1869
w =17 1677
w =19 1016
w =21 310
w =23 64
w = 25 5

were = 14 w =206 1
w = 12
w =10 95
w =12 319
w =14 794
w =16 1104
w =18 807
w = 20 384
w = 22 106
w = 24 18

WCRC — 15 w = 13
w=11 91
w=13 254
w =15 432
w =17 435
w =19 317
w =21 89
w = 23 17
w =25 4

wcre = 16 w =10 4
w =12 61
w =14 117
w =16 201
w=18 158
w =20 81
w = 22 14
w = 24 1

were = 17 w=9 1
w=11 12
w=13 18
w =15 47
w =17 64
w =19 42
w =21 14
w =23 2

Table B.5: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = 2° + 22 4+ 1 together with gpcn(x) = 219 + 2% + 28 + 25 + 25 + 23 + 1 (part D)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC — 18 w =12 8
w =14 12
w =16 5
w =18 11
w = 20 4

WCRC = 19 w =13 1
w =17 1
w =19 1
w =21 2

were = 20 w = 16 1

Table B.6: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gore, (2) = o + 22 + 1 together with gpcn(x) = 219 + 2% + 28 + 25 + 25 + 23 + 1 (part E)

B.3 gcre,(7) =2° + 2t + 2% + 2% + 1 and
gcu(z) =210+ 2% + ¥ + 2% + 25 + 23 + 1
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC — 3 w=29 13
w =11 12
w =15 15
w =17 7

WCRC = 4 w=3~§ 14
w =10 30
w =12 33
w =14 22
w =16 87
w =18 17
w = 20 2

WCRC — 5 w=9 60
w =11 90
w=13 179
w =15 139
w =17 93
w =19 45
w =21 9
w = 23 1

wcre = 6 w =206 12
w=38§ 46
w =10 154
w =12 350
w =14 425
w =16 418
w =18 183
w = 20 77
w = 22 7

wWere =7 w=7 21
w=9 103
w=11 468
w=13 908
w =15 969
w =17 715
w =19 370
w =21 110
w =23 11
w =25 1

Table B.7: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gores (2) = o0 + 2% + 2% + 2% + 1 together with gpcm(z) = 21° + 2% + 2% + 26 + 25 + 2% + 1 (part A)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount
WCRC — 8 w =06 6
w =38 52
w =10 412
w =12 1020
w =14 1475
w =16 1861
w =18 1019
w = 20 434
w = 22 7
w =24 14
WCRC — 9 w=7 33
w=9 240
w=11 741
w=13 1842
w=15 2742
w=17 2070
w =19 1080
w =21 320
w =23 55
w =25 5
WCRC = 10 w=26 8
w=3_8 41
w =10 473
w =12 1537
w =14 2704
w =16 3221
w=18 2017
w = 20 816
w = 22 192
w =24 20
w = 26 3
WCRC = 11 w* =5 6
w="7 9
w=9 154
w=11 793
w=13 1945
w=15 3328
w=17 2693
w =19 1575
w =21 463
w =23 92
w =25 16

Table B.8: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gores (2) = o + 2t + 23 + 2% + 1 together with gpcn(z) = 1% + 29 + 2% + 2% + 25 + 23 + 1 (part B)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC = 12 w=3_§ 30
w =10 222
w =12 1084
w =14 2184
w =16 2657
w =18 1900
w = 20 862
w = 22 196
w =24 34
w = 26 1

WCRC = 13 w="7 4
w=9 78
w=11 388
w =13 969
w =15 1823
w =17 1657
w =19 1029
w =21 323
w =23 53
w =25 4

were = 14 w =06 1
w=3_§ 14
w = 10 83
w =12 383
w =14 803
w =16 1028
w =18 828
w = 20 396
w = 22 90
w = 24 12
w = 26 2

WCRC — 15 w=29 7
w =11 88
w=13 216
w =15 501
w =17 469
w =19 302
w =21 106
w =23 18
w =25 1

WCRC — 16 w=3~§ 2
w =10 11
w =12 54
w =14 120
w =16 203
w =18 151
w = 20 66
w = 22 28
w =24 1
w = 26 1

Table B.9: The weight distribution of the coded scheme generated by the CRC words of a fixed weight, using
gere, (7) = 2° + 2 + 2% + 22 + 1 together with gpcn(r) = 210 + 29 + 28 + 2% + 25 + 2% + 1 (part C)
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CRC code BCH code
CRC words of weight | Weights BCH code | Amount

WCRC = 17 w=11 12
w=13 23
w =15 49
w=17 53
w =19 35
w =21 11
w = 23 1

were = 18 w =10 2
w=12 3
w =14 1
w =16 20
w =18 11
w = 20 2
w = 22 1

WCRC — 19 w =13 3
w =17 1
w =19 4

WCRC = 20 w = 20 1

Table B.10: The weight distribution of the coded scheme generated by the CRC words of a fixed weight,
using gorc, (7) = 2° + 2* + 2% + 2% + 1 together with ggcg(z) = 1% + 2% + 28 + 25 + 25 + 23 + 1 (part D)
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Appendix C

Field Table

0 [ 00000 [ g7 | 10100 | g™ | 11111 | 8?3 | 01111
1 | 00001 | A% | 01101 | B¢ | 11011 | 24 | 11110
B | 00010 | B° | 11010 | B'7 | 10011 | B*° | 11001
B2 | 00100 | B'° | 10001 | B'® | 00011 | 825 | 10111
B3 | 01000 | B | 00111 | A | 00110 | 527 | 01011
B% | 10000 | B2 | 01110 | 520 | 01100 | 528 | 10110
£° | 00101 | B3 | 11100 | B2 | 11000 | 5%° | 01001
6% | 01010 | g | 11101 | B2 | 10101 | B30 | 10010

Table C.1: F3p with primitive element 3 such that 3° = 32
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Appendix D

Python Code

D.1 weights_finder_pure.py

from numpy.polynomial import polynomial as P
import numpy as np

import math

import itertools

def add_bin(a,b):
return (a + b) % 2

def multiply(p, g, n):
res = P.polymul(p,q)
res %= 2
return np.pad(res, (0,n-len(res)))

## the following finds the weights distribution of a code using
## the generator polynomial

## generator polynomial has degree r = n-k

## so every product of the generator polynomial with a polynomial
## of degree <= n-r is a code-word

def code_gen(gen, k):
code = []
r = len(gen)
1st = [list(i) for i in itertools.product([0,1], repeat = k-r+1)]
del 1st[0]
for pol in 1st:
word = multiply(gen, pol,k)
code . append (word)
return code

## create a subset of the code of only the words that have the specified weight
def find_subset(code, weight):
subset = []
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for word in code:
if sum(word) == weight:
subset .append (word)
return subset

## Find the weights of any pre-generated code

def w_finder(code):
weights = {}
res = 0
for word in code:
w = int(sum(word))
if w in weights:
weights[w] += 1
else:
weights[w] = 1
return weights

def find_min_weight(weights):
res = float(’inf’)
for weight in weights:
if weight < res:
res = weight
return res

D.2 weights _finder_coded_.py

import math
import numpy as np
from weights_finder_pure import *

## given a generator polynomial return generator matrix ##

def gen_matrix(gen, n):
r = len(gen)-1
k =nr
G = np.zeros((k,n))
for i in range(k):
for j in range(r+1):
G[il[i+j] = int(gen[jl) % 2
return G

## find the weights of the coded scheme using a generator polynomial

def w_finder_coded(gen,n,g_crc,k):
G = gen_matrix(gen,n)
code = code_gen(g_crc,k)
code_new = [code[i].dot(G)%2 for i in range(len(code))]
weights = w_finder(code_new)
return weights
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## find the weights of the coded scheme using the already generated CRC code

def w_finder_coded_2(gen,n,code):
G = gen_matrix(gen,n)
code_new = [code[i].dot(G)%2 for i in range(len(code))]
weights = w_finder(code_new)
return weights

## Find the weight distribution of the code
## that is generated by a subset of a CRC code of a certain weight

def partition(gen,n,crc,k):
w_1lst = []
for weight in range(k+1):
code = find_subset(crc,weight)
weights = w_finder_coded_2(gen,n,code)
w_lst.append(weights)
return w_1lst

D.3 undetected _error.py

import matplotlib.pyplot as plt
import numpy as np

from math import comb

from weights_finder_pure import *
from weights_finder_coded import *
from matplotlib.pyplot import cm

## Calculate the undetected error for the pure system

def pue_pure(pch, weights,k):
p_ue = 0
for w in weights:
value = weights[w]
p_ue += value * (pch ** w) * (1-pch) ** (k-w)
return p_ue

## Calculate the undetected error for the coded system

def pue_coded(t, pch, weights, n):
p_ue = 0O
for w in weights:
value = weights[w]
t_.0=0
t_.1 =0
while t_0 + t_1 <= t:
part_sum = value * comb(w,t_0) * comb(n-w,t_1) * \
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pch*x(w + t_1 - t_0) * (1-pch)**(n-w-t_1+t_0)
p_ue += part_sum
if t_.0 + t_1 == t:
t_1 +=1
t_.0=0
else:
t_0 +=1

return p_ue

## Generate a single plot of the undetected error of a CRC polynomial
## In the pure system for all values of p

def single_plot_pure(weights, k):

fig = plt.figure()

xpoints = np.linspace(0, 0.5,51)

y = [

for pch in xpoints:
a = pue_pure(pch, weights, k)
y.append (a)

plt.plot(xpoints, y, ’0’)

plt.show()

## Generate a plot of the undetected error of a list of CRC polynomials
## In the pure system for all values of p

def full_plot_pure(w_lst, k):

fig = plt.figure(figsize=(10,6))
xpoints = np.linspace(0, 0.5, 100)
y = [
i=1
color = iter(cm.rainbow(np.linspace(0,1,len(w_1st))))
for weights in w_1st:

y_1 =101

for pch in xpoints:

a = pue_pure(pch, weights, k)
y_1.append(a)

y.append(y_1)
for el in y:

¢ = next(color)

plt.plot(xpoints, el, ’o’,label = ’$g_{CRC/%s}$’ % i, markersize = 4, c = c)

i+=1
plt.xlabel(’$p$’)
plt.ylabel(’$P_{ue}$’)
plt.legend(loc = "upper left")
plt.savefig(’pure_plot.png’)
plt.show()

## Generate a plot of the undetected error of a CRC polynomial
## In the coded system for all values of p
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def single_plot(t, weights, n):

fig = plt.figure()

xpoints = np.linspace(0, 0.5,51)

y = [

for pch in xpoints:
a = pue_coded(t, pch, weights, n)
y.append(a)

plt.plot(xpoints, y, ’07)

plt.show()

## Generate a plot of the undetected error of a list of CRC polynomials
## In the coded system for all values of p

def full_plot(t, w_lst, n):
fig = plt.figure(figsize=(10,6))
xpoints = mnp.linspace(0, 0.5, 100)
y = [
i=1
color = iter(cm.rainbow(np.linspace(0,1,len(w_1st))))
for weights in w_1lst:
y.1 =10
for pch in xpoints:
a = pue_coded(t, pch, weights, n)
y_1.append(a)
y.append(y_1)
for el in y:
¢ = next(color)
plt.plot(xpoints, el, ’o’, label = ’$g_{CRCYs}$’ % i,markersize = 4, c = c)
i+=1
plt.xlabel(’$p$’)
plt.ylabel (" $P_{ue}$’)
plt.legend(loc = "upper left")
plt.style.use(’seaborn-v0_8’)
plt.savefig(’coded_plot.png’)
plt.show()

D.4 calculate_roots.py

import numpy as np

import galois

import itertools

from weights_finder_pure import add_bin, multiply
from numpy.polynomial import polynomial as P

## The field F_{32} as binary arrays of 5 bits
gf = np.array([[0,0,0,0,1],\

[0,0,0,1,0],\

[0,0,1,0,01,\

[0,1,0,0,01,\

(1,0,0,0,0],\

b b

61



[0,0,1,0,1],\
[0,1,0,1,0],\
[1,0,1,0,0],\
[0,1,1,0,1],\
[1,1,0,1,0],\
[1,0,0,0,1],\
[0,0,1,1,1],\
[0,1,1,1,0],\
[1,1,1,0,0],\
[1,1,1,0,1],\
[1,1,1,1,11,\
[1,1,0,1,11,\
[1,0,0,1,1]1,\
[0,0,0,1,1],\
[0,0,1,1,0],\
[0,1,1,0,0],\
[1,1,0,0,0],\
[1,0,1,0,1],\
[0,1,1,1,11,\
[1,1,1,1,01,\
[1,1,0,0,1],\
[1,0,1,1,1],\
[0,1,0,1,1],\
[1,0,1,1,0],\
[0,1,0,0,1],\
[1,0,0,1,0]11)

## Create a list of all possible CRC polynomials of k bits, that have +1
## As a term

def create_crc_list(k):
res = []
1st = [list(i) for i in itertools.product([0,1], repeat = k-1)]
for i in range(len(lst)):
res.append([1] + 1st[i] + [1])
return np.array(res)

## find g(beta**power) for any power
def check_root(g,power):
res = np.array([0]*5)
if power ==
res[-1] = sum(g)’%2
return res
else:
for i in range(len(g)):
new_pow = (power * 1)%31
res += gf [new_pow]*g[il
return resy2

62



## find all the roots of a generator polynomial
def return_roots(g):
root_powers = []
for i in range(len(gf)):
if sum(check_root(g, i)) ==
root_powers.append (i)
return root_powers

H#HHAH B HBHH AR AR B H B R AR R R A

def main(Q):
## Find the roots of the CRC polynomials of 5 bits
crc_5 = create_crc_list(5)
for crc in crc_b:
print(np.polyld(crcl::-11))
beta_lst = return_roots(crc)
print (beta_lst)
print(’\n’)

## Find the the CRC polynomials of 10 bits that have beta”7 and
## beta”1l as roots

for i in range(1,16):
print(’\n’, "CRC of %s bits:"%i, ’\n’)
crc_i = create_crc_list (i)
for crc in crc_i:
beta_lst = return_roots(crc)
if len(beta_lst) >= 10 and (7 in beta_lst) and (11 in beta_lst):
print (np.polyld(crc[::-1]))
print (beta_lst)
print(’\n’)

== "__main__":

main()

if __name

D.5 subset_crc_code.py

from weights_finder_pure import *
from weights_finder_coded import *
import numpy as np

import math

import itertools

## My own example with 5 CRC bits

gl = [1,1,0,1,0,1] #0x15 HD = 2 ———=> w* = 6
g2 = [1,0,1,0,0,1] #0x12 HD = 3 --—=> w* = 5
g3 = [1,0,1,1,1,1] #0xle HD = 3 ——-—=> w*x = 5

##glst = [gl,g2,g3]
n,k,t = 31,21,2
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g-C =
##g _C
crcl = code_gen(gl,k)

crc2 = code_gen(g2,k)
crc3 = code_gen(g3,k)

subset_lst = partition(g_C,n,crcl,k)
subset_lst2 = partition(g_C,n,crc2,k)
subset_1st3 = partition(g_C,n,crc3,k)
print (subset_lst,’\n’)
print (subset_lst2,’\n’)
print (subset_1st3,’\n’)

D.6 main.py

from undetected_error import *

from calculate_roots import create_crc_list
from weights_finder_coded import *

from weights_finder_pure import *

from numpy.polynomial import polynomial as P

#### BCH code 1 ####4#
n,k,t = 31,21,2
g-¢ = [1,0,0,1,0,1,1,0,1,1,1]

gl = [1,1,0,1,0,1]
g2 = [1,0,1,0,0,1]
g3 = [1,0,1,1,1,1]

1

### First example with 3 CRC polynomials
glst = [gl,g2,g3]

## Second example with 4 g_CRC_12(x) compared to the other 3
glst2 = [gl,g2,g3,g12]

## Third example with the CRC polynomials of 5 bits
gl = [1,1,0,1,0,1]
g2 = [1,0,1,0,0,1]
g3 = [1,0,1,1,1,1]
g4 = [1,1,0,0,0,1]
gs = [1,0,0,1,1,1]
g6 = [1,0,1,1,0,1]
g7 = [1,1,0,0,1,1]

g8 = [1,1,1,1,1,1]

g9 = [1,1,1,0,0,1]

g10 = [1,0,1,0,1,1
1,1

1,1]
gll = [1’1’ H ’0,1]
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gi2 = [1,1,1,0,1,1]
g3 = [1,0,0,1,0,1]
gi4 = [1,0,0,0,1,1]
gi5 = [1,0,0,0,0,1]
g6 = [1,1,0,1,1,1]
glst_5 = [gl,g2,g3,g4,85,86,87,88,89,g10,g11,g12,g13,g14,g15,g16]

w_lst_pure = []
w_lst_coded = []

for g in glst:
print(np.polyld(gl::-11))
weights = w_finder(code_gen(g,k))
w_lst_pure.append(weights)
print (weights)
print("min weight w* = ",find_min_weight(weights),’\n’)
print (’And now the coded scheme:\n’)

for g in glst:
print(np.polyld(gl::-11))
weights = w_finder_coded(g_C,n,g,k)
w_lst_coded.append(weights)
print (w_finder_coded(g_C,n,g,k),’\n’)
print("min weight w* = ",find _min_weight(weights))

full_plot_pure(w_lst_pure,k)
full_plot(t,w_lst_coded,n)

w_lst_pure = []
w_lst_coded = []

for g in glst2:

print(np.polyld(gl::-11))

weights = w_finder(code_gen(g,k))

w_lst_pure.append (weights)

print (weights)

print("min weight w* = ",find_min_weight(weights),’\n’)
print (’And now the coded scheme:\n’)

for g in glst2:
print(np.polyld(gl::-11))
weights = w_finder_coded(g_C,n,g,k)
w_lst_coded.append(weights)
print (w_finder_coded(g_C,n,g,k),’\n’)
print("min weight w* = ",find_min_weight (weights))

full_plot_pure(w_lst_pure,k)
full_plot(t,w_lst_coded,n)

w_lst_pure = []
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w_lst_coded = []

for g in glst_b:
print (np.polyld(gl::-11))
weights = w_finder(code_gen(g,k))
w_lst_pure.append(weights)
print (weights)
print ("min weight w¥ = ",find_min_weight (weights),’\n’)
print (’And now the coded scheme:\n’)

for g in glst_5:
print(np.polyld(gl::-11))
weights = w_finder_coded(g_C,n,g,k)
w_lst_coded.append(weights)
print(w_finder_coded(g_C,n,g,k),’\n’)
print("min weight w* = ",find_min_weight (weights))

full_plot_pure(w_lst_pure,k)
full_plot(t,w_lst_coded,n)

HEHHHHHFH R A HERFHRR SRS

### BCH code 2 #i###
n,k,t = 31,16,3
g_C = [1’1,111)O:1’011’1:11111309010,1]

### The CRC polynomials of 10 bits compared to each other
gt = [1,1,1,0,1,1,0,0,1,0,1]

g2 = [1,0,1,1,1,0,0,0,1,0,1]

g3 = [1,1,0,0,1,1,1,0,1,0,1]

g4 = [1,0,0,1,1,0,0,0,0,1,1]

glst_10 = create_crc_list(10)

glst = [gl,g2,g3,g4]

for g in glst_10:

print(np.polyld(gl::-11))

weights = w_finder(code_gen(g,k))

print (weights)

print("min weight w* = ",find_min_weight(weights),’\n’)
print (’And now the coded scheme:\n’)

for g in glst_10:
weights = w_finder_coded(g_C,n,g,k)
if find_min_weight(weights) >= 13:
print(ap.polyld(gl::-11))
print (weights,’\n’)
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print ("min weight wx = ",find_min_weight (weights))

HHR R R
### Comparison of 4 CRC polynomials of 10 bits

w_lst_pure = []
w_lst_coded = []

for g in glst:
print(np.polyld(gl::-11))
weights = w_finder(code_gen(g,k))
print (weights)
print("min weight w* = ",find_min_weight(weights),’\n’)
w_lst_pure.append(weights)

print (’And now the coded scheme:\n’)

for g in glst:
print (np.polyld(gl::-11))
weights = w_finder_coded(g_C,n,g,k)
print(weights)
print("min weight w* = ",find _min_weight (weights),’\n’)
w_lst_coded.append(weights)

full_plot_pure(w_lst_pure,k)
full_plot(t,w_lst_coded,n)
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