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Chapter 7
Emotions and Digital Well-Being: 
The Rationalistic Bias of Social Media 
Design in Online Deliberations

Lavinia Marin and Sabine Roeser

Abstract In this chapter we argue that emotions are mediated in an incomplete 
way in online social media because of the heavy reliance on textual messages which 
fosters a rationalistic bias and an inclination towards less nuanced emotional expres-
sions. This incompleteness can happen either by obscuring emotions, showing less 
than the original intensity, misinterpreting emotions, or eliciting emotions without 
feedback and context. Online interactions and deliberations tend to contribute rather 
than overcome stalemates and informational bubbles, partially due to prevalence of 
anti-social emotions. It is tempting to see emotions as being the cause of the prob-
lem of online verbal aggression and bullying. However, we argue that social media 
are actually designed in a predominantly rationalistic way, because of the reliance 
on text-based communication, thereby filtering out social emotions and leaving 
space for easily expressed antisocial emotions. Based on research on emotions that 
sees these as key ingredients to moral interaction and deliberation, as well as on 
research on text-based versus non-verbal communication, we propose a richer 
understanding of emotions, requiring different designs of online deliberation plat-
forms. We propose that such designs should move from text-centred designs and 
should find ways to incorporate the complete expression of the full range of human 
emotions so that these can play a constructive role in online deliberations.
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7.1  Introduction

In the emerging debate concerning the multiple facets of digital well-being (Burr 
et al. 2020, p. 1), one important aspect still in need of research is the inter-personal 
dimension of well-being. For example, the interpersonal relations established 
between friends, family or work colleagues contribute to the individual sense of 
well-being, suggesting that, when it comes to well-being, we are not the masters of 
our individual happiness, but that we rely on others and on the quality of our rela-
tions with others. For a long time, these inter-personal relations have taken place 
offline, however, with the advent of the digital society, people also interact with 
each other online increasingly. Concerning the personal aspect of inter-relational 
well-being, some researchers have argued that there can be genuine online friend-
ships (Kaliarnta 2016) hence opening up the possibility for other personal relations 
to be also mediated online. There is however another aspect of inter-personal well- 
being that has been less studied when it comes to its online dimension: the public 
aspect of relating to others as a member of a community with particular interests 
and values. The membership to an online community can happen in formal ways 
such as being part of a closed group, or by following of a public figure or topic on 
social media, but also informally – someone finds oneself situated on the same side 
with other strangers when engaging in a debate around a matter of concern.

This public aspect of online well-being has been related to governance and social 
development by Burr et al. (2020) and it refers to the fact that most people aim to 
have a good life not just in the private sphere of their homes, but also in the public 
realm. This public dimension of inter-personal well-being deserves further explora-
tion given the recent turn toward digital citizenship (Mossberger et al. 2008; Isin 
and Ruppert 2015) and online platforms for civic participation. While the discus-
sion concerning e-democracy has been going on for a while, we want to engage it 
from  a different angle: can we genuinely  pursue public well-being to the same 
extent online as offline? In this paper, we are not asking whether e-democracy and 
online civic participation are possible or even effective, but whether participants can 
achieve some level of well-being as a result of their public engagement online as it 
is presumably the case with offline democratic participation. We have focused the 
scope of our question to the possibility of creating meaningful deliberations on 
social media.

Online social media is chosen here as an object of inquiry because digital online 
platforms dedicated specifically to deliberation are still in their infancy (Verdiesen 
et al. 2016) and because, as we will claim, the design principles that make social 
media inefficient in channelling online debates are the same design principles also 
used on digital deliberation platforms.1 Our main claim in this paper is that online 
debates on social media do not mediate the full range of human emotions and thus 
are an impediment for successful deliberations online. We argue that we need to 

1 Examples of such platforms are LiquidFeedback https://liquidfeedback.org/, Debate Hub https://
debatehub.net/ , DemocracyOS http://democracyos.org/
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rethink how we design for online deliberation, by keeping emotions in mind. We 
base this claim on four observations:

 1. We need to take into account emotions in deliberation because they point out 
what matters to people.

 2. Online platforms tend to mediate user’s emotions in an impoverishing way, mak-
ing visible only a narrow range of emotions, mostly expressed in radical terms.

 3. Online social media platforms facilitate debates by emphasising the mediation 
of text-centred messages; however, textual communication has a hidden rational-
istic bias, downplaying emotions and embodied interactions by design.

 4. Paradoxically, this rationalistic bias gives room for specific kinds of emotions, 
namely often hostile responses that are not corrected due to lack of non-verbal 
communication.

These observations will be illustrated and developed in this chapter.

7.2  The Contribution of Emotions to Deliberative Processes

Public debates about controversial topics, taking place online or offline, are fre-
quently heated and end up in stalemates, for example debates about potentially risky 
technological and scientific developments such as climate change, vaccination or 
genetic modification. This is due to the scientific and moral complexities of these 
risks, which lead to strong emotional responses by people (Slovic 2010). This 
effect  is exacerbated by social media: the way emotions are typically treated in 
online debates increase estrangement and polarization. People from different infor-
mational ‘bubbles’ blame each other for seeing the world in an irrational and lop-
sided way. Such hostile online interactions have the potential to affect people’s 
wellbeing severely. In other words, online environments can be a platform for delib-
eration on technological risks, but they can themselves also give rise to negative 
impacts or risks.

However, we would like to point out that the role of emotions is usually misun-
derstood in public deliberations. Rather than seeing emotions as irrational states, we 
will argue in what follows that emotions can contribute to emotional-moral reflec-
tion and public deliberation on controversial topics such as technological risks.

Emotions are often seen as a threat to rationality, in public exchanges but also in 
academic research, for example in empirical decision theory (Dual Process Theory, 
e.g. Kahneman 2011) as well as in moral philosophy, where the opposition between 
‘rationalism’ and ‘sentimentalism’ has dominated the metaethics debate. However, 
emotion researchers in psychology and philosophy have argued over the last decades 
that emotions are intertwined with or part of rationality and cognition. For example, 
the neuropsychologist Antonio Damasio (1994) has shown that people who lack 
emotions due to a brain defect (in their amygdala) lose their capacity to be practi-
cally rational and to make concrete moral judgments. Psychologists and philoso-
phers have developed so-called cognitive theories of emotions (Lazarus 1994; 

7 Emotions and Digital Well-Being: The Rationalistic Bias of Social Media Design…



142

Scherer 1984; Solomon 1993). Emotions play an important role in moral wisdom 
and in forming moral judgments (Little 1995; Nussbaum 2001; Zagzebski 2003; 
Roberts 2003; Roeser 2011; Roeser and Todd 2014). These insights can be expanded 
to discussions about risky and controversial technologies. Emotions are crucial to 
debates about technological risks, because emotions can point out what morally 
matters. Conventional, quantitative approaches leave out important ethical consid-
erations such as justice, fairness, autonomy and legitimacy (Roeser 2006, 2018). In 
this chapter we will argue that addressing emotions in a different way can help to 
overcome stalemates in deliberations about controversial topics: emotions can con-
tribute to sympathy and understanding of shared values, which can in turn contrib-
ute to finding commonly shared solutions, thereby also contributing to people’s 
wellbeing.

In what follows, we will argue that, when emotions are not properly included in 
ways online deliberative platforms are designed, this leads to impoverished and 
lopsided interactions in which nuanced emotions get lost while harmful emotions 
tend to prevail. These impoverished communications online can be harmful to peo-
ple’s wellbeing. We will argue that paradoxically, this is due to the rationalistic, 
text-based bias of such platforms, as they leave out emotions and embodied, non- 
verbal communications. Our main claim is that online social media platforms rely 
heavily on text-based communication and miss important nonverbal aspects of com-
munication. We will argue that this also has an effect on how emotions are perceived 
and expressed.

7.3  Online Emotions and the Tendency for Extreme 
Emotions to Prevail

Is there a specific mode in which emotions appear when debating with other users 
on social media? In order to tackle this issue, we start from the observation that the 
ways in which emotions are mediated on social media are already leading to the 
expression of a narrow range of emotions in specific ways. In other words, the land-
scape of online emotions is rather barren, dominated by a few main emotions to the 
detriment of emotional diversity and complexity. The case of moral outrage will 
illustrate this claim as outrage seems to be emphasised to the detriment of other 
emotions in online deliberations.

It seems that the already polarised emotional responses in public debates are 
exacerbated when taking place in online media. On social media, one commonly 
encounters extreme negative reactions such as venting of anger, blaming or shaming 
which lead to the dominance of extreme viewpoints. One of the most visible emo-
tions online is outrage, and this is also one of the most studied emotions in online 
contexts. The Internet has been deemed the medium of outrage (Han 2017, p. 8), as 
it is conducive to the expression of waves of outrage in a visible manner such as 
group bullying, harassment, and online mobbing. Outrage, although it has a 
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143

negative valence, can still have constructive civic uses as for example leading to 
mobilisations for action (Spring et al. 2018, 1068). Spring et al. (2018) have argued 
that outrage can be used more effectively for mobilising groups of people into polit-
ical action, as compared to empathy or reappraisal (Spring et al. 2018, S. 1067). 
However, Brady and Crockett (2019) have pointed out that, at least in online envi-
ronments, the expression of outrage does not lead to social mobilisation, but rather 
has mostly negative effects (Brady and Crockett 2019, S. 79). Brady and Crockett 
identify at least two problems with online outrage: first, it reduces the effectiveness 
of collective action - since there are so many themes to be outraged about, the moral 
anger tends to dissipate instead of coalescing among online users (Brady and 
Crockett 2019, S. 79); secondly, the participation of certain marginalised groups is 
discouraged - especially of minorities - via “coordinated harassment” (Brady and 
Crockett 2019, S. 79), hence outrage becomes effectively an anti-democratic tool. 
Spring et al. (2018) have noticed that outrage is seen as morally permissible only 
for majority groups who will tend to deem the expression of outrage as inappropri-
ate when it comes from marginalised groups: ‘only certain groups are “allowed” to 
express outrage. For example, stigmatized group members are often held to higher 
moral standards (e.g., accused of expressing inappropriate emotions, especially 
anger, at greater rates than majority group members’ (Spring et al. 2018, p. 1069).

Both problems are related to the architecture of the online environment which, 
according to Brady and Crockett, makes it too easy to express outrage as a reaction 
to anything as it does not incur any costs (Brady and Crockett 2019, S. 79). This 
means that it can be the case that people manifest outrage in their messages without 
even feeling it because they may have other benefits, for example as a way of virtue- 
signalling to the group (Spring et al. 2018, p. 1067). This could also be the case in 
offline situations, but the offline outrage is easier to detect by the audience because 
emotions are harder to fake in real life.

The previously cited work on outrage showcases a general problem with online 
emotions: while a particular emotion can have a social role and be useful in certain 
contexts, it may become toxic when mediated via online social platforms. As Brady 
and Crockett (2019) rightly point out, the costs of expressing any emotion online – 
hence also outrage – are quite small and thus the sheer quantity of online outrage 
seems to be overwhelming. While we agree with Brady and Crockett in general, we 
think that we need to revisit the link between the design of a platform and the emo-
tions it allows to be expressed. If expressing outrage is cost-free, why is it not the 
case that all emotions are equally expressed? What makes outrage so special in its 
flourishing in online media?

Empirical studies have shown that both negative and positive emotions flourish 
in online debates just as is the case in offline debates (Wojcieszak et  al. 2009, 
p. 1082). Several researchers have concluded that the online medium as such is not 
an impersonal medium, no less devoid of emotions, and that, even if text-based 
communication makes it harder to convey emotional cues, users will compensate 
for this feature “by the use of emoticons, or by verbalizing emotions in a more 
explicit way” (Derks et al. 2008, p. 780). We do not contest that emotions can be 
expressed effectively in online communications, but rather we want to question the 

7 Emotions and Digital Well-Being: The Rationalistic Bias of Social Media Design…



144

quality of the expression of such emotions and the effect this has on online users. 
When online representations of emotions are based either on self-reports or on con-
textual information such as usage of expressions, emoticons, and typography, the 
effect is not quite the same. We think that emotions which are not fully and accu-
rately expressed online do not achieve the same effect as the emotions in offline, 
real-life scenarios, as we will argue in what follows.

7.4  The Rationalistic Bias of Text-Based 
Online Communications

The misrepresentation of emotions online can be traced to the design choices made 
by social media platforms. One salient design feature is the heavy reliance on texts 
to convey messages among users. We only need to look back at the history of the 
text as medium to understand its rationalistic bias. The invention of the optical texts2 
in the twelfth century is tied by media historians to the need to design texts as a tool 
for the purpose of quick intellectual appraisal of complex arguments, enabling to 
see and comprehend arguments at a glance (Illich 1993). Thus, text was not initially 
used to express emotions, but to convey complex ideas to a wide audience in the 
form of books, journals, novels, etc. An exception is of course written literature 
(novels, poetry etc.). But until the advent of the Internet, most people (except for 
professional literary, academic or journalistic writers) did not use text as a regular 
medium of communication, except for the occasional letter writing. The epistolary 
novel shows how the genre of letter writing could be used to express rich emotions. 
However, the success of this genre was due to the talent and training of the authors. 
The fact remains that most people do not have the writing skills needed to express a 
full range of emotions in writing. Furthermore, even letters were long texts with 
delayed delivery, forcing the correspondents to write in a different way than they 
would have spoken, conveying thoughts and ideas with a timelier effect. By con-
trast, online instant messages were designed specifically with the purpose of replac-
ing fully the need for face-to-face communication. Social media posts function 
similarly to instant messaging: they allow for the immediate publishing of updates, 
and of comments of quick responses. The assumption that we can communicate just 
as effectively via text messages as we can do in speech is buried deeply in the design 
of social media platforms. This poses several problems for those wishing to engage 
in online deliberation

A first problem is that online text-messages lack certain meta-communicational 
features which are essential for a successful act of communication. Offline real-life 
interactions involve nonverbal communication conveyed via tone of voice, gestures, 

2 Optical texts are texts written in such a way as to be readable at a glance, in silence. Before the 
twelfth century, most manuscripts were written in scripta continua, demanding users to read them 
out loud so to understand the content (see Marin et  al. 2018 for a more comprehensive 
discussion).

L. Marin and S. Roeser
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and facial expressions. Such non-verbal communication can provide for essential 
clues as how to understand someone’s words: the same words, for example a simple 
expression such as ‘poor you!’, can have completely different meaning depending 
on whether they are expressed in a caring, ironic, mocking or even aggressive way. 
How could one compensate for the lack of the meta-communicational features? 
Emoticons could in principle accommodate that to some degree, but even they can 
be ambiguous. Another solution would be more text devoted specifically to explain-
ing the emotions of the users. This could work in a lengthy text such as a novel, 
where a detailed description of the characters might also work to render explicit the 
emotions of the characters. However, because instant messaging and social media 
favour short messages, there is not enough time and space to write lengthy descrip-
tions of feelings. An additional impediment is that most online users are not profes-
sional writers, and may not be able to use words to convey something usually left to 
gestures, tone of voice and facial expressions. This makes it that much of the emo-
tions and subtext are often lost in the process of online communication.

Furthermore, a second problem is that in such heavily text-based forms of com-
munication, we need to rely on the honesty of the users when they report their emo-
tions, and we need to take their emotional reports at face value. But online, behind 
the veil of anonymity, deception may be more likely to happen than sincerity. 
Already pointed out by Brady and Crockett, people may express outrage online 
even when they are not feeling it – because it signals their virtue. This could happen 
just as well with other emotions besides outrage.

A third problem can be that users do not report all their emotional states. For 
users to report an emotion in a text medium, it should be powerful enough to disturb 
them. Thus, mild emotions such as boredom, curiosity, amusement, annoyance, etc. 
may pass by unnoticed unless their subjects will take the time and effort to state 
clearly what they are feeling. But online users have no incentives to continuously 
report their feelings via text updates, while their emotions would often get noticed 
in offline interactions via non-verbal communication such as bodily or facial expres-
sions, and these could be relevant for interactions between people. Meanwhile, 
more extreme emotions such as anger, excitement or hatred will get the spotlight 
much easier. For extreme emotions, one does not even need to self-report, some-
times the way a message is written is enough to tell something about the emotional 
state of the user: exclamation marks and using Caps Lock are indicative of more 
extreme emotions.

Hence, when  compared to actual face-to-face communication,text-based mes-
sages are typically poor indicatorsof the full range of emotions felt by users. Certain 
emotions manage to prevail in online interactions while others do not get expressed 
and shared properly. To get back to our previous question as to why outrage seems 
to be a more prevalent emotion online than in offline interactions: this could be due 
to the poor expression of the full range of emotions on social media, thus leading to 
a distorted view of the other users and of the online environment. The visibility of 
online outrage may be due to its multiple modes of expression, which are not shared 
by other, more subtle emotions. To use a fortunate expression of Brady and Crockett, 
online we are confronted with “emotional noise” (p. 79) meaning that the heavy 

7 Emotions and Digital Well-Being: The Rationalistic Bias of Social Media Design…
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expression of certain (extreme) emotions tends to drown other emotions, making 
their signalling invisible. Furthermore, this may also be due to the urgency of out-
rage and the fact that it cannot be controlled easily, and that outrage can be used for 
‘virtue signaling’ more than other emotions. And since the Internet is a medium of 
self-presentation facilitating spontaneous interactions (Nadkarni and Hofmann 
2012), people might choose easy ways to present a virtuous self. These are hypoth-
eses which would require further empirical and conceptual research.

The text-centred way in which online social media platforms are designed is 
focused on the informational content of what is said, thereby often obfuscating the 
emotional and expressive context. Such design ignores the possibility that not all the 
messages we communicate online are meant to inform, and that many times we say 
things just to vent out, to express emotions, or to signal to others our allegiance to a 
community. This design underlies the rationalistic assumption previously exposed 
when we discussed the pitfalls of offline deliberation. Online deliberation seems to 
assume that users are rational epistemic agents whose emotions do not matter. The 
online platforms thus repeat the same mistakes as in-real-life deliberation: focusing 
on what is said and ignoring the context and personal meaning of a message. Thus, 
context and subtext are regularly downplayed as insignificant add-ons to the mes-
sage’s meaning. The paradox of online communication is that its rationalistic bias 
promoted by the text-based communication creates room for populist emotions, but 
not for more nuanced, sympathetic and reflective moral emotions which are essen-
tial in a deliberation. This poses a problem for online deliberation because people 
will not be able to express their full range of emotions.

7.5  Designing Online Environments for more Emotionally 
Fine-Grained Expression

In this section we propose several design features meant to foster well-being through 
emotionally rich deliberation environments online. We think that current designs of 
social media platforms do not take the mediation of emotions explicitly into account, 
with possible detrimental effects for the user’s well-being. The design features pro-
posed below are intended as a starting point for a wider debate concerning the emo-
tional environments of social media. Should the emotional environments be 
designed with a particular emotional state in mind (e.g. related to well-being)? To 
what extent are the emotional reactions of users on social media the effect of the 
misuse of these media for other purposes than they were intended? These questions 
cannot be expanded on here, but deserve further elaboration. Furthermore, this 
debate on the limits of designing social media affordances for emotional well-being 
cannot be answered by philosophers alone, but rather deserve an interdisciplinary 
approach.

Concerning online deliberation – be it on dedicated platforms or on social media 
groups – we think of several design features that could foster a more emotionally 

L. Marin and S. Roeser



147

rich environment. We propose that the first stage of an online debate should be dedi-
cated to choosing what to debate: for example, concerning a policy proposal, users 
could vote what they find the most interesting policies. The choice option is already 
implemented in the existing deliberation platforms, but it is done only via text bits 
which get up-voted. However, we propose to complement the text-based explana-
tions of policies with video clips or audio clips in which proponents explain their 
policy proposals. This would give a more human touch to the debate, by making 
known the faces of the proponents and their own emotions attached to these propos-
als. A danger – as always in video based content – is that some proposals might get 
voted because their speakers are charismatic, and not for the content itself. This 
could be partially by-passed by having the users first read the policy proposal in a 
text snippet, and then asking them to click on a video recording of the expanded 
proposal.

In a next stage, users could have the opportunity to comment on these proposals 
and explain why they support a certain policy. In this phase, users could be encour-
aged to also post video or audio clips with their comments of the policy. The audio 
clips would probably work better since these would foster anonymity, while also 
allowing for a personal touch – the voice of the user, their emotions being discern-
ible from the voice recording.

In the final stage, when a policy has been proposed for a general vote, the final 
debate could take place in a video conference format with each side designating 
representatives to speak for it. Thus, users could watch the debate – either live or 
recorded – and then cast their vote. Again, the danger of charisma-based votes needs 
to be averted. One possibility would be to combine video with text transcripts. Thus, 
before casting their votes, the users would be asked to read the transcript of the 
debate. The reading would ask of the users to focus on the content of the debate, 
while the emotions expressed in the debate would still be in their minds.

For regular discussions among social media users, no formal constraints can be 
imposed on the users. After all, nobody can be hindered from starting a deliberation 
in a group or in a private chat. However, we propose that the text comments and 
messages to be screened for sensitive words. Once users type in a negative message 
containing certain trigger-words, an AI algorithm could detect it and it would pop 
up the question “Are you sure you want to send this?”. This feature is already being 
experimented with by Instagram3 but we think that it would also help to make users 
understand the emotional consequences of their actions, not just by asking them if 
they are sure, but for example, also showing them the image of a suffering face, or 
an emoticon.

Overall, we suggest moving away from the asynchronous text message conversa-
tion to a format more expressive of the interlocutor’s bodily presence: their tone of 
voice, face and movements could be recorded – either via video or at least audio. 
This can help interlocutors to remember that the other online user is a human being 
who may feel affected by their messages, and that everyone matters  equally. If 

3 See https://www.bbc.com/news/technology-48916828
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people cannot hide behind the anonymity of a nickname but see each other as real 
human beings with feelings to be acknowledged, then we hope that such online 
debates could become more meaningful for all participants, possibly leading to a 
form of digital civic well-being.

On a final note, we are aware that video alone cannot solve all the problems of 
text-based communication without adding its own problems. The raising popularity 
of vloggers on YouTube has not always led to more emotionally aware users, rather 
new phenomena such as self-radicalization after watching videos on YouTube 
(Alfano et al. 2018) became possible. In this paper we wanted to draw attention to 
the hypothesis that text-based communication undercuts emotional expression in a 
very particular way which imposes its own media-logic on existing emotions. The 
solution proposed here would not be to entirely give up text-based messages, nor to 
replace text with another medium,4 but to look at the possible convergence of mul-
tiple media: text and video, text and sound clips, text and emoticons, text and 
images, etc.

7.6  Conclusion

In this paper we have suggested that emotions are mediated in an incomplete way in 
online social media by the heavy reliance on textual messages which fosters a ratio-
nalistic bias and a bias towards less nuanced emotional expressions. This incom-
pleteness can happen either by obscuring emotions, showing less than the original 
intensity, misinterpreting the emotion, or eliciting emotions without feedback. 
Online interactions and deliberations tend to contribute rather than overcome stale-
mates and informational bubbles, partially due to prevalence of anti-social emo-
tions. It is tempting to see emotions as being the cause of the problem of online 
verbal aggression and bullying. However, we argue that social media are actually 
designed in a too rationalistic way, because of the reliance on text-based communi-
cation, thereby filtering out social emotions and leaving space for easily expressed 
antisocial emotions. Based on research on emotions that sees these as key ingredi-
ents to moral interaction and deliberation as well as on research on text-based ver-
sus non-verbal communication, we propose a richer understanding of emotions, 
requiring different designs of online deliberation platforms. We propose that such 
designs should move from text-centred designs and should find ways to incorporate 
the complete expression of the full range of human emotions so that these can play 
a constructive role in online deliberations.

4 There are currently other solutions being investigated by tech companies such as Apple – for 
example dynamic avatars – but we do not have the space to go into these here.
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