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Symbol Meaning
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1 Abstract
In this thesis, the first part will be a review of the literature that includes as much of the commercially available
information on carbon capture and mainly, Direct Air Capture (DAC). What are the difficulties surrounding
capturing CO2 from gas mixtures and what are the possible solutions that have been investigated? What type of
negative emission technologies have been proposed, what are the important parameters for the design of carbon
removal technologies and what are the biggest obstacles that need to be overcome? Gathering sufficient data
and comparing the different finding will be of importance, given that DAC technologies are still in developing
stages and information is limited. The focus of this thesis will be on chemically amine based solid sorbents, as
this can be argued that this is the most promising technology for a viable DAC system.

The modelling part of the thesis will be focused on the design of and development of a DAC model in the
open source software ’Python’. The amine based sorbent that is investigated and used for the creation of the
model is Lewatit VP OC 1065. Using experimental data gathered from the literature together with feasible
assumptions, a model will be built to recreate the the whole DAC process and analyse the system. The main
focus will be on acquiring a flexible model for both the adsorption and desorption parts of the DAC process
to make further investigation of the system parameters possible. This model will be used after this thesis for
further development and, for instance, analysing different possible sorbents.
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2 Introduction

2.1 Contemporary situation
In the past decades it has become painfully clear that the temperature on earth is rising due to increasing
amounts of of green house gasses (GHGs) in the atmosphere. The excess amount of greenhouse gasses in the
atmosphere, specifically carbon dioxide (CO2), is a consequence of burning of fossil fuels and the overall accumu-
lated impact of human behaviour over the past decades. The amount of atmospheric CO2 is described in terms
of parts per million (ppm) and has been increasing significantly over the last decades. In 2022, atmospheric
CO2 was measured as around 420 ppm, with an annual increase of about 2.74 ppm, which is an approximately
0.65%[1]. Comparing this to the year 1970 when the amount was about 325 ppm, it can be seen that the amount
of CO2 has increased with about 100 ppm within half a century.

Figure 1: Global carbon dioxide concentration increase from the year 1960 to 2021 in ppm [1].

Sunlight is absorbed by the earth and heats our planet, making life on earth possible. However the accumulation
of CO2 in the atmosphere traps the IR-radiation that is subsequently re-emitted from Earth’s surface, driving
an alarming trend of continual increase in global surface- and ocean temperatures, termed global warming [4].
Global warming in turn leads climate change, that is accompanied by more frequent and intensive droughts, heat
waves and other natural disasters (such as more severe storms, wildfires and floodings). Heating of the planet
affects all life forms on Earth, which must adapt to the repercussions of the direct and indirect consequences of
anthropogenic greenhouse gas emissions. This includes human life but is definitely not limited to us, as it can
be seen that, in order to survive, many animals are changing their way of life by, for instance, moving higher up
into the mountains or migrating north to try and escape the heat, while trees and other plants are struggling
to endure the dry climate of their usual niche. Forests, plants and animals are subjected to a gradual increase
in the concentrations of many man-made contaminants, as well as of different environmental and industrial
pollutants.

It is abundantly clear that it necessary to adapt thae way we live on earth and to reduce the amount of GHGs
in the atmosphere. Awareness of these problems has fortunately been growing over the past years, as countries
are changing their policies on GHG emissions, reducing dependency on fossil fuels and making the switch to
renewable energy and carbon neutral fuels. ’The Paris Agreement’ of 2015 stated that the goal by the year
2100 should be to limit "global temperature increase to well below 2 degrees Celsius, while pursuing efforts to
limit the increase to 1.5 ℃"[5]. This means that the aim is to keep the global temperature rise this century
well below 2 degrees Celsius above pre-industrial levels. Countries therefore need to improve their capacity for
dealing with the impacts of climate change and to strive for net zero GHG emissions and climate-resilient path-
way. Two key words of the agreement are ’adaptation’ and ’mitigation’, and this is where new environmental
technologies are fundamental for reaching the goals that are set. Climate change mitigation cannot depend
solely on carbon neutral technologies and fuels: negative emission technologies (NETs) will also be essential to
meeting these goals. One od these carbon removal technologies is Direct air capture (DAC), which captures the
CO2 directly from ordinary air through sorbent or solvent based process plants. Ambient air blows through
a DAC reactor, which separates and removes the excess CO2. In this way, DAC technology has the potential
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to extract atmospheric CO2 produced by a wide variety of polluting sources, independent of where they are
emitted or by the amount emitted from these sources.

Renewable energy technologies such as, wind power, solar-PV, hydro-power, etc. are increasing yearly and are
well known measures for reducing our CO2 production and therefore, for becoming carbon neutral in the future.
Use of such technologies is also increasing rapidly each year. However these technologies are often dependent
on weather and/or other variable, are not the only technologies necessary to reach the climate goals. The
development of renewable energies is crucial for achieving the ambitious climate goals, but this on its own is
not enough to stop the earth’s temperature from rising. Technologies such as DAC require energy in order to
capture and extract CO2 so, in order for the whole system to be carbon negative, it is imperative that this
energy be produced with renewables. This emphasises the importance of developing different technologies, none
of which will be "the" solution to Global Warming on their own. Rather, it is the combination of different
technologies, both existing and newly developed, that will be the key to reaching global goals.

As is to be expected with developing technologies such as DAC, there are multiple obstacles during the design
and implementation process of the technology for commercial use. First of all it is good to realise what makes
DAC a ’negative emission technology’. Broadly speaking, there are three important parts of the process that
should be considered. The first obstacle that DAC faces is the amount of CO2 that is in the atmospheric air.
Although the amount of atmospheric CO2 is too high at around 420 ppm, it is still a relative small proportion
of the total air, presenting very real challenges for the technical process of capturing and filtering. Another
complication that needs to be considered when using DAC is the amount of energy that is needed for the entire
process to continuously be operated. A DAC reactor consumes considerable amounts of energy during the entire
systems cycle, from capture of the air to processing of the CO2. For this reason, for a DAC plant to be have neg-
ative emissions, it needs to run almost completely on renewable energy for the process to be viable. Ultimately
what is done with the pure CO2 coming out of the system, determines the rate of carbon removal from the
air. Whether the CO2 is utilised or stored determines the overall amount of carbon removal from the air. DAC
is considered a developing technology and has undergone significant technical developments in the last 2 decades.

However there are still many uncertainties and process optimisations that can be done throughout the entire
process. For example, there are still many uncertainties surrounding the process steps and optimal conditions
for sorbent based DAC systems. Data about different sorbents and their kinetics throughout the process are
constantly being updated, and over the past few years, multiple papers have been published about various
materials that could be used as part of the sorbent-based DAC process. From this experimental data, models
can consequently be used to analyse the system more carefully. The development of these models is the next
step in optimising sorbent based DAC, to gather more data and to accurately predict what conditions can make
the different system processes operate optimally. Acquiring a model that can be used gather the necessary data
to fill data gaps will help to make DAC a viable process. The model can be used to make the correct choices
related to the energy and material design considerations for a DAC system.

2.2 Commercial DAC systems
2.2.1 Different DAC companies

Multiple companies globally are developing commercially viable DAC systems, with different technologies claim-
ing to be able to achieve different carbon capture rates and commercial prices. It is important to understand
the different technologies and requirements before believing some of the claims. DAC technologies have specific
requirements for the capture of CO2 from ambient air and therefore have larger costs. These costs can be
considered the mayor bottleneck for commercial DAC implementation as it is estimated that it will cost 75 -
80 € per captured ton of CO2 [6]. Costs consist of capital costs, sorbent lifetime, electricity, and heat demand.
Other considerations that can influence the overall cost of a plant include CO2 capacity of the sorbent and
location of the DAC system.

Multiple leading companies that are developing DAC technologies use different systems for their design. A
few of these companies are; Carbon Engineering, using a aqueous akali hydroxide solution system; Carbyon,
using a system containing a thin film sorbent on a porous membrane; Climeworks, using a solid amine sorbent;
Global Thermostat, using a solid amine sorbent on honeycomb ceramic monoliths etc. These companies focus
on different systems, depending on the type of solvent or sorbent used combined with the regeneration technique
for CO2 collection. All these different systems have obstacles to overcome and all of them are confronted by the
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huge expense that DAC currently requires to make it a viable process. In this thesis, the focus will be on the
Climeworks system and will be further investigated.

2.2.2 DAC plant Orca

On 8th of September 2021 project ’Orca’ was launched in Iceland, which is the world’s first and largest climate-
positive direct air capture and storage plant, making large-scale CO2 removal from atmospheric a reality. The
facility consists of eight collector containers that capture air for carbon removal. These collectors have an
annual capture capacity of 500 tons each, enabling a total removal of 4000 tons of CO2 per year. The heat
and electricity required to run the direct air capture process is supplied by the ’Hellisheidi Geothermal Power
Plant’, which is its main renewable energy source. After capture it mixes the CO2 with water and pumps it
deep underground [7]. Through natural mineralisation, the carbon dioxide reacts with the basalt rock and turns
into stone within a few years. The plant is shown in the following figure ??.

Direct air capture removes an amount of CO2 from the air, but could also provide a sustainable source of carbon
dioxide. The carbon dioxide is captured in its pure form, meaning it can be used for several applications: the
pure CO2 stream can either be stored in the earth through ’mineralisation’, or this CO2 stream could be used
as a product for functional purposes. In the latter case CO2 can be produced as a useful raw material for other
industrial purposes - a process known as ’utilisation’ - which maintains a healthy balance of CO2 in the air
because no additional carbon dioxide is produced. The pure carbon dioxide can be used to produce renewable,
carbon-neutral fuels and materials. In the case of utilisation, no excess CO2 is produced or re-emitted to the air,
however it is also not literally removed from the atmosphere thus arguably calling into question the correctness
of calling it a negative emission technology. In the case of project Orca, the captured CO2 is not utilised for
further processing as a product but it is stored underground. Mineralisation stores the captured CO2 safely
underground, thus removing it from the atmosphere completely. The carbon will chemically react to form stone
under the surface of the earth, therefore it avoids additional transport and processing emissions, and so it can
be considered as more carbon negative than the CO2 that is used for further applications.

2.2.3 Relating Climeworks to my model

The Climeworks DAC system is one of the first commercial DAC plants that has successfully been implemented,
thus making a good case around which to build a model. It is assumed that they make use of a solid amine
based sorbent that is either Lewatit VP OC 1065 or a very similar sorbent and this can be used to simulate a
system similar to their DAC plant. An important characteristic of the Climeworks DAC process is that a large
share (around 80%) of the energy demand can be met by low-temperature heat in the range of 80–120°C [8].
Based on the current technology, long term energy requirement projections are expected at around 2,000 kWh
per ton of CO2, from which 400 kWh contributes to the electrical and 1,600 kWh to the thermal energy demand
[8]. The Climworks plant is designed such that it can be powered solely by renewable energy sources, mainly
geothermal energy, and waste heat.
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3 Literature study

3.1 Carbon capture technologies
3.1.1 Negative emission technologies

First of all it is good to get some perspective on negative emission technologies (NETs) and the different ways
of reducing CO2 from the atmosphere that are being researched. The increasing amount of CO2 in the air
directly highlights the growing need for these type of technologies. Consequently different types NETs have
been proposed and are being developed rapidly as different solutions to the same global problem. Atmospheric
CO2 is naturally extracted by plants and trees however, this natural process cannot keep up with the excessive
emissions, stressing the importance for NETs that can be defined as “the intentional human efforts to remove
CO2 emissions from the atmosphere"[9]. In spite of the increasing need for NETs and the fast pace of their
development, the demand for NETs is still much higher than the amount of carbon that is captured at this point
in time. Some of these technologies are already at a more developed stage, while others are still in their earlier
stages of development. The different types of NETs can be classified into seven different categories, representing
the different technological categories currently under research. An overview of the NETs is shown in the figure
2.

Figure 2: An overview of the various negative emission technologies categorised.

The different methods for carbon removal are either based on natural or chemical carbon capture. Natural NETs
remove CO2 from the air by means of photosynthesis, which is the natural way of carbon extraction that plants
and trees use for growing. Chemical NETs such as DAC use synthetic or natural materials that chemically bind
to the CO2 for the removal process. More divisions can be made between the different technologies; however
that goes beyond the scope of this thesis as the focus will be on one NET in particular, namely DAC. However
when comparing technologies such as afforestation and reforestation (AR) to DAC, some clear distinctions can
be made. AR is one the most studied DAC systems but is a slow process; where trees capture the CO2 from
the air to grow, DAC chemically binds quickly to capture the carbon for immediate carbon removal. Also when
considering the amount of land that is needed for significant amounts of CO2 removal, then DAC plants, either
solvent or sorbent based systems, need much less area than tree plantations. These examples help underline the
importance of instantaneous carbon removal systems such as DAC for shorter term solutions.

3.1.2 Why DAC

This thesis will focus on a specific type of NET known as Direct Air Capture with the goal of analysing the
complete DAC process in order to get a better understanding of both the system and the material properties.
DAC has been getting increasing attention in the past years and is establishing itself as a promising approach
to atmospheric CO2 removal. Tough much progress has been made for types of DAC systems in the past year,
there is still much to learn about the different DAC systems. One of the major considerations of DAC imple-
mentation is to make the technology energy viable as energy, land and water usage will all be of importance
for optimal siting of the plant and to minimise resource impacts. To get a better understanding of the DAC
process, the key goal of this thesis will be to design a model that can simulate the DAC process. In this case
a solid sorbent that absorbs CO2 will be used and not rather than solvent based direct capture, that uses
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absorption. More specifically, the focus will be on amine based adsorption, meaning that the solid sorbent’s
structure is amine based and chemically binds with the CO2 to extract this from the air. Creating a model for
this type of system can be challenging due to the lack of literature and experimental data that is (publicly)
known on these types of material. For that reason this model will be built around the Lewatit VP OC amine sor-
bent, which is a sorbent that has been investigated relatively well and on which the most public data is available.

To meet the climate goals, 10 billion tons of CO2 must be removed per year (= 10 GTCO2/yr) globally by
2050 and from 2050 onwards, 20GTCO2/yr [10]. This emphasises the need to scale up DAC technologies
rapidly, bearing in mind that the annual global CO2 capture by DAC systems in 2021 was 1000 tons a year
[11]. Current DAC systems use either liquid solvents, which have been investigated more intensively, or solid
sorbents. Investigation of solid sorbent DAC systems and optimizing the design parameters can be one solution
to increasing the annual CO2 capture by DAC systems. While there is no one NET system that is going to
scale scale up in time to achieve these gigatonne scale CO2 removal rates, and deployment of multiple different
NET technologies will be necessary, it is important to optimise the DAC process as one of the key players for
the solution to the problem. That is the main reason for this thesis: to acquire a DAC model that will help
understand and optimise the process for better CO2 removal rates.

3.1.3 DAC process explained

A DAC plant captures CO2 from air and do it is good to give a brief description of the entire system and all
the steps needed from start to finish. As mentioned, DAC systems use either liquid solvents or solid sorbents
to capture CO2 using contactors: however this case will focus solely on the sorbent-based adsorption system.
Initially the air need to enter the system, before it can be processed. The first step of the system uses fans
that blow ambient air from the external air, through the reactor. These fans require energy to operate, which
should operate completely by means of renewable energy sources. From the moment that the ambient air
flows through the reactor, the actual capture of the CO2 will start. As air flows through the bed, at ambient
conditions, the CO2 particles will be chemically adsorbed by the sorbent. This means that from the air mixture
that flows through the system, only the CO2 molecules are bound to the sorbent material while the other gaseous
compounds in the air pass through the system. After some time, most (or all) of the sites have CO2 attached
to them and this is called the ’adsorption phase’. When the sorbent bed in the reactor is sufficiently saturated,
the reactor is closed off from the environment and the remaining air is (mostly) extracted from the system
through a vacuum. Once the system is free of air inside, the next process can start, initiating the ’desorption
phase’. The goal of the desorption is to extract the bound CO2 molecules from the sorbent bed to create a pure
CO2 stream. This desorption can be done in multiple ways but generally the system is heated until the CO2

releases from the sorbent. The released CO2 is then collected and led away as a pure CO2 stream for either
storage or utilisation. In either case, the pure CO2 stream is an outflow that is the goal of the carbon removal
technology. After the CO2 has been collected and removed from the system, the reactor is opened again to the
surroundings until the temperature and pressure are back to ambient conditions. When the system is back to
ambient conditions, the entire process will be repeated initiating the next carbon capture cycle. The figure 3 is
a schematic representation of the adsorption and desorption steps, which are the main reactions of the process.
The goal of this thesis is to simulate these process steps properly and gather missing data concerning solid
sorbent DAC.

Figure 3: A schematic representation of the main processes that describe a DAC system, an adsorption system
where the CO2 molecules adsorb to the sorbent structure while other molecules pass and a desorption system
where the system is closed and the CO2 stream is extracted.
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3.2 Carbon Capture and storage (CCS) technology
Capturing CO2 from a large point source is in general less expensive than general carbon capture from air or
other distributed sources [6]. Industrial sites are large point sources such as power plants, cement industries,
oil refineries, etc. that contribute significantly to the greenhouse gas emissions that produce large amounts of
carbon dioxide, however there are also smaller distributed point sources such as cars, airplanes, household or
sea transport. Conventionally, recovery has been focused on large point sources, yet the CO2 emission from
the small distributed point sources is rising yearly and the majority of the CO2 is diluted into the atmosphere:
this should not be neglected. These points highlights the significance of development of both DAC and CCS
technologies as future carbon reduction technologies.

3.2.1 CCS commercially

Another carbon capture technology that is similar to DAC is Carbon Capture and Storage, which is based on
the same principle but is implemented in a different way. CO2 is one of the components of air that surrounds
us and that makes life on Earth possible, but as mentioned, it is only a relatively small part of the air mixture.
The excessive amounts of CO2 in the atmosphere is due to the fact that greenhouse gasses are emitted all over
the world in large quantities and mainly from industrial sites that exhaust flue gases. At these industrial sites,
the amount of CO2 and other pollutants in the air is significantly higher than ’ordinary’ atmospheric air. When
air is polluted in such ways, it is called ’flue gas’ and can consist of CO2 quantities up to 30%. CCS is the
carbon removal technology (CRT) that captures this polluted flue gas, rather than ambient air as in the case of
DAC, and then processes it for CO2 separation. Though the overall process sounds similar, the two processes
are very different and run into distinct design complications. The CCS process can be divided into three basic
steps: separation of CO2 from flue gas streams, transportation of the CO2, and finally the permanent storage
of CO2.

CCS as a system for capturing CO2 from a gas mixture such as flue gas has been commercially implemented
for just over a decade, since 2010 [11]. The number of operating CCS plants has been limited, with in 2017
only 17 operational CCS plants globally and 39 total CCS projects in the works [12]. A significant increase in
operational CCS units between 2017 and 2021 has showed that now there are 27 fully operational CCS units and
almost 200 commercial CCS facilities in the project pipelines from a diverse range of sectors including cement,
steel, hydrogen, power generation and direct air capture [11]. The Global Status of CCS report determined that
global storage capacity has increased 32% in the last year alone [13].

3.2.2 CCS systems

There are three main CCS methods for capturing CO2 from large point sources, depending on how and where the
CO2 capture is implemented with the industrial process streams. The three CCS methods are pre-combustion,
oxyfuel-combustion and post-combustion, and normally the processes by which CO2 is captured involves either
gas-liquid adsorption, gas-solid adsorption or separation by a membrane [14]. Deciding which is the appropriate
technique for implementation depends on a variety of factors, such as what type of flue gas source and com-
position is in the system and which CCS method is used. One of the main concerns for all three methods is
the overall energy consumption, which is significant. The energy consumption contribution is from the flue gas
blowers, cooling water pumps, CO2 compression and sorbent regeneration [15] and should be designed carefully
to reduce energy consumption of the overall system.

Pre-combustion is a CCS technique where the CO2 is removed from the fuel before the combustion happens.
Generally steam and oxygen is added to the fuel to produce a syngas mixture. This is followed by a gas clean-up
and addition of steam to convert the CO into CO2 in the shift reactor. Finally the CO2 is separated from the
gas mixture, where the gas mixture is supplied back to the plant and the CO2 is compressed.

Oxyfuel-combustion another point source combustion technique is oxyfuel combustion where the fuel is
burned with either pure oxygen or an CO2 and O2 mixture. This type of combustion is not done with air thus
lacks the nitrogen from the flue gas. In this case the flue gas mixture comprises of CO2, water vapor and an
excess of oxygen. The exhaust gas powers the turbines followed by gas cleaning. Finally the water is removed

13



from the flue gas and again the pure CO2 is compressed and either stored or utilised. This method has risks
due to the pure oxygen and high operation costs.

Post-combustion is the third process and generally makes use of liquid amine absorption techniques for the
separation of CO2. In the post-combustion process, the first step is the actual fuel combustion that provides
energy for powering the turbines and gas-capture units followed by the flue gas clean-up. Then the treated flue-
gas passes through the capture unit where generally chemical absorption takes place, followed by regeneration
and CO2 compression for storage or utilisation. The main disadvantages of this process is the cohesiveness of
the solution and the significant energy consumption that is needed for the desorption process.

3.2.3 CCS compared to DAC

As mentioned before, the main difference between CCS and DAC is that CCS captures a gas mixture that has
a much larger concentration of CO2 in it, which is called flue gas. Flue gas is the termed as: ’the mixture of
gases resulting from combustion and other reactions in a furnace, passing off through the smoke flue, composed
largely of nitrogen, carbon dioxide, carbon monoxide, water vapor, and often sulfur dioxide, and sometimes
serving as a source from which carbon dioxide or other compounds are recovered’. The emitted flue gasses lead
to higher acidity levels in the air and to increased chemically contaminated surroundings. Flue gasses are the
consequence of industrial sites, where CO2 emission is extremely high. The concentration of CO2 in a flue gas
can range from 5 to 30%, which is significantly more than that of ordinary air at 0,0042% CO2-concentration.
For that reason, CCS-plants are located in areas where flue gas from can be captured from large point sources
such as power plants and cement or steel industries [3]. The extreme concentrations of CO2 in flue gas, makes it
relatively easier for CCS to capture the CO2 then when compared to DAC systems that captures the CO2 from
atmospheric air. The selectivity demand for the material characteristics is less high for the sorbent or solvent
material chosen for CCS than that for DAC materials. In addition, CCS has other limitations, for instance it
is location dependent as it must be situated at industrial sites where the carbon emission is abundantly high.
DAC and CCS should not be seen as competitive technologies: CCS is restricted to point source locations while
DAC is more versatile and can be considered the carbon capture technology that captures the residual CO2

emissions escaping from the small distributed point sources.
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3.3 DAC technology
3.3.1 Type of DAC system

DAC technology is still in its developing phase, yet there are two main DAC technologies that have been
considered to be the most promising from a technical and economic perspective. One is high temperature
desorption, which is solvent based technology based on water solutions containing hydroxide solvents. The
other is low temperature desorption technology, which uses mainly solid amine sorbents [6]. Sorbent material
selection is crucial in either liquid or solid DAC technologies, as the material needs to have chemically specific
properties for the capture of CO2 at 400 ppm. For the liquid absorption system, CO2 molecules diffuse into the
bulk substance such as water or an alkaline medium. This is in contrast to the solid adsorption system where
CO2 molecules bind to the surface of the solid sorbent. Independent of which system is used, the CO2 need to
be subsequently released from the sorbent or the solvent by means of heat, pressure, purge or a combination of
these properties.

3.3.2 Solvent based systems

Flue gas carbon capture by CCS, commonly makes use of aqueous amine solvents to absorb the CO2 but this
technology can also be applied to DAC. The main distinction between sorbent and solvent based carbon capture
is the way that the CO2 particles react with the material. Sorbent based systems use solid materials that adsorb
the CO2 particles, while solvents are liquids which extract the CO2 molecules through absorption. Aqueous
amine technologies for CO2 removal from gas streams has been under development since the 1930’s [3]. One of
the most commonly used solvent based amines is MEA (Monoethanolamine) which is used to absorb CO2 from
flue gas and generally combined with temperature swing absorption (TSA) to consequently desorb the CO2 at
elevated temperatures. This is a mature technology that uses these aqueous alkanolamines but its disadvantages
are that it is energy intensive, corrosion and sorbent degradation problems [14].

Solvent based DAC systems absorb the gaseous CO2 from the air, resulting in a CO2-rich liquid. Typically
these type of systems are designed to have a large contact surface area between the gas and the liquid. For
the liquid to absorb the CO2, a strong basic hydroxide solution is often required. This approach requires high
temperatures to recover the CO2 from the liquid, especially for a DAC system. The low percentage of CO2 in
the air demands a strong base for absorption of the CO2 and drives the energy requirements higher as desorption
needs to take place at 900 ℃ [16]. At this temperature the liquid undergoes a decomposition reaction where cal-
ium oxide, water and carbon dioxide are formed. For solvent based DAC systems, a trade-off needs to be made
between having a strong basic capture agent and the high energy demands needed for regeneration of the solvent.

Overall, the energy demands of the solid sorbent and liquid solvent systems differ due to the temperature
requirements needs for regeneration of the system as is shown in the figure ??. The thermal energy requirements
for the solid sorbent are around 100 ℃ while this is 900 ℃ for liquid solvents based systems. For solid sorbents
this means that the thermal energy can be supplied from lower thermal energy sources like industrial waste heat
or industrial heat pumps. Using heat pumps can lower the thermal energy requirements of the system due to
their high performance coefficient. The high temperatures of the solvent DAC system require a different thermal
energy source, which can said to be a mayor drawback for solvent based system. Furthermore the diffusion
resistances and timescales become increasingly important factors as there are more significant variances in the
diffusion mechanisms between the two technologies.

3.4 Sorbent based systems
The fact that the concentration of CO2 in atmospheric air is significantly lower than its concentration in flue gas
by a factor of a few hundred, leads to several big challenges within the design process. Two of these challenges
are the amount of air that needs to be processed to capture significant amounts of CO2 and the thermodynamic
limitations, mainly during the desorption step of the system. As explained before, both solvent and sorbent
based materials can be used for the DAC process; however in this thesis the choice has been made to focus
solely on the chemical adsorption of solid sorbents. Compared to aqueous amines, the solid amines have some
advantages like lower heat capacity, higher CO2 capacity, lower energy requirement for CO2 amine contacting
and high selectivity for CO2. It was shown that solid amine sorbents are a good material option for CO2

capture because of their high capacities at low partial pressure and relatively low regeneration temperature,
approximately 100◦C, thus require less energy for heating
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3.4.1 Important parameters for DAC

Over the past years there has been a significant increase of research done on DAC technologies. For DAC tech-
nologies the important characteristics that are crucial for making CO2 capture from air a feasible technology,
are the selectivity, stability and regeneration characteristics of the solid sorbent.

Selectivity: The selectivity of a sorbent, it refers to the reaction which the sorbent prioritises when coming
in contact with the air. As the concentration of CO2 in air is low, the sorbent needs to be selective to the CO2

for it to be able to react at such dilute levels. The sorbent needs to selectively adsorb the desired compound,
CO2 in this case, from all the other chemicals in the gas mixture. The reaction needs to specifically react with
the CO2 under ambient conditions while letting the other chemicals in the mixture pass through the reactor.
So the sorbent needs to be reaction specific while the reaction rate needs to be sufficiently fast, that the desired
reaction happens while the mixture propagates through the reactor and past the sorbent particles at an ade-
quate bulk velocity. As the air flows through the system at a velocity the CO2 needs to attach to the sorbent,
if the reaction does not take place fast enough, then the process becomes inefficient.

Furthermore the sorbent needs to have a high loading capacity, making it possible that enough CO2 molecules
adsorb to the sorbent. For the system to be viable it is desirable to have sufficient quantities of CO2 that
can be adsorbed per cycle before the system is regenerated. This is favourable because the system becomes
more efficient when the system is able to adsorb more CO2 per cycle, especially given that regeneration of
the reactor is an energy intensive process. The total capacity of the sorbent is determined by its equilibrium
loading and depends on multiple sorbent parameters such as the pore structure, the surface area and the degree
of functionalisation, which is the the process of adding new functions, features, capabilities, or properties to a
material by changing the surface chemistry of the material. Other external parameters that are of influence on
the capacity of the sorbent are the partial pressure of the CO2, the temperature and humidity [14].

Stability: The stability of the sorbent is another important factor in sorbent selection for the system. The
sorbent has to undergo numerous adsorption and desorption cycles during its life time. Per cycle, air flows
through the reactor as the CO2 molecules bind to the sorbent. This consequently followed by the desorption
from the sorbent happens at an elevated temperature. Degradation of the material can be a major obstacle in
the selection of valid sorbent options. During the adsorption part of the cycle the sorbent is constantly exposed
to air, which is contains large amount of water, oxygen and nitrogen. Oxygen can have degradation effects on
materials, consequently leading to negative effects like shorter lifetime.

Regeneration: Whilst being selective and stable, a desired sorbent material must also meet the regeneration
requirements. The speed and ease at which the sorbent can be regenerated determines whether the selected
material is a viable option for DAC. As selectivity determines the rate at which the CO2 is extracted from the
ambient air, regeneration characteristics are determined by the efficiency at which the CO2 is detached from
the sorbent at the desorption stage. The rate at which this happens has to meet cycle time expectations but
more importantly is that the energy requirements can be met within this time. During the desorption step,
chemically bound CO2 needs to be detached from the sorbent so the CO2 can be extracted for its purpose of
storage or utilisation. Extracting the pure CO2 stream from the system is the goal of the process of capturing
carbon from the air, thus being essential that the system does not exceed the energy required to capture and
process it. Furthermore the CO2 needs to make place for the new adsorption cycle. The adsorption sites can
only be extract CO2 from the air if the sites are not occupied.

A comprehensive understanding of sorbent characteristics is important for selection of plausible materials or
researching optimal ways for performing these kind of processes. Especially in terms of CO2 and H2O equilibrium
capacity and reaction kinetics much investigation and knowledge is required.

3.4.2 Physisorption

Direct air capture however is a technologically based carbon capture method that uses either physical or chemical
based binding to capture CO2 from the atmosphere. In both cases sorbate molecules are separated selectively
from a gas mixture: for physisorption molecules attach themselves to the solid by means of inter-molecular
forces like van der Waals interactions and in the case of chemisorption the molecules bond together with the
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sorbent chemically.

In physisorption reactions both the pore size and surface area of the sorbent are important parameters. Physical
sorbent materials are preferred to have a small pore size and a large surface area like activated carbons, metal-
organic frameworks (MOFs) and zeolites (which are very porous crystalline aluminosilicates). For these kind of
sorbents, both van der Waals forces and electrostatic interactions play a role in capturing a particular molecule
during physical adsorption. The van der Waals contribution will always be present whereas the electrostatic
contributions will only be significant if the sorbent has an ionic structure [? ]. Compared to chemisorption,
physisorption has much lower binding energies per molecule (10 - 1000x higher) and lower adsorption enthalpy
(2 - 4x higher) [6]. However, given the characteristics of the physical sorbent systems, it can be argued that
physical sorbent are less likely to be promising for DAC technologies, as CO2 often binds too weakly to physical
sorbent surfaces and the capacity is sensitive to the presence of moisture. In general physisorption sorbents
are more dependent on the partial pressure of CO2, making them more suitable for high pressure applications,
which is not the case for DAC.

3.4.3 Chemisorption

Chemisorption is often an exothermic process which in the case of DAC technologies, binds to CO2 as air moves
through the reactor and over the sorbent. The CO2 molecules chemically bind to the sorbents binding sites.
Only the CO2 chemically reacts with the sorbent allowing the other components of air to pass through. The
material chosen for this process can take the form of either a liquid solvent or a solid sorbent. Once the air
is taken from the atmosphere, the CO2 needs to be removed from the gas mixture. Heat is typically applied
at this stage, to release the CO2 from the solvent or sorbent. Doing so regenerates the solvent or sorbent for
another cycle of capture. The captured CO2 can be injected underground for permanent storage in certain
geologic formations or used in various products and applications. Permanent storage will result in the biggest
climate benefit, compared to utilisation. Using the captured carbon for products such as construction material
or plastics can also provide long-term storage (decades or even centuries). However, using the carbon for prod-
ucts like beverages would quickly re-release carbon into the atmosphere.

3.5 Solid amine based sorbents
As was mentioned, a good material for sorbent selection should be able to selectively extract CO2 at ambient
conditions. Other important characteristics are the ease of regeneration and the stability of the material over
numerous cycles. However, many physical sorbents fail to meet these criteria and are therefore not suitable for
sorbent based DAC systems. Chemisorbtion however, is considered to have the best potential for DAC systems.
Inorganic chemisorbents such as NaOH and KOH can be used, but they require high temperatures. The most
promising type of sorbent is a solid amine-based sorbent, which is the type of sorbent that will be used in this
thesis for the DAC model. Most of the solid amine-based sorbents can be regenerated at temperatures of about
100 ℃, which is advantageous because this can be supplied by renewable energy sources or waste heat. The
desired characteristics of chemical amine sorbents such as the low heat demand together high capacity, selec-
tivity, fast uptake rate and mild regeneration conditions are reasons why they have been researched extensively
recently for CO2 capture [17]. They do, however also have some major drawback such as their high costs which
is one of the main reasons why DAC hasn’t really been commercialised yet.

For amine selection (1) the number of nitrogen atoms per amine molecule, (2) the adsorption heat and (3) the
sorption kinetics contribute to the chemical reaction and efficiency of the material. The amine sorbent should
be able to effectively utilise its capacity under optimal DAC process conditions. This implies that the sorbent
can be regenerated while producing a high purity CO2 gas, while the sorbent can be saturated with CO2 within
a reasonable time frame and the sorbent is suitable for application in a gas-solid contactor. Other ways to
improve the sorbent capacity are to focus on finding the most suitable amine type and modifying the amine
molecules to improve their reactivity.

Important for chemical adsorption is the design and development of a suitable sorbent which consist of a porous
support on to which functional groups are attached using different techniques. When this functional group is an
amine, then the sorbent is called as solid amine sorbent. For solid amine sorbents the chemical reaction takes
place at the amine group attached to the porous support. The chemical reaction where the CO2 reacts and
attaches to the amine can be be described by several different mechanisms, depending on the type of functional
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amine that is attached to the support and the conditions under which the reaction takes place. The various
amines react differntly due to the number of associated hydrogen atoms. Amines can carry up to four hydrogen
atoms and can therefore be classified as Primary Amines, Secondary Amines, Tertiary Amines and even Qua-
ternary Amines.

Figure 4: Different chemical amine based mechanisms that can occur during chemisorption, depending on the
amount of hydrogen atoms that are carried by the nitrogen molecule.

3.5.1 Type of amine based sorbents

As mentioned, DAC systems can use amine based sorbents that carry between one and four hydrogen atoms.
Primary and secondary amines are commonly used for DAC systems, these type of amines can react directly
with CO2 molecules to produce carbamates. Tertiary amines catalyse the formation of bicarbonate which is
then fixed due to electrostatic forces, so these types of amines are considered less desirable for DAC systems. As
each different amine interacts with CO2 in a different way, it influences the capture speed and regenerability. In
general, primary amines have a higher heat of adsorption compared to secondary and tertiary amines and they
also exhibit the highest adsorption rate. The desorption rate constants may be lower for primary amines than
that of tertiary amines, but the low rates of CO2 adsorption rates make tertiary amines difficult to use for gas
removal. As for supported non hindered primary or secondary amines, the carbon dioxide adsorption process
and mechanism depend on the amine loading and whether the feed gas is dry or humid. The Lewatit VP OC
1065 sorbent is a primary amine sorbent, so the reactions that primary amines undergo in both dry and humid
conditions will be further explained.

Dry conditions CO2 adsorption reacts differently under dry conditions and wet conditions. Adsorption
under dry conditions reacts, with a reaction that involves two steps. First an amino group and CO2 create a
zwitterion molecule, followed by a reaction of a free base, which is either water of another amino group, that
depron tonates the zwitterion molecule to form an ammonium carbamate [17]. Under dry conditions two amine
groups are required to bind one molecule of CO2. The reaction mechanism for primary and secondary amines
under dry conditions is as follows:

RNH2 + CO2 ⇐⇒ RNH+
2 COO− (Zwitterion formation)

RNH+
2 COO− +B ⇐⇒ RNHCOO− +BH+ (Proton transfer to free base)

RNH2 + CO2 +B ⇐⇒ RNHCOO− +BH+ (Overall reaction)

Humid conditions In humid conditions, the zwitterion and the ammonium carbamate are formed in the
same way as in dry conditions, where CO2 reacts with two amine groups. The CO2 capture by primary or
secondary amines proceeds by the formation of carbamate ion according to the following equation.

RNH2 + CO2 +H2O ⇐⇒ RNH+
3 +HCO−

3 (Direct carbamate formation)
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3.5.2 Lewatit VP OC 1065

The amine sorbent that is investigated in this thesis is the ’Lewatit VP OC 1065’, a commercially available
supported-amine sorbent. For the Lewatit sorbent, the functional groups for CO2 capture are primary benzy-
lamine groups. The reaction mechanisms of benzylamine in aqueous solutions prefers direct carbamate formation
mechanism over the zwitterion mechanism based on the experimental results by [3], showing CO2 adsorption
in aqueous benzylamine. The reaction takes place under ambient conditions where it extracts the CO2 from
atmospheric air, which contains water and is thus under humid conditions. The commercially grafted sorbent
Lewatit VP OC 1065 has been found to have excellent thermal stability for desorption and good working ca-
pacity at ambient adsorption conditions. In the literature this became clear when they compare this sorbent to
other potential materials [17]. However it is beyond the scope of this thesis to explain why the Lewatit sorbent
reacts the way it does chemically.

Figure 5: Chemical composition of a Lewatit VP OC 1065 molecule.

3.5.3 Geographical considerations

Before a DAC plant can be built and run successfully, multiple environmental considerations and constraints
have to be taken into account. One of the main reasons for this is that a DAC plant needs a considerable amount
of energy during the entire process to extract CO2 from the air. The biggest part of the energy consumption
comes from the fans that blow the air through the system and during the desorption cycle where the sorbent
needs to be heated sufficiently to be able to extract the CO2 from the reactor.

Firstly, the energy that is required for the process, in the form of heat and electricity, has to be generated
near or at the DAC plant itself. Secondly and more importantly is that this energy has to be produced by
renewable energy systems for the entire system to have a negative energy balance and therefore making the
system environmentally compatible. Plainly said, the technology has to extract more carbon from the air than
that it produces. Not only does the system need energy to run, also CAPEX emissions need to be taken into
account. This can be described as the emissions that are generated during the production of the equipment and
the building of the plant.

Though DAC is not geographically bound to industrial areas, it is still good to consider the advantages that
can be gained by DAC implementation. DAC plants can be built near geologic storage sites to minimize
transportation costs for storage, or near unused sources of waste heat to reduce impacts on the energy system.
For DAC the system can can be described as the repetitive use of a single reactor geometry, which means that
the geometry of a DAC plant can be designed to be relatively small. Water usage associated with direct air
capture also depends on the system type, as well as the ambient temperature and humidity. Siting DAC in
cooler and humid areas could minimize water use and in some cases the systems could also produce water.
Some DAC systems regenerate the sorbent using indirect heating, which allows for minimal water losses. These
indirect heating systems, such as used by ’Climeworks’ solid sorbent systems, are actually net water producers.
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3.5.4 Influence of water

Because water vapour is a major component in air it is important to study the effect of humidity on solid amine
sorbents. For the DAC process conditions, there is no evidence that supported amine sorbents degrade in the
presence of humid vapours during adsorption. The presence of water could have positive effects for the CO2

capacity, as in many cases its capacity even increases in the presence of H2O [3].

In absence of H2O during CO2 adsorption on solid amine sorbent, the only available base for the proposed
carbamate forming reaction is another amine group. Therefore, in order to adsorb one molecule of CO2, the
two amine groups should be in close proximity. Molecular modelling of Lewatit VP OC 1065 showed that the
amine groups alternate in position and this could lead to two amine groups reacting with each other despite
being fixed on the surface [18]. Water has great influence on the adsorption process of amine based sorbents.

The presence of water might not lead to unwanted amine degradation, however studies show that amine sorbents
degrade in an oxidising environment, where primary amines were found to be more stable than secondary and
tertiary amines and the degradation rate depends on the temperature. At elevated temperatures, degradation
increased and so it must be closely considered during the adsorption of the CO2 as the temperature will be
increased during this part of the process.

3.5.5 CO2 processing

Separated pure CO2 can be used either as a product for other industries or it can be stored. CCS makes use
of suitable underground geological formations or deep ocean storage for CO2 storage and in the oil recovery
process, the CO2 is sealed under bedrock or stored for the mineralisation process and to form carbonates un-
derground [6]. The first pilot injection took place in Iceland in 2012 as a part of the CarbFix project, wherein
175 tons of pure CO2 were dissolved in water and then injected into the basaltic subsurface at depths below
500m and at a temperature of 35 ℃.

Utilisation of captured CO2 can have disadvantages for the total efficiency of the DAC plant. Transport of large
volumes of CO2 for instance can become problematic as the vehicle transport consumes energy and creates
emissions. An alternative way for transportation to could be to transport the CO2 in a supercritical fluid phase
via a pipeline, but this also has multiple difficulties.

CO2 is currently used as raw material for multiple industries like for greenhouses, food, brewing, chemicals, as
well as for the production of other chemicals. Many different chemicals are produced from CO2 in chemical
industries, two of the most common being methanol synthesis and urea synthesis. Clearly it is desirable to
recycle the captured CO2 for these types of industries, yet this is impossible to do with all the captured CO2.
Furthermore, it can be said that when CO2 is recycled and used for other products, that it re-enters the
atmosphere again and thus decreasing the efficiency of the entire DAC process. Therefore, the majority of CO2

captured from DAC should be permanently stored.
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4 Model Literature

4.1 Process description and model considerations
The aim of this work is to build a model that can simulate both the adsorption and desorption steps of the
DAC process. This model will be build in the open source programme Python and will be based primarily on
the Climeworks DAC systems. Using both experimental data and what little information there is available in
the literature, a model will be built simulating the DAC process. For both models multiple assumptions will
be made and explained. The goal will be to build good models that can simulate the processes accurately, by
making fair assumptions that can be used to give insight into the overall DAC process.

For both models the first goal is to produce realistic values with the gathered data and general knowledge about
DAC systems. A mass and/or energy balance will be set up for both processes individually. Contingent upon
the outcome of these equations, the model will be built that represents both processes as well as possible taking
into account the assumptions that are made. When the model gives the expected data, it then needs to be
validated before actual results can be produced and analysed.

4.2 Adsorption
Climeworks proposed porous granulates modified with amines applied in vacuum-pressure temperature swing
adsorption (VTSA) cycles [19]. In this process, unloaded sorbent material is exposed to air to capture carbon
dioxide at ambient condition. Subsequently, the unit is evacuated to a pressure in the range of 20 to 400 mbar
and heated to a temperature of 80 to 130 ℃ to desorb CO2. The combination of vacuum and temperature allows
for a higher cyclic capacity, therefore limiting the amount of sorbent needed. Finally, the unit is repressurised
and cooled down to ambient conditions.

4.2.1 Mass transfer

The adsorption process is the rate at which the CO2 is taken up by the sorbent and specifically reacts for
different sorbents and reactor parameters. It is crucial to take into account the adsorption kinetics when de-
signing the reactor optimising the process. The sorbent that will be used in this thesis for the design of the
model is the solid amine sorbent Lewatit VP OC 1065. The mass transfer of the CO2 on to the solid sorbent
can be described in three steps. First is the external mass transfer, during which the CO2 molecules diffuse
from the gas mixture through the film layer resistance of the sorbent, to its outer surface. This is followed by
the internal mass transfer, where the CO2 particles transport into the pores through the porous surface of the
sorbent. Finally the CO2 molecules adsorb on to the external or internal surface of the sorbent when they react
with the remaining amine groups. The adsorption step will either be stopped when the sorbent is completely
loaded or when an optimum has been achieved of CO2 loading for the desorption step to start.

Figure 6: Schematic the adsorption mechanism of a CO2 particle, it first passes the film layer (1), then it
transports into the pores of the sorbent (2) and finally it adsorbs on to the external or internal surface of the
sorbent (3).
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A sorbent has a limited capacity to store the CO2 which is dependent both on the partial pressure of the gas and
its temperature. The speed of the adsorption process is determined through experimental data and simplified
through a constant, in this case the linear driving force. This parameter has been obtained in other literature
by doing breakthrough experiments and matching the breakthrough curve to the theoretical model [18]. In this
thesis, the breakthrough curves will be used to match the model. The reactor column will initially be sorbent
free as it is exposed to the ambient air and the concentration of CO2 changes throughout the column as a
function of time. The breakthrough curve will be matched with the concentration gradient at the outlet of the
reactor until the reactor is saturated.

4.2.2 Equilibrium considerations (capacity)

In an adsorption process, a dynamic phase equilibrium is established between the adsorbate in the gas phase
and the solid surface of the sorbent. It is common to describe this equilibrium capacity as a function of the
adsorbate concentration which is the partial pressure of the species for gas adsorption. Equilibrium capacity
data is acquired through experiments, these experiments have been done in literature and the data will be used
to fit the model. During such experiments [18] the amount of loading on the sorbent is measured as a function
of the partial pressure of the sorbate in the gas phase: this is known as the adsorption isotherm. The isotherm
shown in Figure 7 is calculated from the Langmuir equation.

Figure 7: A representation of the experimental equilibrium capacity isotherm of the Lewatit sorbent at different
temperature for varying partial pressure of CO2 as determined by Bos.

4.2.3 Modelling

The adsorption model should be capable of describing the adsorptive behavior of a solid sorbent in a configura-
tion when it is exposed to the sorbate concentration, where the desired outcome are the breakthrough curves. A
bed reactor with certain dimensions and void fraction, is exposed to an air stream with a certain velocity u. In
order to correctly predict the breakthrough curve, the model should be able to describe the CO2 concentration
in both the gas phase as well as the solid phase at every instance in time for every position in the bed. To
predict this behaviour, the following mass balance can be derived for the adsorption process:

−DL
∂2c

∂z2
+

∂c

∂t
+

∂c

∂z
uair +

∂q

∂t
ρp(

1− ϵb
ϵb

) = 0 (1)

In the equation DL is the dispersion term, c is the concentration of CO2, q is the sorbent loading of CO2, z is
the spatial dimension, t is the time, uair is the velocity of air, ρp is the density of the sorbent particle and ϵb
is the bed voidage of the sorbent. As can be seen from this mass balance, it is a partial differential equation
(PDE) that is dependent on time (t) and distance (z). In this thesis the dispersion term, which is the higher
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order term in the equation, will not be taken into account for the the mass balance. This is an assumption to
initially simplify the mass balance and thus the model, as the higher order term is difficult to account for. After
simplifying the mass balance by setting the dispersion term to zero, the mass balance for the adsorption will
look as follows:

δc

δt
+

δc

δz
uair +

∂q

∂t
ρp(

1− ϵb
ϵb

) = 0 (2)

The nature of the mass transfer is determined by the isotherm whereas the complexity of the mathematical
model depends on sorbate concentration in the fluid phase, the choice of the mass transfer rate equation and the
choice of the flow model. The starting point for the model is the differential mass balance equations for a small
control volume in the adsorption column. The solution to the mass balance equation will give the distribution
of the gas composition throughout the bed.

The mass transfer rate expression for the adsorbable component into the solid phase can be represented with a
linear driving force (k). This term is commonly a set of equations containing diffusion equations to which the
mass transfer term must eventually be reduced. The linear driving force has been reduced to the term (k) and
can be used in the following equation to represent the amount of sorbent that is loaded on to the sorbent as a
function of time, where qe is the equilibrium loading.

∂q

∂t
= f(q, c) = k(qe− q) (3)

Isothermal

Since adsorption is an exothermic process and temperature changes may have an effect on both the equilibrium
relation as well as the adsorption rate, the internal heat generation has to be considered. However, in systems
where the adsorbable component is present only at very low concentration (which is the case for DAC) the
system can be classified as isothermal.

If the adsorbable component is present at low concentration, the system can be classified as a trace system.
Since both the concentrations of water as well as that of carbon dioxide are very low, the DAC system can be
described as a trace system. Changes in the fluid velocity across the mass transfer zone are therefore negligible.

4.3 Desorption
For large scale CO2 capture the desorption part of the process is also crucial in the design of a viable DAC
plant. Important parameters for this process are the ease of regeneration and the stability of the sorbent, and
these help determine the efficiency, cost and feasibility of the DAC system. For the desorption step, the energy
balance becomes of significance for the detachment of CO2 from the sorbent. To begin the desorption step, after
the adsorption process is finished and CO2 is adsorbed to the sorbent surface, the reactor column is closed to the
surrounding air and the remaining air is extracted from the system using a vacuum pump. The desorption can
be initiated which is typically a combination of a vacuum and temperature swing (VTSA), where the reactor’s
pressure is reduced by vacuum and followed by the heating of the system. Another method for the desorption
is to use a purge gas such as nitrogen, steam or oxygen. If a purge system is used, the purge flow is inserted
into the system, which is either simultaneously heated or the overall pressure is reduced before the purge gas is
inserted.

4.3.1 Desorption methods

Generally heat is used to release the captured CO2 from the solid sorbent before it is regenerated for the next
capture cycle. Combining a vacuum with temperature rise has been shown to be better than using either a
pressure swing adsorption (PSA) or a temperature swing adsorption (TSA) method. The combined method is
called a vacuum and temperature swing adsorption (VTSA) which leads to better desorption and regeneration
of the sorbent. Typical regeneration temperatures for solid sorbents range between 80 ℃ and 120 ℃, which
is a relatively low temperature when compared to solvent carbon capture but is still energy intensive. Careful
consideration should therefore be made as to how the column is optimally heated. The heat transfer rate of the
reaction has a significant influence as the isotherm is temperature dependent. Optimising the heating step for
the desorption reaction is crucial for a DAC system to be a viable carbon negative technology. The process is
energy intensive and can therefore become a big obstacle in the design as the heating should be done completely
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by renewable energy and latent heat. However the heating is completely necessary for the desorption to take
place as both the productivity and the working capacity increase significantly. The heat transfer considerations
will be the crucial for the desorption design of the system as a trade-off between the sorbent working capacity
and energy consumption for sorbent heating will determine the efficiency of the system.

VTSA The shape of the isotherm shows that the effect of the temperature is greater than that of the pressure.
The isotherm has a very steep initial curve for pressures below 0.2 bar, considering Figure 7. Though the
temperature has a larger overall impact on the isotherm, more desorption could theoretically be achieved at
sufficiently low pressures. The combination of decreased pressure and elevated temperatures describes a VTSA
system that can achieve higher working capacities than a system that would use solely either one of the two
parameters [3].

PGA Instead of reducing the pressure of the system, another way to regenerate the sorbent is with a purge
gas that can be injected into the system to lower the CO2 partial pressure. Some considerations that can be
taken into account for choosing an appropriate purge gas are that the gas should preferably be inert, abun-
dantly available, inexpensive and condensable. When using a inert, non-condensable purge gas to desorb the
sorbent, the CO2 in the system will be at lower concentration due to the mixture of CO2 and purge gas.
The gases that are commonly considered for PGA are nitrogen, air or steam. It was found that when using a
purge gas flow, the desorption rate is strongly influenced by the equilibrium between the gas and adsorbed phase.

From the Lewatit isotherm, it is clear that an increase in temperature will lead to an increase in working
capacity and the desorption of CO2 will only happen when the equilibrium loading at the local conditions is
lower than the actual loading. However, it should be realised that the isotherm lines are evaluated at the CO2

outlet concentration, which is the highest CO2 concentration in the column.

Figure 8: An adsorption and desorption cycle with the different steps in between for a DAC cycle and the in
and outflow of the system for every step.

4.4 System to model
A model will be built using data from the literature in combination with justified assumptions and correct
reasoning. The system will be based mainly on the existing DAC system that is designed by Climeworks, in
combination with available data from the literature. However there will be some differences from the existing
DAC plant due to a lack of published information about the existing system. For that reason additional litera-
ture has been used to fill these knowledge gaps and to achieve a viable system that makes sense. The adsorption
and desorption processes will be modelled based on the existing system of the Climeworks design. The sorbent
of the system will be the a solid amine sorbent ’Lewatit VP OC 1065’, that adsorbs CO2 at ambient conditions
and be regenerates through means of VTSA at elevated temperature and lowered pressure. Adsorption will be
modelled as a Plug flow reactor (PFR) while desorption will be modeled as a continous stirred tank reactor
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(CSTR): this will be further explained later in this thesis.

The first step for achieving a model is to gather correct data and use this to build the model that simulated a
viable DAC process. When this is achieved, the model will be tested and verified to get a stable model that can
be used to analyse the adsorption and desorption steps of the system. having done this, a goal of this thesis is
to used this model to potentially find out more about the specific reactions in the system and gather optimal
parameters. The entire system will be analysed to find what optimisation is possible for the process and to test
the parts of the system where design trade-offs take place and need to be investigated further. Models like this
in combination with experimental data are necessary to gain knowledge about developmental systems like solid
sorbent DAC.

In the work of Sabatino [19], process analysis for aqueous- and solid-based DAC technologies were done. Ther-
modynamic modeling was done via ’Aspen Plus’ for liquid solvents and a state-of-the-art in-house code for fixed
bed cycles with solid sorbents. ’Matlab’ was used for mathematical algorithms to identify the optimal design.
Modelling done in the thesis of Flart [18], molecular modeling was executed with ’Spartan’ software and again
’Matlab’ was used, but in order to extract the experimental data from a graph (a webplotdigitizer tool was used).
In the case of Bos [3] ’Matlab’ was used to analyse data, making use of built-in software solvers which make the
model less accurate. What makes this research special is that the model is build completely from scratch, using
only an open source software ’Python’, which has not yet been reported in the literature. In this model, no
built-in tools will be used such as automatic differential equation solvers. This was done to prevent the being
’rigid’ enabling it to produce more accurate data than if solvers had been used. Furthermore this model can
be used to analyse new experimental data that ’TNO’ produces or to check the validity of future research papers.
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5 Research questions
The research question of this thesis is: "Modelling for sorbent based direct air capture systems: Will
it be possible to create models that can simulate the adsorption and desorption processes of an
amine based DAC system successfully and can these models be used to gather the appropriate
information to help fill in knowledge-gaps surrounding the concerning system".

The goal of this thesis is to analyse amine based sorbent direct air capture systems. The information on sorbent
based DAC is relatively limited, also due to the fact that the technology is still developing. This is one reason
for the goal of this thesis, as this technology still has many unknowns such as how the processes exactly work
and how they should be optimised. These "knowledge gaps" within DAC are to be investigated during this
thesis, first through a thorough literature research, then by creating DAC models in Python. These model can
in turn be used to analyse some of the knowledge gaps surrounding sorbent based DAC systems. Learning more
about the specifics within a DAC systems and having an open source model of the system would be a very
useful tool.

Two types of research questions are set-up: (1) The advantages and difficulties for creating an open source
Python model (flexibility w.r.t. commercial software and solvers) (2) Giving support to researchers in the field
of DAC and similar carbon capture technologies and being able to verify experimental data and to challenge
claims of other papers.

(1) Can a functional open source Python model be created for DAC technology?

• Is it possible to create a model from scratch (without solvers), that is not rigid and can be adapted for
other DAC systems.

• Is it possible to recreate and validate DAC systems from experimental data, from available papers?

(2) Can use a the created model to gather more information about the DAC system and optimize
the process steps (find optimal parameters and make evaluate trade-offs)?

• Can the model be used to get a better understanding of what happens during the adsorption and desorption
steps (fill data gaps e.g.)?

1. What should the volume of a column be?

2. What is the time needed to regenerate the system?

3. Can we find optimal parameters for the system (such as T , u, PCO2
)?

4. How long does the adsorption process take for a 50% and 90% saturated loading of the sorbent?

5. What is the best way to heat the reactor for desorption?

6. What is the optimum desorption temperature?
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6 Introduction adsorption
DAC is a process that captures CO2 from the air in order to reduce the amount of CO2 in the atmosphere. For
such systems, the primary goal of the system is a two-step process that removes the CO2 from the ambient air.
The first main process is the separation of the CO2 molecules from the air, where ambient air flows into the
reactor and eventually exits the reactor as CO2-lean air. In this case the separation process is adsorption, where
the goal is that the CO2 molecules bind to the sorbent in the reactor, while the other components of air pass
through the reactor undisturbed. As the adsorption reaction progresses and the sorbent bed becomes saturated,
it becomes harder for the CO2 molecules to find vacant adsorption sites until, eventually the reaction stops.
After the sorbent bed has become saturated, the following reaction is initiated for the CO2 removal from the
sorbent material. This process is the desorption reaction of a DAC system, during which the reactor becomes
closed from its surroundings to make sure that no air can flow into or out of the system. Desorption can be
implemented in various ways, but as will become clear, VTSA-desorption is the preferred method to describe
the system. The VTSA method operates at reduced pressure, to create a vacuum, and at elevated temperatures
to extract the captured CO2 from the sorbent, from which an outflow of almost pure CO2 can be processed or
stored.

These two processes combined are the foundation of a DAC system and determine if DAC is possible and more-
over that it is viable. Experimental data alone does not provide sufficient data and knowledge to understand
and optimize the processes. Therefore it is necessary to have a model that can test experimental data, predict
results and gather information about material and reactor design parameters. To build such a model that can
simulate both the adsorption and desorption processes, individually and together to gather extensive data will
be the main goal of this thesis. The models will be designed individually, with appropriate assumptions, to
produce relevant and realistic data within viable margins.

The models will be created using the open source programme ’Python’, which will be used to simulate the
adsorption and desorption processes that describe a DAC system. The entire design processes will be described
as complete as possible in the following parts.

6.1 Adsorption
The adsorption process is considered to be a 2D-process and will be designed accordingly. Adsorption of the
CO2 molecules happens throughout the bed reactor as the bulk, in this case air, propagates from the inlet to the
outlet of the reactor. The adsorption reaction takes place at the sorbent material’s adsorption sites as CO2-rich
air flows through through the bed and the CO2 molecules adsorb to the sorbent. This process occurs while the
air flows in its propagation direction, which will be from here on out be described as the z-axis.

As the air flows through the reactor over the z-axis and adsorption takes place between the CO2 molecules
and the sorbent, the reactor starts to become gradually more saturated and it becomes harder for the CO2

to adsorb to the remaining vacant adsorption sites. This entire process is depends both on its position in the
reactor and on the time, which will be the second dimension of the adsorption process, described over the t-axis.
The time it will take for a sufficient amount of CO2 to bind to the sorbent throughout the reactor, is what will
be modelled with the adsorption model. Data from literature will be the source of information for the design
of the model. At first, the model will be created based on the information provided by literature, which in turn
will be verified and validated with known data from experimental results to check if the model produces viable
results. After the model has been sufficiently validated, it can be used to analyse the adsorption parameters and
predict what will happen to the system at different input variables. The model will be able to predict results
and test experimental data, taking into account appropriate assumptions and the reliability of the data that
has been used in the literature.

6.2 Adsorption model
For the adsorption process, a major challenge will be to design the model completely from scratch and create
the solver system, without using other existing solver systems. This means that the adsorption model will
be modelled entirely without the help of other numerical sub-systems for the design of the adsorption model.
Modelling the system in this way will increase the computational power needed to run the simulations, but the
main advantage is that the adsorption model will be completely flexible and will not be reliant on the work of
other, which would be the case if a solver would be used. The model can be changed manually to describe any
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Partial Differential Equation (PDE) system and can be designed with any desired numerical methods to achieve
accurate and stable result. Furthermore this model can be used to compare its results with other similar models
that make use of differential equation solvers.

During the adsorption process, ambient air flows through the reactor and the CO2 molecules react with the
sorbent. In this case, the sorbent that has been chosen to model the system with is an amine based sorbent,
Lewatit VP 1065, which chemically reacts with the CO2 molecules that flow through the pores of the sorbent
material. From the literature it is understood that water adsorption also takes place during the adsorption
process, which cannot be neglected for an actual DAC system. However, for the first design of this model water
co-adsorption will not be taken into account, which will simplify the initial design. Eventually the model can
be expanded by adding other reaction mechanisms to the system like water co-adsorption. However, this will
not be done within the time-span of this thesis.

7 Setting up the mass balance
The first step in designing any model is to consider what happens within the system, considering the system’s
control volume and consequently setting-up the mass- and energy balances that describe the system. The
assumptions that are made for any process help determine the mass and energy balances that describe the
overall reaction in the system. All assumptions made during the design of the models will explained, why the
assumptions are made and what the possible consequences could be on the results.

7.1 Assumptions
The adsorption system will be designed as an 1D-axial system that will be evaluated over its spatial z-axis and
over time. The other assumptions that are made for the design of the adsorption model are summed up below
and will be explained subsequently.

• Ambient conditions (1 bar, 298 K)

• Isothermal process (constant temperature)

• Pressure change is negligible

• Purely CO2 adsorption

• Henry’s coefficient

• No dispersion term

• 1st-order linear driving force (LDF)

• Kinetic rate constant is assumed to be constant

• Plug flow reactor (PFR)

• Bed is completely free of CO2 as reaction starts

• Explicit Forward Euler (first estimation)

• Implicit Backwards Euler (determining solution)

The adsorption reaction will start at ambient conditions, this means that the initial temperature of the system
is at 298 K and the pressure is at 1 bar. As the adsorption reaction takes place, the system is considered to
be isotherm: the temperature stays constant for the entire adsorption process. This is also the case for the
pressure inside the reactor. For the initial model design, the system ignores any water co-adsorption effects
and the sorbent adsorbs purely the CO2 molecules. The adsorption reaction will initially be modelled using
a Henry’s coefficient, which will represent a linear simplification of the Toth isotherm. The adsorption mass
balance will not take into account any dispersion effects, the mass balance of the system will be a 1st-order PDE.
The adsorption reaction of the CO2 molecules on to the sorbent will be represented by a first order linear driving
force and the kinetic rate term that is used in the LDF equation is assumed to be a constant. The adsorption
system will be considered as a PFR that flows from its inlet at (z=0) to its outlet at (z=L) and the reactor will
be completely free of CO2 molecules as the reaction start: the initial concentration of CO2 in the reactor is zero.
The last two assumptions describe how the reactor will be solved numerically. First, the Forward Euler method
will be used to make a first rough estimation, which will in turn be used for the Backwards Euler method to
iterate the value until a desirable solution has been achieved. All of these assumptions will be explained more
elaborately in the following chapters.
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7.2 Mass balance

Figure 9: Simplified representation of the adsorption system: a PFR containing solid sorbent material through
which ambient air flows from the inlet to the outlet and exits the reactor as CO2 lean air.

The mass balance that will describe the adsorption reaction can be described by a single mass balance. The
reaction is considered to be isothermal thus no energy balance will be needed to describe the system. The
adsorption mass balance can be derived from a general mass balance to describe the adsorption system that
will be modelled in this paper and can be written as the equation below:

δc

δt
= −uair

δc

δz
− ρp · (1− ϵb

ϵb
) · δq

δt
(4)

This equation is a first order partial differential equation (PDE) which changes over time (t) and distance (z).
Where the total concentration change of CO2 over time depends on the change of its concentration over distance
and its sorbent loading over time. The sorbent loading will be described as a function of the linear driving force
(LDF) which can be described by the following equation:

δq

δt
= k(qe− q) (5)

The parameters of the mass balance are: uair, which is the propagation velocity of the bulk fluid (air), ρp is the
particle density, ϵb is the sorbent bed void fraction, c is the concentration of gaseous CO2 in the air and q is the
amount of CO2 that is adsorbed on to the sorbent. The adsorption mass balance is a first order PDE containing
three separate differential equations. With two differential equations for the concentration of CO2 in the air,
one changes over time (t) and the other changes over distance (z). The concentration of CO2 in the air, at 400
ppm and 298 K, is 0.0163 mol/m3, this will be the initial condition for the concentration of the ambient air that
flows into the system. Initially, the concentration of CO2 in the bulk air will reduce as it propagates through
the reactor and the CO2 molecules react with the sorbent. As time passes, the sorbent material becomes more
and more saturated until no vacant adsorption sites remain for the CO2 molecules to adsorb on to. As sorbent
saturation is reached, the concentration level of CO2 in the bulk reaches 0.0163 mol/m3 and the sorbent has
reached its maximum loading capacity. The sorbent loading (q) is assumed to be initially at zero as no CO2(g)

has interacted with the sorbent. As the air flows through the reactor, the CO2 molecules adsorb on to the
sorbent, this reaction only occurs if there is a substantial driving force for this reaction. Equation [5] represents
the driving force behind the adsorption reaction, which is in this case represented by a linear driving force
equation. The sorbent loading differential equation can be described by the kinetic rate constant (k) multiplied
by difference between actual sorbent loading (q) and the loading equilibrium (qe) .

CO2(g) −→ CO2(ads)

The equations above is the chemical reaction of the CO2 between its gas- and adsorbed phase. The equilibrium
loading is a function of the partial pressure of CO2 in the gas phase as it adsorbs on to the sorbent and can be
described by the adsorption isotherm of the sorbent material. As the CO2 adsorbs to the sorbent, the actual
loading q increases and the difference between the equilibrium loading and the actual loading becomes smaller as
a function of time. When the difference between qe and q system reaches zero, there is no longer a driving force
between the gaseous and adsorbed CO2 molecules and the adsorption reaction stops. The linear driving force
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is the mass transfer rate from the (adsorbable) gas phase into the (adsorbed) solid phase, as the CO2 is adsorbed.

7.3 Initial- & boundary conditions
The initial- and boundary conditions should be chosen appropriately to properly solve the mass balance of the
system. When selecting suitable conditions to describe the system, the initial state of the reactor should be
considered. Initially, there are CO2 molecules in the reactor, this means that as the adsorption reaction starts
the concentration of CO2 is zero over the length of the reactor. At this point in time, no CO2 has been adsorbed
on to the sorbent and the actual loading is also initially zero. This can be described by the following initial
conditions (ICs):

Initial conditions:

• c(z, 0) = 0

• q(z, 0) = 0

The initial condition for the concentration is valid for all the grid-point inside the reactor. However this is not
true for the concentration at the inlet of the reactor, here the concentration is equal to that of the ambient air.
At the boundary of the reactor, the concentration of the CO2 in air is dependent on the concentration of CO2

in the ambient air that will flow through the reactor when the adsorption reaction commences. The boundary
condition (BC) at the inlet of the reactor can be described as follows:

Boundary condition:

• c(0, t) = cin

These initial- and boundary conditions are necessary to solve the mass balance equation. To use these equations
inside the model, they first need to be discretized. This means that the equation needs to rewritten in numerical
form, such that the program, in this case Python, can use the equation and solve it numerically to get to the
predicted solutions. This will be further explained in the following part.

Figure 10: A one-dimensional schematic of the initial state of the reactor for the concentration of CO2 over the
length of the reactor as determined by the initial- and boundary conditions

7.3.1 LDF and k

As is mentioned earlier, the adsorption reaction is described by a first-order linear driving force equation, where
the driving force is the difference between the equilibrium loading and the actual loading of the CO2. The rate
at which the reaction occurs is dependent on the kinetic rate constant (k). The kinetic rate constant is a simpli-
fication of a set of equations that generally describe the diffusion reaction and all resistances that occur during
adsorption mechanism. In this case k is assumed to be a constant that can be changed for the model to match
the results as determined by the experiments. In reality, the system of equations that describe k, should be de-
termined based on the experimental data. If the system of equations would be determined successfully, it should
be able to take into account all the resistances that occur during the adsorption reaction as CO2 diffuses on
to the various sites of the sorbent. However this is out of the scope of this thesis and k is assumed to be a constant

∂q

∂t
= f(q, c) = k(qe− q)

The LDF equation describes a simplification of the gas-phase mass balance where the CO2 transports from the
gas phase to the adsorbed phase, where the mass transfer resistance is described by a (lumped) mass transfer
coefficient (k). This parameters in this equation are (k) which is the kinetic rate constant, (qe) is the equilib-
rium loading of CO2 and q is the actual loading of CO2 on the sorbent. The difference between the equilibrium
loading and the actual loading is the driving force for the adsorption reaction to take place, where the LDF is a
frequently used approximation for these type of dispersed plug flow models that describe adsorption processes.
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The LDF is a lumped mass transfer coefficient that contains all the transfer resistances during the adsorption
reaction [20]. These resistances occur during adsorbate transport when CO2 adsorbs on to a sorbent particle.
First, surface diffusion occurs when the CO2 passes the film layer of the sorbent particle, then CO2 molecules
encounter the micro- and macro-pore resistances as they diffuse into the pores of the sorbent particles and react
with the free amines on the solid surface of the sorbent.

Implementing the LDF to lump these resistances assumes that only one of these mass transfer resistances
is dominant for the adsorption reaction, for it to be valid. The lumped mass transfer coefficient k can be
experimentally determined to fit the isotherms. This value determines the rate of the adsorption reaction by
approximating the all the resistances into one coefficient that fits the experimental results. One of the goals
of this model will be to evaluate different values of k and to determine which of the values gives the best
representation of the experimentally determined results.

8 Modelling approach
The adsorption model will be constructed based on the mass balance and subsequently validated by using
experimental data to compare if the model is able to simulate the experimental data realistically. First the
model is modelled with Python based on the general governing equations and assumptions of the system. The
equations need to be discretized for the system to be solved numerically with the model. If this is done correctly,
the model will be able to predict the concentration and loading of CO2 in the reactor for any place and time.
The solutions will be determined by means of an implicit numerical method that finds the solutions iteratively.
Consequently the model will tested by using the results presented by breakthrough experiments to determine
the validity of the model: the model will use experimental data to check if the results of the model are in
accordance to the experimental results. This will determine if the model is capable of describing the behaviour
between the sorbent and the CO2 properly.

The rate of adsorption is one of the key parameters in the adsorption reaction and is determined by breakthrough
experiments. For this model the concentration and loading values are measured at the outlet of the reactor and
these values will be compared to the breakthrough results. The adsorption rate determines the rate at which
the concentration of CO2 inside the reactor is back to ambient conditions and breakthrough has occurred. Once
the system has been successfully validated, the model can be used to analyse the adsorption reaction in detail
for the different parameters and different conditions.

8.1 Model description
No dispersion

The starting point for the design of the model is to set-up the correct conservation equations that describe the
adsorption system. From the control volume (CV) of the PFR, the correct mass balance can be derived. The
ambient air flows through the CV from the inlet to the outlet of the system, which are the boundaries of the
CV. Adsorption of the CO2 molecules occurs as the air flows through the reactor bed and the CO2 reacts with
the sorbent material. For amine based adsorption systems as described in this thesis, the overall mass balance
equation is generally written as the following equation 6, like has been described by [18], [20].

−DL
∂2c

∂z2
+

∂c

∂t
+ uair

∂c

∂z
+ ρp · (

1− ϵb
ϵb

) · ∂q
∂t

= 0 (6)

In this equation, DL describes the dispersion effects during adsorption. Equation 6 describes the adsorption
reaction with a second-order partial differential equation that is typically hard to solve. As 2nd-order PDEs
are hard to solve, the dispersion term has been neglected in this thesis in order to simplify the system. The
dispersion term is the 2nd-order differential equation inside Equation 6 and if this term is assumed to be zero,
then the mass balance equation becomes a 1st-order PDE and the system becomes easier to solve. Ignoring the
dispersion effects during the adsorption process will influence the results produced by the model, but can still
give a good insight to the system. In order to obtain a good first adsorption model, the dispersion is ignored for
simplicity but should be considered for further investigation of a realistic adsorption system. Creating a model,
that can describe the adsorption based on the aforementioned2nd order PDE would be a good follow -up to this
thesis. The goal of this thesis however, is to create a model that can solve the PDE independently of existing
differential equation solvers. Thus ignoring the dispersion effects during adsorption, the mass balance equation
can be reduced to the following equation:
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∂c

∂t
+ uair

∂c

∂z
+ ρp · (

1− ϵb
ϵb

) · ∂q
∂t

= 0 (7)

Henry’s coefficient

The equilibrium loading inside the LDF of the mass balance, can be determined with a Toth isotherm. The
isotherm values (Table 8) and equations (Equation 17) have been experimentally determined in other works
like that of Bos [3]. From these equations, the equilibrium loading is calculated based on the partial pressure
of CO2 and the temperature of the system. For this model however, the temperature is constant and the Toth
isotherm equations have been substituted by the Henry’s constant for simplicity. The Henry’s coefficient is a
linear constant that gives deviating results compared to that of the Toth isotherm, this can be seen in Figure 11.
However The Henry’s constant can be used in the model as a good first attempt at simulating the adsorption
process with viable results.

Figure 11: Comparing the equilibrium loading values of the Toth isotherm to those of the Henry’s constant, for
a system at 400 ppm and 298 K as a function of the partial pressure of CO2.

Isothermal

The adsorption reaction of the CO2 reacting with the sorbent is an exothermic reaction, thus it is expected
that the temperature would increase due to the internal heat generation. The concentration of CO2 in air, that
reacts with the sorbent, is so low that the change in temperature can be considered to be negligible.

Constant velocity

The temperature of the bulk fluid and the solid sorbent are constant throughout the adsorption process, thus the
velocity does not change due to temperature changes. Furthermore, the length of the reactor for the adsorption
process is evaluated at relatively short lengths. If the adsorption reactor would be designed to be longer, then
the velocity would decrease significantly over the distance and the pressure drop would become a challenge for
the system.

No pressure drop

The velocity and temperature are considered to be constant throughout the system and they will no affect the
pressure inside the system, while the bulk flows through the reactor. Because the reactor has a relatively short
length and the pressure of the environment is the same as the pressure inside the reactor, the pressure drop can
be ignored. However if the inlet velocity of the system would be increased, such that the fans suck the air in at
a higher inlet velocity, the pressure would drop significantly at the inlet and increase the effect of the pressure
drop on the system.
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Pure CO2 adsorption

The assumption in this model is that the water co-adsorption can be neglected, even though this is not the
case for an actual DAC system. From literature it is known that water has a big influence on the adsorption
process due to that water molecules also get adsorbed to the sorbent during the adsorbing step. For simplicity,
the model is designed to neglect water molecules being adsorbed. Though it has been acknowledged that the
presence of water also has positive effects on a DAC system like is investigated by Young [21], the model will
ignore co-adsorption effects.

8.2 Determining the system
8.2.1 Governing equations

The mass balance of the system, containing the LDF, is the PDE that needs to be solved in order to be able
to simulate the adsorption process. The equations below show the mass balance and the loading differential
equation as described by the LDF.

∂c

∂t
+ uair

∂c

∂z
+ ρp · (1− ϵb

ϵb
) · ∂q

∂t
= 0 (MB)

∂q

∂t
= k(qe− qCO2) (LDF)

Rewriting the mass balance, with the loading differential in terms of the LDF, the mass balance can be written
in its final form shown in Equation 8, which is a 1st-order PDE that changes with respect to time and distance.

∂c

∂t
= −uair

∂c

∂z
− ρp · (1− ϵb

ϵb
) · k(qe− qCO2

) (8)

Due to the fact that the system is behaves isothermally, no energy balance needs to be solved for this system.
The temperature remains constant and therefore the mass balance can be solved with the three initial- and
boundary conditions for this system.

8.2.2 Initial & Boundary conditions

The initial conditions describe the system at its initial state, before the process has started. Initially the reactor
is assumed to be free of air, there is no CO2 in the reactor until air starts to flow through the system. Con-
sequently, no CO2 has yet been adsorbed. This could be different after an entire DAC cycle would have taken
place, depending on the efficiency of the desorption process. After desorption has taken place, it is not likely
that all the CO2 molecules have been desorbed from the sorbent, this would mean that the initial condition of
the loading non-zero after the first complete DAC cycle. However, the initial conditions will both be initially
considered to be zero.

Domain for c(z,0) = 0 ∈ [0 < z ≤ L]
c(z, 0) = 0 (IC 1 @ t = 0)

Domain for q(z,0) = D ∈ [0 ≤ z ≤ L]
q(z, 0) = 0 (IC 2 @ t = 0)

The mass balance system needs to be solved for three different variables, this means that there are at least three
conditions needed to be able to solve the mass balance. The first two conditions are initial conditions and are
valid only at the start of the process for (t=0). The boundary condition states that the concentration of CO2

at the inlet of the reactor is always the equal to the CO2 concentration in the ambient air. This conditions is
an inlet boundary condition and is true for (z=0) at any point in time. The concentration of CO2 in the air
surrounding the reactor is 400 ppm, and this is assumed to also be true for concentration of CO2 at the inlet of
the reactor.

Domain for c(0,t) = cin ∈ [t ≥ 0]
c(0, t) = cin (BC 1 @ z = 0)
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8.2.3 Equilibrium loading

Generally the equilibrium loading is described by an isotherm, often the Toth isotherm as is done with the des-
orption model. This isotherm is determined by a set of equations and parameters that are found experimentally
from literature. The isotherm has in this case been replaced by a linear Henry’s coefficient for simplicity of the
initial model.

qe = H · cCO2
(9)

In this case the equilibrium loading qe has been described by the Henry’s coefficient and the concentration
of CO2 in the reactor. The Henry’s coefficient is taken to be a value that linearises the estimation for the
equilibrium loading. During validation of the model, this equation can be rearranged to find the correct value
for the Henry’s constant that describes the experimental results from the determined initial CO2 concentration
and the final loading.

9 Discretization
During the discretization of the adsorption system, the letters A and B are used to represent the constant values
in the mass balance as follows:

A = uair

B = ρp · (1− ϵb
ϵb

)

The goal of the adsorption system is to model the PDE system without implementation of existing solvers:
the model will be independent of other ODE solver systems existing in Python. To do this, it is necessary to
discretize the mass balance that describes the system. Discretization of the system means that the mass balance
equation will be written rewritten so it can be solved numerically by the model. This means that the differential
equations should be described by grid-point in terms of distance, denoted by subscript [i], and time, denoted
by subscript [j]. Equation 10 shows the discretization of the adsorption mass balance.

∂ci,j
∂t

= −A · ∂ci,j
∂z

−B · k(qei,j − qCO2,i,j) (10)

Discretization of the system, means that the reactor can be thought of as a string of one dimensional grid-point
that divide the length of the reactor into intervals of ∆z. The number of steps (∆z) that is chosen, determines
the number of grid-points that will be calculated for every time-step. The grid-point representation of a single
time interval is shown in Figure 12.

Figure 12: A one-dimensional schematic of the spatial grid representation of the PFR that is used to describe
the adsorption reaction, with an inlet velocity of air (uair) and a (n) number of grid-step (∆z) from the inlet
(z=0) to the outlet (z=L).

The mass balance equation for the adsorption process is a partial differential equation that consists of three
ODEs, two with respect to time and one with respect to space. The spatial differential can be written numeri-
cally with the finite difference method, leaving only the time differentials.
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9.1 Spatial differential z[i]
The length of the reactor is now considered as a 1D-axis consisting of grid-points that represent the length of
the reactor, at which the concentration and loading can be determined as air flow through the reactor. Each
individual grid-point is a numerical representation of a single point over the length of the reactor. The different
grid-point are assigned to the number that coincides with their position in the reactor, from the inlet [i=0] to
the outlet [i=n] with intervals of ∆z as is shown in Figure [13]:

Figure 13: One dimensional grid representation of the length of the reactor for a single point in time, with
grid-point from the inlet (i=0) to the outlet (i=n).

The mass balance contains one spatial differential equation: ∂ci,j
∂z . This ODE can be written numerically as a

function of the grid-points. Discretization of the spatial differential can be done for the one-dimensional grid by
means of the Euler method. A distinction can be made between the three different situations on the grid: the
inlet [i=0], the outlet [i=n] and all the points in between the boundaries [0<i<n]. For the inlet of the reactor a
Euler Forward method is used to calculate the next value.

δci
δz

≈ ci+1 − ci
∆z

(Inlet)

For all the other grid-point over the length of the reactor, including the grid at the outlet of the reactor, are
determined with the Backward Euler method. The Backward Euler method uses the corresponding and the
following grid-point to calculate the next value.

δci
δz

≈ ci − ci−1

∆z
(11)

Implementing the discretized Euler methods into the actual mass balance for the spatial differential presents
two different equations. Implementing these in the model for the two different situations makes it possible to
solve the system for any point of the z-axis if necessary:

∂ci,j
∂t

= −A
(ci,j − ci+1,j)

∆z
−B

∂qi,j
∂t

(i=0)

∂ci,j
∂t

= −A
(ci−1,j − ci,j)

∆z
−B

∂qi,j
∂t

(i̸= n)

9.1.1 Finite difference methods

The equations shown before show how the spatial discretization can be applied for the different points on the
axis. However these equations will not all be needed as the boundary condition states that the 0th grid point
will always be the constant independent of time. For all the other point on the z-axis, this is not the case and
these need to be calculated for every other point for every time step. This will be done with the finite difference
method which is shown in the figure 14:
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Figure 14: A schematic of the different finite difference methods that could be used to solve the spatial differential
equation.

A way of solving an ODE boundary value problem is through the finite difference method, at evenly spaced
grid points the finite difference method can be used to approximate the differential equations. This way, the
differential equation can be changed into a system of algebraic equations to solve as the derivatives in the
differential equation are approximated. The axis of the reactor can be divided into [n] equally spaced intervals
of length [i]. Figure 14 shows the different finite difference methods for estimating the values, for the adsorption
process the boundary and initial conditions should be considered.

As mentioned, the inlet concentration at grid zero is always the same, due to the boundary condition. For all
other grid-points, backward difference method can be used to estimate the value for the following grid-point.
This process will repeat itself for all the entire length of the reactor. Implementing the appropriate discretization
method into the mass balance and solving it as an Euler Upwind system, the mass balance can be written as
the following equation.

Backward difference

∂ci,j
∂t

= −A
c(z, t)− c(z −∆z, t)

∆z
−B

∂qi,j
∂t

(12)

9.2 Time differential - t[j]
The mass balance of the adsorption system is a PDE that has been discretized over distance [z] (Equation 12)
and has been written as a function of only the time differentials. The mass balance can be solved as an ODE
with respect to time as can be seen in the following equation:

∂ci,j
∂t

= −A
(ci−1,j − ci+1,j)

2∆z
−B

∂qi,j
∂t

(13)

Solving the mass balance for its the time derivatives, it can be rewritten with time-stepping schemes. Two
possible discretization methods for the mass balance are the Euler-Backward or the Crank-Nicolson methods.
As with the spatial discretization, the time domain can be written in terms of grid-point, with time intervals
of ∆t for the temporal domain. Time grids are denoted with the subscript [j], that span from zero to time is
tmax = T . The sequences below show how the numeric notation should be interpreted for the time-steps ranging
from time is zero to its final time step (T).

0 =t0, t1, t2, ..., tmax = T

0 =[j = 0], [j = 1], ..., [j = M − 1], [j = M ] = T

Time discretization considers short time intervals (tj , tj+1) where tj+1 = (tj + ∆t), alternatively this can be
written as uj ≈ u(tj) and uj+1 ≈ u(tj+1) for any variable u. The following equations show different methods to
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solve the time differentials numerically for the Forward Euler, the Backward Euler (also known as the Upwind
method) and the Crank-Nicolson method respectively.

uj+1 = uj + f(tj , uj)∆t(+O(∆t)2) (Explicit Euler)

uj+1 = uj + f(tj+1, uj+1)∆t(+O(∆t)2) (Implicit Euler)

uj+1 = uj +
1

2
[f(tj+1, uj+1) + f(tj , uj)]∆t(+O(∆t)3) (Crank-Nicolson)

The higher order terms can be ignored in for this adsorption mass balance and in the following part, it will
become clear which of these methods will be used and how they will be applied in the model.

9.2.1 Numerical time analysis

Time stepping methods use advanced transient step-by-step solutions or compute stationary solutions. In order
to solve the the time-dependent differentials, explicit- and implicit methods can be used as numerical approaches
for obtaining numerical approximations for the solutions of time-dependent ODEs and PDEs. The main dif-
ference between explicit- and implicit methods is that explicit methods calculate the state of a system at a
later time from the current state of the system. While implicit methods find a solution by solving an equation
involving both the current state of the system and the later one. These equations can be used to numerically
estimate the time-dependent differential equations in order to achieve non-exact solutions for new time-steps.
Explicit methods, such as Forward Euler are less accurate but are easy to implement and can be used to obtain
a rough initial estimation for the next time step, which can in turn be used as the input for the implicit method.
The implicit methods such as Backwards Euler and Crank-Nicolson can use the initial explicitly estimated value
to calculated the value implicitly. Subsequently, the implicit solution can be used as the new input to get a
new solution and this iteration-loop continuously produces better solutions. Once the implicit iteration-loop
has achieved a sufficiently accurate solution for the time-step, the switches back to the explicit method and
repeats the process for the following time-step. Every new value is calculated for all grid-point over the length
of the reactor before the next estimation or iteration is executed. The explicit method is used only as a first
estimate, if an explicit method would be used to get the final solutions it would need an impractically small
time-step compared to implicit methods that can use larger time-steps: requiring less computational power.
The combination of the initial explicit estimation and the implicit iteration-loop can provide a model that can
predict accurate solution. For this adsorption model, the Forward Euler will be the explicit method and the
Backward Euler is the preferred implicit method for solving the system.

uj+1 − uj

∆t
= f(tj , uj) (Explicit Euler)

uj+1 − uj

∆t
= f(tj+1, uj+1) (Implicit Euler)

The Crank-Nicolson was also considered for the implicit method, however it was found that this method showed
undesirable instabilities.

uj+1 − uj

∆t
=

1

2
[f(tj+1, uj+1) + f(tj , uj)] (Crank-Nicolson)

9.2.2 Combining the equations

The Euler equations will be used to accurately predict the values for every grid on the z-axis at every point in
time except for inlet of the reactor, as this value is always equal to its BC. So at the first grid-point [i=0], the
concentration is known but the loading is not, and needs to be calculated.

For i in range [0]

ci,j = cin (Boundary Condition)

∂qi,j
∂t

= k(qei,j − qi,j)
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For all the other grid-points of the z-axis, the discretized adsorption mass balance equation is used to predict
the concentration and loading inside the reactor during the adsorption process at any given time. The following
equations show the two explicit and the two implicit equations that will be used to calculate the concentration
and loading of CO2 for every point in the reactor at any time.

For i in range [i=1:i=N]

∂ci,j
∂t

= −A
ci,j − ci−1,j

∆z
−B

∂qi,j
∂t

∂qi,j
∂t

= k(qei,j − qi,j)

∂ci,j+1

∂t
= −A

ci,j+1 − ci−1,j+1

∆z
−B

∂qi,j+1

∂t

∂qi,j+1

∂t
= k(qei,j+1 − qi,j+1)

The differentials for the mass mass balance and the LDF equations can be rewritten numerically, this is how
the equations will be solved in the model. Rewriting the differentials numerically can be done in as follows:

Explicit Euler - first estimation

Cexp
i,j+1 − Ci,j

∆t
= F (Ci,j, qi,j) &

qexpi,j+1 − qi,j

∆t
= G(Ci,j, qi,j)

Implicit Euler - first solution

C imp
i,j+1 − Ci,j

∆t
= F (Cexp

i,j+1, q
exp
i,j+1) &

qimp
i,j+1 − qi,j

∆t
= G(Cexp

i,j+1, q
exp
i,j+1)

Implicit iteration loop

C imp
i,j+1 − Ci,j

∆t
= F (C imp

i,j+1, q
imp
i,j+1) &

qimp
i,j+1 − qi,j

∆t
= G(C imp

i,j+1, q
imp
i,j+1)
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10 Verification and Validation
One of the main challenges during the design of the adsorption model is to construct it without additional
existing solver systems. Discretization of the mass balance was done so the system can be solved numerically
with in Python. The next step is to implement the discretized equations into the Python code in a way, such
that it solves the adsorption system and the results can be simulated. As the model is constructed, it should be
tested and evaluated to check whether it works properly and produces viable results. The modelled results can
be checked by comparing them with experimental data results to determine the model’s validity. Comparing
the model results to the experimental results should eventually give similar results and any differences between
the results should be explainable. It is critical to understand the effects of the assumptions and simplifications
have been made, to understand any differences between experimental and modelled results.

10.1 Verification
Once a working model has thought to have been achieved, it needs to be extensively tested. The model should
be able to produce both accurate and stable results for any set of inputs. The complete step-by-step grid
representation of the adsorption model can be found in Appendix C 12. Initially, generally accepted adsorption
values from literature have been used to determine if the model produced plausible results and the stability of
the model was determined by varying the ∆t and ∆z of the model.

10.1.1 Error check analysis

An error analysis has been built into the model to be able to check what number of implicit iterations is needed
to obtain solutions within the margin of machine precision. After every iteration, the solution changes and
becomes more accurate. When the difference between two consecutive iterations is the order of 10−7, then the
solution is believed to be accurate. This error analysis can be turned on or off with a built-in switch inside the
model. The reason for this on-off switch is that the error check does not need to be done for every simulation
and it increases the computational power needed for a simulation. Once the error check determines what the
number of iterations should be to achieve the desired accuracy, this value can be used and the error analysis
check can be switched off for further simulations.

One of the drawbacks of this model is the amount of time-steps that is needed to simulate an the adsorption
system. Even after simplifications of the Python code, to try to reduce the amount of memory capacity that is
needed to simulate the system, copious amounts of time-steps are needed to simulate the entire process. Nested
dictionaries have been used in the Python model to calculate all the numerical grid-points system and one
draw-back of the nested dictionaries is that they increase the computational power and the time needed to run
a simulation.

10.1.2 Stability check

It is important for this type of system to determine the appropriate stability region for the system to work.
The model will be stable for appropriate time-stepping (∆t) and spatial-stepping (∆z) values. The stability
conditions also depend on the geometry of the reactor because enough steps must be taken over the length
of the reactor to properly simulate a stable and accurate adsorption system. When the boundaries have been
determined for the system, validation of the model can start: experimental data will be used to examine the
accuracy of the model and validate if the model produces the expected data.

10.2 Validation
Validation of the model is done by using experimental data to see if the experimental results can be reproduced.
The experimental data that has been used by Surati [2] will be used to validate this model. All variables and
results will be carefully analysed and implemented into the model to check if it can accurately reproduce the
experimental data as presented by Surati [2] and to determine which corresponding value for k shows the best
resembling results. The dimensions and values that have been used for the experimental set-up can be found
in Appendix B 19. These values are used as the inputs for the model to determine if the experimental results
can be replicated. The concentration inside the reactor is used to compare the results, more specifically the
concentration at the outlet of the reactor. Using the same values and dimensions in the model as was used for
the experiments, the results should be similar.
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10.2.1 Toth isotherm

During the design of the model, the Toth isotherm has been disregarded and replaced with a Henry’s coefficient
for simplicity. Constructing the model to be able to solve the PDE mass balance has proved to be challenging.
Using a Henry’s coefficient, instead of the Toth isotherm, has made the development and problem analysis of the
model easier. Eventually the Henry’s coefficient should be replaced with the isotherm as this will give a better
representation of the reality. The Henry’s coefficient has been calculated from the concentration of CO2 in air,
in this case at 2000 ppm, and the final equilibrium loading value that was achieved with the experimental set-up.
Dividing the loading by the concentration gives an value that could be used for the Henry’s approximation of
the adsorption system in m3/kg.

H =
qe

cin

The Toth isotherm is a set of experimentally determined equations that determines the equilibrium loading of
the Lewatit sorbent during the DAC process. The isotherm parameters have been determined by Bos 19 and
the resulting equilibrium loading is sensitive to temperature and partial pressure variations inside the system.
The adsorption reaction occurs at constant temperature, which makes it possible to simplify the system by
substituting it with a Henry’s coefficient. The Henry’s coefficient is a linear approximation of the isotherm and
notable differences can be seen from Figure 15.
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Figure 15: Comparing the equilibrium value of the Toth isotherm to the Henry’s coefficient for adsorption at
2000 ppm at 273 K, 293 K and 313 K respectively as a function of the partial pressure of CO2.

In Figure 15 it can be seen that the differences between the Henry’s coefficient and Toth isotherm become
smaller at elevated temperature. In appendix D, the figures can be found for varying temperatures at 400
ppm 21. The Henry’s coefficient, as an approximation for the Toth isotherm, gives slightly better values for
the equilibrium loading for a system that processes air at lower concentrations of CO2 and at increased tem-
peratures. At elevated temperatures, the isotherm graph becomes flatter and the difference becomes smaller.
Increased CO2 concentrations lead to higher equilibrium loading values for the isotherm and this also shows
bigger deviations between the results.

10.2.2 Experimental simulation

The experimental data from the paper by Surati [2] was obtained and used to plot the experimental results of
the adsorption reaction at 2000 ppm. The graph, representing the experimental data, can be used to make a
comparison with the results of the model with the same input parameters. The geometry of the experimental
set-up and the other experimental parameters that have been implemented into the mode. The variables have
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been rewritten if necessary: for instance, the paper by Surati uses the molar flow rate of 4000 ml/min and
this corresponds to a velocity of 0.248 m/s taking into account the geometry of the reactor and any other
experimental parameters. Some characteristics, such as the void fractions of Lewatit, have not been defined for
the experiment. For these undetermined value, a reasonable value from literature has been used. Combining
all the information, Figure 16 has been produced for a system that has a sorbent loading of 1.209 mol/kg.

Figure 16: Comparing the experimental results of a 2000 ppm system at the outlet of the reactor by Surati [2]
(the black line) to the simulations done by the model for different values of k and an equilibrium loading of 1.209
mol/kg for 1,400 seconds.

Comparing the graphs for the different values of k, some observations can be done. For instance that for higher
k values, the graph is steeper and it start to rise later in time. Higher values for k indicate faster reaction
kinetics between the sorbent and the CO2 in the air that passes through the reactor. Figure 16 represents the
concentration of the CO2 at the outlet of the reactor. At elevated k values, more complete adsorption reaction
occurs within the reactor and it takes longer for CO2 rich air to reach the outlet. For increased k, it takes
longer for CO2 rich air to reach the outlet of the reactor, the CO2 molecules react faster with the sorbent and
more CO2 is extracted as the bulk it propagates through the reactor. Consequently the CO2 reaches the outlet
later, but the curve is steeper due to the increased kinetics.

Another observation, when considering Figure 16, is that the experimental results start above zero and never
reach 2000 ppm. In reality, results start at 0 and reach exactly 2000 ppm, therefore it can be concluded that there
was a deviation in the experimental data. This could for instance be due to wrong calibration of the equipment
or that the data boundaries were not correctly aligned, resulting is deviating values. The experimental data
was subsequently multiplied with a factor of approximately 1.047 to fit the curve of the experimental results
from 0 to 2000 ppm. The equilibrium loading of the new experimental data has consequently increased to 1.326
mol/kg and is shown in Figure 29.
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Figure 17: Comparing the fitted experimental results of a 2000 ppm system at the outlet of the reactor by Surati
[2] to the simulation done by the model for k = 0.04 s−1 and an equilibrium loading of 1.326 mol/kg for 1,400
seconds.

The graphs in Figure 29 show that the model simulation is similar to the experimental results. The shape of
the graphs are similar, yet there are some clear differences which are most likely not due to errors in the Python
code, but due to the assumptions and simplifications that have been made. One of these assumptions is the use
of the Henry’s coefficient instead of the Toth isotherm. Figure 15 clearly shows the difference between the two
methods and it can be observed that the equilibrium loading of the Henry’s coefficient is lower for the entire
system compared to that of the Toth isotherm. An effect of having a lower equilibrium loading value is that
the driving force of the system will be lower throughout the entire process, which results in a slower adsorption
reaction. This could be one of the main reasons as to why the experimental results show a steeper curve that
the model simulation.

Another assumption that has been made is that k has been considered as a constant. In reality this parameter
describes the reaction rate as a function of all the diffusive resistances that occur during the adsorption reac-
tion. As the sorbent becomes increasingly saturated, it becomes harder for the CO2 molecules to adsorb to the
sorbent to the remaining adsorption sites. The kinetic rate constant does not take these effect into account and
could explain the differences between the top slopes of the graphs.

Other assumptions that could have a significant effect on the reaction and help explain some of the differences
are the dispersion term that been ignored for this adsorption system. The sorbent material has been pre-treated
to extract all moisture from it, variations between the density of the actual sorbent and the density used in the
model could remain. Inaccuracies due to the numerical methods could cause some deviations.

Crank-Nicolson

Both the Backward Euler and the Crank-Nicolson method have been used to produce the model results. The
Crank-Nicolson method, however provided results that showed undesirable instabilities and the Backward Euler
method was decided to provide better results. The Crank-Nicolson results can be found in Appendix D 21.

Linear driving force

To check what happens between the equilibrium loading and the actual loading, the linear driving force has
been plot for the different simulations. Figure 18 shows the course of the adsorption reaction at the outlet as a
function of time for the various situations.

44



Figure 18: Linear driving force of the final model results showing the amount of loading per second for the
system with k = 0.04 s−1 and qe = 1.326 mol/kg

As expected, the LDF is initially zero and increases rapidly once CO2 arrives at the outlet for the first time.
The adsorption reaction at the outlet of the reactor starts this moment in time and subsequently decreases
again when the reaction slows down and goes to zero.

Sorbent loading check

The model simulations were constantly checked by calculating the area above the graph to find out what the
actual loading was for the corresponding simulation. The area above the graph gives the units of concentration
times seconds and can be used to calculate the actual amount of loading approximately. This calculated value
for the sorbent loading should be (almost) the same as the input value for the equilibrium loading from which
the Henry’s coefficient has been calculated.

Sorbent density

Another notable correction was to determine the correct density of thethe Lewatit sorbent that was used during
the experiment. This specific sorbent was pre-treated to extract all the moisture from the sorbent, which conse-
quently reduced the total mass of the sorbent by 48% of its original "wet" mass. Correcting this value to match
that of the experimental results, a density was calculated of 562.414 kg/m3 instead of 880 kg/m3 which was
determined in literature. The density correction had a huge influence on the final results and the productivity
of the system.

Productivity of the system

The final productivity of the model is determined by the total mass of the amount of loaded CO2 during the
adsorption reaction, the time it takes for the sorbent to be loaded and the total volume of the reactor. The
productivity of a system is often determined at 50 or 90% of its total capacity.

Prod90 =
mCO2,loaded

t90 · VR

The equation represents the model’s adsorption productivity at 90% of the total adsorption loading: mCO2,loaded

is mass of all the CO2 that has adsorbed at 90% capacity of the reaction in kg, t90 is the time it take for 90%
sorbent capacity to become saturated in hours and VR is the total reactor volume. The productivity of the final
adsorption model at 90% of the sorbent capacity is 9.489 kg · hrs−1 ·mr.
Comparing this value to the productivity that has been determined by [2], it shows a substantial difference as
the value in the paper had been determined to be approximately 24 kg · hrs−1 ·mr. This has been investigated
and it showed that the wrong productivity was calculated by [2]. The reasons being that the wrong mass was
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used during the productivity calculation and the wrong equilibrium loading was used. The sorbent loading that
was determined for the reaction, did not correlate to the data that was measured during the experiments. The
equilibrium loading that for this experiment as determine by Surati was 1.494 mol/kg or 1.406 mol/kg at 90%
capacity of the reaction. The experimental data of the measurements during the process could be accessed to
determine what the actual equilibrium loading of the reaction should be. The experimental data was used in
Python to determine the area above the graph of the concentration in the outlet of the reactor as a function of
time. The total area above the plot, which was in ppm · s, was rewritten to determine what the total amount of
loading was during the process. From this calculation an equilibrium loading of 1.209 mol/kg was determined
for the data that was acquired during the experiment. This value was ultimately fitted to create a figure that
started at 0 ppm and ended at 2000 ppm, which lead to a equilibrium loading of 1.326 mol/kg

10.3 Model results
Nested dictionaries

Initially the adsorption model was designed with nested dictionaries, a nested dictionary is a dictionary within a
dictionary. The reason for choosing this method was that it made it possible to develop a system that was able
to solve the PDE that describes the mass balance. Nested dictionaries can be used to determine any specific
grid-point in the system for space or time. Looking at the adsorption equation it can be seen that the grids [i-1]
and [i+1] are needed, furthermore predictions are done for following time-steps, based on previous time-steps,
thus [j-1] is needed. These functions can be directly used in dictionaries and this was the for most reason of
programming it this way. An other advantages of a using dictionaries is that it is a smart dictionary, meaning
that it remembers every grid-point for the chosen dictionary and it can easily be found what the values are for
specific points in time for the z-grids.

The problem however with using multiple of these (nested) dictionaries for the adsorption model is that ad-
sorption reactions need to run for long periods of time. In the case that very large amounts of time-steps are
needed for a model to achieve the desired values, dictionaries can cause problems as the needed memory capacity
becomes extremely large and the model becomes too large to simulate as all the values are remembered. For this
reason, most of the dictionaries were removed to make the adsorption model simpler and easier to run. Most
of the values that are not of interest have been changed to lists and are overwritten for every value, instead of
making a new value and remembering both the new and old values.

11 Conclusions adsorption
The adsorption model has successfully been modelled with the open source programme Python, without imple-
mentation of existing solver systems. Experimental data has been used to validate the model and it was possible
to simulate the experimental system, despite there being differences. Differences between the numerical model
simulation and the experimental results are most likely due to the assumptions and simplifications that have
been applied to the model. The assumption that probably has the biggest impact on the system is the use of
the Henry’s coefficient, which will affect the equilibrium loading of the system and thus the driving force of the
adsorption reaction. A value of k = 0.04 s−1 has been found to give the most similar result to that found with
the experimental set-up, though it will not be likely be the actual value for k that describes this system.

The adsorption reaction has been modelled with the use of nested dictionaries, which provided to be an excellent
solution for designing a system that should solve the mass balance numerically. The dictionaries can be used
to obtain information for any point in space or time during the reaction, the disadvantage however is that they
requires much computational power and time to simulate systems that require copious time-steps.

12 Recommendations

Model recommendations
• This first order partial differential equation is designed in Python as a nested dictionary that can be used
to refer to any point in space and in time because the dictionary saves all the values within the dictionary. For
the equations used to solve this system, it is necessary to be able to use the other grid-point in time in space to
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solve the equation and find the next estimation. Nested dictionaries have that capability and made it possible
to design the code that can solve the system for any position in time and space. However this showed the
mayor draw-back for designing the model in this way for this type system that are dependent on many time-
and spatial-steps. Dictionaries save all the values that calculated during the process and require enormous
amounts of memory space to be able to simulate a system that requires operating for long time intervals. In
this case the adsorption system needs to be simulated for at least 9000 seconds with a time-step of 0.001 which
means that there are 9,000,000 data-points calculated and remembered for every dictionary. This means that
the simulations become very computer intensive and require at least an hour to complete the results. The
advantage of the dictionaries is the fact that they remember every data-point and can be used to examine what
happens at any place and at any time throughout the entire process. For systems that require less steps in
time and space, dictionaries are very useful but in this case memory capacity problems have occurred and it
might be desirable to design the model in a different way. The memory capacity problems that occurred during
the adsorption model simulation might be the consequence of an inefficient way of programming due to the
numerous loops. During the expansion of the model, this should be considered to achieve more efficient and
less computer intensive simulations.

• Another possible way to make the code more efficient could be to use different numerical solving methods
for the design of the code. For this system implicit methods are used to describe the system which need to be
solved by iterating the values and explicit methods often have stability problems that would occur. Alternative
methods could prove to be better for such a system and should be considered for solving this type of system in
further research.

• Building an adsorption model that solves the PDE with with the use of an existing solvers could provide a
useful comparison. Comparing the differences and similarities could show the advantages of solving the system
this way and what inaccuracies occur when using a pre-built solver. On the contrary it could also prove that
the the advantages are negligible and that solvers work good enough for these type of systems.

General adsorption recommendations
• The reaction rate of the adsorption system have been simplified by describing this function by the kinetic
rate constant k. In actuality this constant is a set of equation that is determined by the different resistances
that occur during the adsorption process. In most literature and during the construction of this system, it has
been represented by a single constant that has been fitted to match the speed for overall reaction. However it
would be incredibly interesting to get a better understanding of what happens during the adsorption reaction
and which parts influence the system the most.

• This model does not take into account the influence of water on the system. In actuality, not all the vacant
sorbent sites would be occupied by CO2 molecules but H2O would also adsorb to the sorbent during this process.
Water co-adsorption will have a significant influence on the overall performance of the system, though these
effects are not believed to be purely negative for the adsorption process.

• Degradation effect on the overall process can be considered and analysed how these would influence the
productivity of the system and when sorbent should be replaced before the system would become inefficient.

• The adsorption reaction itself consumes/produces heat for the reaction to take place which has not been
taken into account. This could be analysed to determine if this can be neglected as has been done or should be
accounted for.

• An interesting improvement of the overall system would be to implement the dispersion term into the mass
balance, which would influence the system significantly. As the dispersion term is would make the mass balance
a 2nd-order PDE system the discretization of the system should be re-evaluated to be able to numerically solve
such a system.

• Finding a way to correctly implement the Toth isotherm into the model would be a good first step for
improving the model. As explained in the previous sections, the Henry’s coefficient is a linear constant that
does not accurately represent the course of the equilibrium loading during the adsorption process. Integrating
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the actual Toth isotherm as provided by Bos [3] could provide the model with continuously better estimations
throughout the simulations.

• Continuing on the Toth isotherm, it could be investigated how accurate this isotherm represents an actual
system for the low-pressure region. For which pressure is this isotherm acually fitted and would the system
change if this part of the isotherm would be improved.
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Desorption
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13 Introduction desorption
The second main process of a DAC system is the desorption of the systems adsorbed material. During the
adsorption step, CO2 has been collected from the air and is adsorbed on to the sorbent material while the
rest of the bulk components flow through the system. In this case the bulk material is air, which is comprised
mainly of nitrogen, oxygen, argon and carbon dioxide. After enough adsorbate has been captured, in this case
the adsorbate is CO2, and the sorbent is sufficiently saturated, the reactor is closed off from the environment
and no more air flows through the system. Then the goal is to collect the CO2 molecules from the sorbent and
extract the adsorbate as a (almost) pure CO2 stream for storage or utilization. There are different methods
to regenerate the system, in this case the model will simulate desorption based on a VTSA system where the
reactor is vacuumed to a lower pressure and heated to achieve CO2 unloading. In the literature it has been
shown that the combination of vacuum and heating is much more effective than either PSA or TSA alone. This
offers a major advantage when designing a desorption system because heating the system sufficiently to be able
to extract enough CO2 from the solid sorbent demands a lot of energy.

13.1 Desorption model
The desorption reaction of a DAC system is the part of the process where the most uncertainty lies, due to lack
of experimental data and public information. In contrast to the adsorption process which is done under constant
temperature, the desorption system needs to be heated and is a non-isothermal process. For the design of the
desorption, the system will be dependent on its mass and energy balances, which will be the foundation for
creating a realistic simulation of the system. In this chapter it will be explained how these equations are derived
and why certain assumptions have been made. Unlike with the adsorption system, the desorption process will
be modelled as a function of time only and will be independent of the spatial domain. The system of equations
are set-up from the assumptions that are made to describe the desorption process and from here the goal is to
create a good desorption model for a DAC system, with its code written in Python.

The desorption model will be modelled in a different way than was done with the adsorption system. For this
part of the DAC system the goal is not to build the model completely independent of pre-coded solvers, but to
create a code that can simulate the desorption process appropriately. The desorption process has other main
challenges compared to the adsorption process and will be modelled accordingly. As with any system it will
be important to describe the control volume properly by determining the correct mass and energy balances
that describe the system and to implement these properly in the Python code. For the desorption system it
will be important to correctly define the energy balance that describes the heating of the entire system as the
temperature influences the overall system significantly. This will all be clarified later on in this chapter.

For this desorption system, some important assumptions have been made that influence the overall design of
the model and are important to mention. First of all the assumption has been made that during the adsorption
process, only CO2 has been adsorbed and nothing else is attached to the sorbent. Secondly, the reactor is as-
sumed to initially be completely filled with gaseous N2 before the desorption reaction has started. Furthermore
the reactor is assumed to have a constant volume and pressure, and is also considered to be an adiabatic system,
with no heat loss to the surroundings.

13.1.1 CSTR

This desorption system can be completely described by three mass balances and an energy balance that are all
dependent on each other. This system will be described as a CSTR with only time dependent differentials, and
the entire system will independent of direction. The fact that all the equations are ODEs makes it considerably
less complex to solve then for a system described by PDEs. Because the system is modelled as a CSTR, some
assumptions are made in order to describe the system which, had the system been modelled as a PFR, would
have been different.

An important assumption to be made with a CSTR system is that perfect mixing occurs. The gasses inside the
reactor interact to form an ideal gas-mixture. The solution exhibits thermodynamic properties that correspond
to the mixture of the ideal gases. This means that the volume change of mixing and the enthalpy of mixing are
zero. Furthermore, there is no spatial gradient in the system and the properties such as the temperature, the
concentration, etc are independent of this spatial gradient. This assumptions simplifies the model because no
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spatial gradient influences the systems properties and the they are the equally divided throughout this system
as a consequence. The ideal gas-mixture inside the system is described to contain only ideal gasses that are
heated according to ideal heat transfer.

The conservation equations that describe the mass and energy balances are influenced by the decision to model
the system as a CSTR. The two continuous reactor systems that are generally considered for these types of
processes are the PFR (Plug Flow Reactor) and the CSTR (Continuous Stirred Tank Reactor). The adsorption
system is described by a PFR, but for the desorption model the reaction will be described as a CSTR system
that is independent of position. For a CSTR, ideal mixing occurs within the reactor and properties like the
concentration and temperature are equal throughout the reactor. The composition of the stream flowing out of
the reactor is identical to that of the bulk inside the reactor.

13.1.2 Vacuum Temperature Swing Adsorption (VTSA)

The desorption method that is chosen for this model is the VTSA method, which uses a combination of reduced
pressure (vacuum) and increased temperature to unload the CO2 from the sorbent. Other methods that could
be used like TSA and PSA, but have been determined not to be as effective as VTSA for this type of system.
Purge by injection techniques can also be considered for the model, as the assumption will be made that the
gas inside the system consists purely of N2 which can be considered to be due to stripping by nitrogen. For this
system the isotherm shown in the figure, which is reproduced from the paper by Bos [3], should be considered as
it shows the effect of pressure and temperature variations on the equilibrium loading (capacity) of the system,
see Figure 26. From this data, it can be seen that pressure has a small region of significant influence on the
capacity and that the temperature at which the process operates mainly determines the amount of desorption
that can be achieved for the system.

Figure 19: Reproduced representation of the experimental Toth isotherm equation as determined by Bos [3] that
shows the effect of temperature and the partial pressure of CO2 on the capacity of the sorbent from 0 to 1 bar
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13.2 Desorption model
As mentioned, the desorption system described in this thesis is modelled as a CSTR and VTSA is the desorption
method used to unload the CO2 from the sorbent. Multiple assumptions have been made to describe this system
in Python and these assumptions are the following:

Reactor system:

• Constant Pressure

• Constant Volume

• Ideal gas mixture

• Reactor initially filled with nitrogen

• Loses no heat to environment

• Vacuum is reached before the start of the model
(pre-desorption)

• No inflow into the system

• Desorption purely due to VTSA

• Heating done directly from heating element in-
side the system

• Reaction heat of the desorption reaction is equal
to that of the adsorption reaction

• LDF can be be used for rA for CO2 releasing from
the sorbent

• Solved with LSODA method

These assumptions are combined with the control volume to describe the complete desorption system. The
reactor is shown schematically in Figure 20:

Figure 20: Simplified representation of the CSTR desorption system filled with solid sorbent material. The
gaseous components inside the reactor are exclusively N2 and CO2 as the system is heated by a heating source
Qin

13.2.1 The reactor

Before the desorption process starts, the adsorption reaction needs to be concluded and the reactor sealed off
from its environment. Now the reactor is a closed system and can be vacuumed to reduce pressure from 1 bar to
the desired operating pressure for the system. Vacuuming of the system happens before the desorption reaction
starts and for the model it is assumed that no CO2 unloading occurs when the vacuum takes place. When
the desired reactor pressure is reached, it will stay constant throughout the entire desorption process. Though
constant pressure is assumed during the process, the partial pressures of the components can change while the
overall pressure inside the reactor stays constant. Not only should the pressure be constant, but the volume
of the reactor should also remain constant throughout the entire process. The volume of the reactor will never
change for the entire DAC system during both the adsorption and desorption reaction, but the advantage of
the model is that it can be used to evaluate what would happen to the system for different dimensions for the
volume of the system.

The flow through the control volume determines the systems equations, and in this case there is no inflow
into the reactor only outflow. The CO2 that was loaded on to the sorbent during the adsorption, creates the
outflow of the desorption reaction when it unloads, which in turn, drives the gas-mixture out of the reactor. For
the unloading reaction of the CO2, which creates the outflow out of the system, no purge gas is used and the
reaction occurs simply due to the decreased pressure and increasing temperature of the VTSA method. The
reactor is heated by a heating element in order for desorption to occur, while it is assumed that the system loses
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no heat to its environment. No heat is lost from the system and no heat is added externally to the reactor; it
is assumed that the entire system is heated internally by heating element and the entire reactor, with all the
components inside it, are heated evenly.

13.2.2 The components

The gas inside the reactor is described as an ideal gas mixture, where all the gaseous components inside the
reactor can be described by the ideal gas law. For DAC system the bulk inside the reactor is air, which can be
treated as an ideal gas. For simplicity the desorption reaction is modelled with a reactor that is initially filled
with only nitrogen instead of air and the sorbent is fully loaded with CO2. Air is comprised largely of nitrogen
(78%) and so it is easier to describe the system as if the reactor is filled only with N2 instead of including
all the components that air is out of. Therefore it is assumed that when the desorption reaction commences,
there is only N2 in the reactor when the CO2 molecules start to unload from the sorbent. In this system, the
components CO2 and N2 are denoted with the subscript A and B for respectively. For the desorption, like with
the adsorption, the reaction can be described with the LDF, and the reaction enthalpy (∆H) that occurs is also
the same as for the adsorption reaction.

13.3 System description
The system that is chosen to describe the desorption process will be describes as a one dimensional CSTR model
with appropriate mass and energy balances, describing what is happening to the system. First of all, this system
must be considered as a reactor with no inflow into the reactor. The desorption column has been closed from the
environment and then a vacuum is created within the sytem, lowering the pressure in the reactor. In an actual
desorption system, during the pre-desorption, the vacuum could extract some the remaining gaseous elements
from the reactor. Although this will not be taken into account for this model, that would be an advantage
because the goal is to extract pure CO2 and before that can happen, the resulting bulk inside the reactor needs
to be removed. The gaseous bulk that lingers inside the reactor would be air, which is composed out of multiple
different molecules. However in this model, this bulk is simplified by considering the air as consisting only of
nitrogen, its largest component. This makes modeling easier, but it must be remembered that this will have
effect on the overall result.

Two other important components of air, O2 and H2O, which would normally have a significant effect on the
desorption process, will not be taken into account for this model. Oxygen mainly affects the reaction through
the oxygen degradation that occurs on the sorbent. For water, the effects are different; in this case the assump-
tion has been made that no water co-adsorption has occurred during the adsorption reaction and only CO2 has
been adsorbed on to the sorbent. The other effect that water would have on the desorption are the effects on
the partial pressures, which would lead to a faster unloading of the sorbent.

Definitions

• A = CO2

• B = N2

• nA,g = nA

• nB,g = nB

• nA,ads = qA ·ms

• dnA,ads

dt = dqA

dt ·ms

• cv,A,ads = cv,A,g

• Mt = Total molar flow rate (mol/s)

The definitions show the simplifications that have been made and some definitions of terms that have been used
during calculations and derivations.

Assumptions

1. nB = nt + nA

2. dV
dt = 0

3. dP
dt = 0

4. dnt

dt ̸=0

5. dT
dt ̸=0

The assumptions show that it has been assumed that the amount of gaseous moles of N2 in the reactor is
dependent on the total amount of gaseous moles of CO2 in the reactor. The amount of CO2 that occurs in
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the reactor drives the N2 out as this amount increases during desorption. The other assumptions that have
been made are that the volume and the total pressure inside the reactor are constant, while the total number
of gaseous moles in the reactor and the temperature of the entire system are not constant during desorption.

13.4 Mass balances
As with any engineering system, the starting point is to set up the appropriate mass and energy balances that
describe the specific system. These governing equations can directly be simplified due to the fact that there is
no inflow for the desorption system. Outflow, generation and consumption can occur for the system as is shown
by the following general mass balance where ṅ represents the molar flow:

∂ṅ

∂t
= −ṅout + ṅgen − ṅcons

For this specific desorption system, where only CO2 is adsorbed on to the sorbent and the reactor is filled with
only N2, the overall mass balance can be written in terms of three different mass balances that describe the
subsystems inside the reactor. This is different from the adsorption process where the system is described by a
single mass balance. This desorption system will be described by three different mass balances and an energy
balance. The three different mass balances describe the unloading reaction where the CO2(ads) desorbs from
the sorbent into the gas phase, the total gaseous CO2 mass balance and the total gaseous mass balance that
describes the combined mass balance of all the gaseous particles through the system.

The first mass balance is the unloading reaction, where the adsorbed CO2 molecules are released by the sorbent
and go from the adsorbed phase to the gaseous phase:

CO2(ads) −→ CO2(g)

∂qCO2

∂t
= −k · (qeCO2 − qCO2) (1)

This reaction represents the generation term of the overall mass balance and is described by the LDF. As
mentioned there is no inflow into the system, but there is a generation of CO2(g) molecules into the reactor as
the adsorbed CO2 unloads from the sorbent. This accumulation is the driving force behind the outflow of the
system, as the pressure and volume of the reactor stay constant. The unloading CO2 molecules mix ideally with
the N2(g) in the reactor before the accumulating gaseous molecules flow out of the reactor due to the increasing
partial pressure of the gas mixture. This is what happens in the second mass balance, which can be considered
as the total CO2 mass balance:

dnCO2

dt
= −Mt ·

nCO2

(nCO2
+ nN2

)
−ms · k · (qeCO2 − qCO2) (2)

In this equation the first term describes the molar flow rate out of the reactor of the CO2(g) part in the ideal gas
mixture. Where Mt is the total molar flow rate out of the system which is multiplied by the molar fraction of
CO2(g). The second term is the amount of CO2(g) that accumulates in the system due to the unloading reaction
of the CO2 from the adsorbed-phase to the gas-phase. This part of the equation is calculated by multiplying
the sorbent mass (ms) by LDF, which is represented by multiplying the kinetic rate constant (k) by the driving
force of the adsorption reaction.

The last mass balance is the complete gas-phase mass balance of the bulk inside the system. This mass balance
is similar to the second mass balance, only the outflow is now the combination of all the gaseous components in
the reactor. In this system, these are just the CO2(g) and the N2(g) molecules that comprise the total gas bulk
inside the reactor:

dnt

dt
= −Mt − k ·ms · (qeCO2

− qCO2
) (3)

The last mass balance is the total mass balance of all the gaseous components and from these last two mass
balances, the total amount of N2(g) in the system can be derived. Initially the system will contain only N2(g)

and no CO2(g), but as time progresses more CO2(g) enters the system until no nitrogen remains in the reactor.
At this point, a pure CO2(g) stream can be extracted from the system and this is the total amount of CO2(g)

that is removed from the air for one simulated DAC cycle.
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13.5 Energy Balance
The three mass balances together describe the overall mass balance of the system. The desorption process is a
non-isothermal system that requires the addition of an energy balance to describe the complete system. Starting
from a general energy balance, the equation can be rewritten for this specific system to the following equation
and its derivation can be found in appendix D:

dT

dt
=

1

nAcv,A + nBcv,B +mscs
· (

−msTMt(
nA

nt
cp,A +

nB

nt
cp,B)−∆Hrxnmsk(qe− qA) + UA(TH − T )

)
(4)

The four balance equations combined are the governing equations that describe the desorption system and can
together be used to solve the differential equations for any time-step. With the assumptions made for this
desorption system, the general energy balance could be rewritten as the equation above. The energy balance
that has been derived has been written in terms of its temperature differential and combining it with the mass
balance equations, the derivative can be solved and the temperature of the system can be calculated for any
point in time. The right hand side of the equation shows three different terms in the large squared brackets.
The first term inside these squared brackets is the total energy outflow of the system, the second term is the
heating of the system done by the heating elements inside the reactor and the last term is the reaction heat that
is needed for the unloading reaction. All three of these terms are multiplied by a term that contains the specific
heat capacity for all the components inside the reactor. For the calculation of the energy balance equation
the specific heat capacities of CO2, N2 and the solid sorbent are used (cA, cB and cs respectively), ∆Hrxn is
the reaction heat of the desorption reaction, U is the overall heat transfer coefficient of the system, A is the
area of heating of the heating element and TH is the temperature of the heating element used to heat the system.

Flow out of the reactor =−msTMt(
nA

nt
cp,A +

nB

nt
cp,B)

Heat of the desorption reaction =∆Hrxnmsk(qe− qA)

Heat added to the system =UA(TH − T )

14 Modelling approach desorption

14.1 Modelling goal
There is very little available data about the desorption reaction of DAC systems, as there is limited published
experimental data. For adsorption, though also limited, there is more publicly known than for the desorption
reaction. This is one of the main reasons why it is important to build a desorption model that can simulate this
process for DAC systems: to have a model that is able to provide information about the systems mechanics and
that can predict how the different characteristics affect the overall productivity. Using Python, the main goal
to build a model thath can realistically simulate the desorption process of a DAC system, based on assumptions
made for the system. The desorption reaction is described by four different relatively simply solvable ODEs,
which is in contrast to the adsorption system where the systems mass balance equation is based on a complex
PDE. It is not the goal to build the solver for this system as in the case of the adsorption model, but to create
a working desorption model. In this way, a built-in ODE solver can be used to help create a model that can be
used to investigate the desorption system and the evaluate the different parameters. One paper from literature
provides some experimental desorption data, in the paper by Young et al. [21]. This paper along with a case
study will be used to investigate the desorption reactor and its characteristics.

14.2 System description
For the desorption model, the choice was made to implement the ’SciPy’ solver system, which can use an ODE
solving method that can simultaneously solve the four governing equations. With the data provided by the
literature, the three different mass balances and the energy balances can be solved to calculate the desired
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values and provide results for the different system designs. From the mass balances and the energy balance the
values for qA (the sorbent loading of CO2), nA (the amount of gaseous CO2 moles in the reactor), nt (the total
amount of moles of the gas mixture in the reactor) and T (the reactor temperature) are calculated respectively
for every time-step. The equilibrium loading is determined by the Toth isotherm, which can be found with all
the requisite equations in Appendix A. The latter equation is a function of the partial pressure of CO2 and is
a function of both the nA and T as is shown below:

qeA(nA, T ) =
qs · b · PA

((1 + (b · PA)th)t
−1
h

(14)

In this equation there are four different variables, qs (the maximum CO2 capacity), b (Toth isotherm equilibrium
parameter), th (Toth isotherm heterogeneity parameter) and PA (the partial pressure of CO2). The first three
parameters are experimentally determined Toth isotherm variables provided by the paper by Bos [3] and are
calculated using the equations in Appendix B 19. All three of these parameters are dependent on the temperature
and can be calculated from the other equations in Appendix A. The partial pressure of the CO2 in this equation
depends on the amount of CO2(g) in the reactor and changes as the sorbent unloads. The partial pressure in
this equation is calculated with the ideal gas law and is dependent on nA and T as is shown below:

PA =
nA ·R · T

V

The other important algebraic equation in the model are the equations to calculate the amount of gaseous moles
of N2 in the system and the molar flow rate equation which is determined by rewriting the governing equations
so it can be solved for Mt as can be seen in the appendix C.

nB = nt − nA (15)

Mt = ms · k(qA − qe) +
nt

T
· 1

cp,A · nA + cp,B · (nt − nA) + cv,A,g · qA ·ms + cs ·ms
·[

T ·ms · k(qA − qe)·
(
nA

nt
(cv,A,g − cv,B,g − cp,A + cp,B)− cp,B

)
+ UA(TH − T ) + ∆H ·ms · k(qA − qe)

]
(16)

14.2.1 Governing equations

The four ODEs that describe the desorption system are all time dependent variables that change for every
instance in time and are denoted with the subscript [j]. The variables that change as a function of time
can be recognised by this subscript [j], which indicates the specific moment in time. The ODEs are solved
simultaneously to calculate all the different time dependent variables at any given moment. The equations are
discretized and listed below:

dqA,j

dt
= k · (qeA,j − qA,j) (1)

dnA,j

dt
= −Mt,j ·

nA,;j

(nA,j + nB,j)
−ms · k · (qeA,j − qA,j) (2)

dnt,j

dt
= −Mt,j −ms · k · (qeA,j − qA,j) (3)

dTj

dt
=

1

nA,jcv,A,j + nB,jcv,B,j +mscs
·
(
−msTjMt,j(

nA,j

nt,j
cp,A,j +

nB,j

nt,j
cp,B,j)

−∆Hrxnmsk(qeA,j − qA,j) + UA(TH − Tj)

)
(4)
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14.2.2 Initial conditions

The desorption system is modelled as a CSTR that is completely independent of position, therefore there are no
boundary conditions. The system can be solved when the initial conditions are determined for the individual
ODEs. These initial conditions are variables that can be set to the desired input values to evaluate a given
system. The default initial conditions used during the desorption model verification and simulations are the
following:

1. qA,0 = qads

2. nA,0 = PA,0·Vg

R·T0

3. nt,0 = Pvac·Vg

R·T0

4. T0 = Tamb

These are the initial conditions that are used to solve the ODEs that describe the desorption system. The first is
the initial condition for the sorbent loading, qads, which in reality will be the amount of sorbent that has loaded
on to the sorbent during the adsorption reaction. However the two models can be evaluated individually and the
desorption value can analysed independently by changing this initial value manually. The initial temperature
will be the temperature at which the adsorption reaction took place which in this case is taken to be ambient
temperature (Tamb = 25℃), but could in reality be higher or lower dependent on where the DAC plant would
be situated. The initial value nt,0 is calculated with the ideal gas law and depends on the initial values for Pvac

(the pressure of the reactor after vacuum has occurred), Vg (the gas volume of the reactor), R (the universal
gas constant) and T0 (the initial temperature of the system.

The second initial condition for the nA,0 is calculated with the ideal gas equation, however it is a little more
complex. The value for nA,0 has been determined by rewriting the Toth isotherm equation, where the partial
pressure of CO2 inside the isotherm equation has substituted by the ideal gas law equation. Consequently the
equation was rewritten to a form from which the starting value for the molar CO2 value can been calculated.
This process has been done in Maple to determine this equation and implemented in the model.

PA,0 =
nA,0 ·R · T0

Vg

qeA,0 =
qsb

nA,0·R·T0

Vg

(1 + (b
nA,0·R·T0

Vg
)th)

1
th

The initial values for the equilibrium loading (qeA,0), the molar flow rate Mt and the moles of gaseous CO2

(nA,0) are dependent on each other. For different values in the model, these initial values can vary and a jump
irregularity can occur at this initial system if an incorrect value for nA,0 is taken. To stabilize the graphs of the
model for any taken values in the system, the initial condition nA,0 is matched to the input values of qeA and
Mt, as has just been explained.

14.2.3 The ODE solver

The method that was first considered to solve the differential equations of this model is the Runge-Kutta 4th
order method. The RK4 method uses a weighted average of four different slopes to estimate the next value: this
is a forward prediction method. The RK4 method is the classical Runge-Kutta method and is widely used for
solving initial-value problems of differential equations. The "RK45" method, however showed large instabilities
as the desorption system was modelled. This method was substituted with a method called "LSODA", which
is a integration scheme that uses automatic time-stepping that uses either forward or backwards solver method
depending on its numerical stability. After implementing the "LSODA" method, the model simulations are
mostly stable and show reasonable predictions for the system. For the Python model, the ODE integrator
"SciPy" has been used to solve the ODE solver methods. Inserting the mass and energy balance differential
equations with the initial conditions solves the ODEs for the desired values.
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15 Verification and Validation

15.1 Verification of the model
The foundation for this model has been determined by the parameters found from literature and the assump-
tions that are made for designing a reactor that should represent the desorption process of a DAC system. The
default values that are used for the parameters during the models design, can be found in Table 2. The Toth
isotherm can be used to predict the value for the equilibrium loading qeA where A represents the CO2 and the
values for the isotherm are based on the data as determined by Bos [3]. For the desorption reaction the isotherm
is dependent on two variables, the temperature of the reactor and the partial pressure of the CO2, which is a
function of the number of moles of CO2 in the gas phase. All the other Toth parameters are constants and are
assumed to be correctly fitted by Bos [3].

Table 2: Desorption systems default values

Variables
Parameter Default value Unit Equation
LR 0.081954 m Reactor length [2]
DR 0.5 m Diameter
AR 0.1963 m Reactor cross-sectional area
VR 0.0161 m3 Volume reactor
Vg 6.115 · 10−3 m3 Volume gaseous part of reactor
Vs 0.01 m3 Volume sorbent bed reactor
ms 8.78 kg Mass of sorbent
nA,0 6 · 10−5 mol Initial amount of gaseous moles CO2

nt,0 0.0617 mol Initial total amount of gaseous moles
qA,0 0.9 mol · kg−1 Initial sorbent loading
qe0 0.9 mol · kg−1 Initial equilibrium loading
Tdes 393 K Max heating temperature
Pvac 0.25 bar Desorption vacuum pressure
k 0.001 s−1 Kinetic rate constant
Atube 0.0129 m2 Total contact area of single heating tube
A 0.129 m2 Total contact area
Vtube 0.161 · 10−3 m3 Total volume of a single heating tube
Ltube 0.081954 m Length of heating tubes
Rtube 0.025 m Radius of heating tubes
ntube 10 - Number of heating tubes
Xtubes 10 % Percent volume of heating tubes
U 750 W ·m−2 ·K−1 Overall heat transfer coefficient

The desorption reaction is represented by multiple reactions that describe the system and all these equations
are ODES, making it easier to find a stability conditions for the model. There is no spatial differential because
this system only depends on time; this means that the duration and ∆t for this model can be changed easily to
find the systems stable conditions. Once this is done, the model can be used to analyse the values of the various
parameters of the system for the verification and validation of the model. The most important parameters of
this system that will be investigated for the desorption system are the following:

• Pvac = The regeneration pressure [bar]

• Tdes = The maximum heating temperature of desorption [K]

• k = The kinetic rate constant of the desorption reaction [s−1]

• VR = The reactor volume [m3]

• U = Overall heat transfer coefficient [W ·m−2 ·K]

• A = Area of heating [m2]

• qA,0 = Initial sorbent loading [mol · kg−1]
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• nt = Total number of gaseous moles in the reactor [mol]

• nA = Total number of CO2(g) moles in the reactor [mol]

• nB = Total number of N2(g) moles in the reactor [mol]

• Mt = Molar flow rate of ideally mixed bulk out of the reactor [mol · s−1]

• Prod = Productivity of the reactor [kg · hr−1m−3]

The default values that are used for the desorption model are shown in the appendix B 2 and are chosen values
based on literature and logical reasoning. These values will be the standard conditions for the evaluation of the
desorption system and are used to determine what happens to the system when these values are varied. In the
following sections, an analysis will be made of what happens when all the values are kept constant while chang-
ing one variable. This will help determine how the different parameters influence the desorption process and
this can be used to help check if the model does what is expected. For instance, logically a reactor heats faster
when the heat transfer coefficient is increased while all the other values are the same. The model predictions
should be in line with what logic and data dictate, so this process verifies the model’s validity. To help explain
what happens during the process, various graphs present the different loading values for various parameters
when they are changed for the system.

15.1.1 Pressure

The desorption model is based on the VTSA system, where the capacity is mostly dependent on the pressure
and the temperature, as can be seen from the isotherms in Figure ??. These are the two main parameters
that determine the equilibrium loading of the system and therefore the amount of desorption that is possible
within the system. It can be argued that the temperature has the most significant influence on the desorption
process, when considering the isotherm. Increasing the temperature lowers the equilibrium loading and this
determines the overall capacity that can be achieved. The pressure of the system has significant influence in
the low pressure region where the graph shows the steepest slope. So the temperature has the largest influence
on the systems capacity, though it is still important to decrease the systems pressure adequately.

At pressures approaching zero, the curve of the isotherms is incredibly steep and for this region the experimental
data is limited. The model could be used to get a more accurate interpretation of this steep slope at the low
pressure region. It is also good to realise that the lower the value of the vacuum pressure, the more energy
intensive the process can become. Depending on what vacuum pressure is required, it may be necessary to use
more vacuum pumps to bring the system down to the desired low pressure value. Vacuum pump systems that
are generally used for these type of applications can usually decrease the pressure inside the reactor by a factor
of four. This means that by implementing one vacuum pump in this system, a pressure of 0.25 bar could be
achieved. If a second pump is implemented, a pressure of 0.0625 bar could theoretically be achieved. From
the isotherm it becomes clear that lower pressure values are desired because at lower pressure, lower values for
the equilibrium loading can be achieved. For the repressurisation of the reactor, no equipment is necessary as
the reactor in- and outlet can be opened and atmospheric air will flow into the system until 1 bar is reached.
However, this is not the case for the repressurisation of the CO2 stream and it will cost a significant of energy
to bring the CO2 back up to 1 bar. If the energy requirements for the system would be implemented into
the model, a trade-off should be made to calculate what the optimal pressure will be for the system that does
not result in extreme energy demands for the system. For decreased pressure, the capacity increases and the
productivity of a reactor increases by a factor 3 between 0.5 and 0.25 bars and by a more than a factor 2 from
0.25 to 0.0625 bars. In theory, this sound like lower pressures will provide better desorption system, yet the
energy demand will increase significantly nothing can be said conclusively for an actual DAC desorption system.

The cyclic capacity of the process becomes considerably better for lower pressure values, as the minima for the
equilibrium and the actual loading become lower while the initial loading remains the same. This leads to a
larger driving force and a more complete unloading reaction. The capacity of the desorption is the difference
between the initial value of the loading and the minimum value for the equilibrium loading. When this differ-
ence becomes smaller, the driving force and the total capacity become smaller, leading to less CO2 unloading.
Increasing the pressure decreases the total capacity of the reaction and the reaction becomes less efficient. This
is in line with the expectations illustrated in the isotherms and it can be concluded that a lower pressure is
desirable for the desorption stage.
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In the lower pressure regime, it takes slightly less time for the reactor to reach 50% and 90% of its desorption
capacity and for all the N2 to leave the reactor than for higher pressure values. The fact that the molar flow
rate is higher while the decreased pressure permits less moles of gaseous particles to occur in the reactor could
explain the faster evacuation of the nitrogen particles. Bearing in mind the ideal gas law it is understandable
that a larger reactor pressure leads to a higher value for the number of moles in the reactor. In turn this leads
to a smaller molar flow rate because the partial pressure of the gas components is less effective and the driving
force for the flow becomes less significant.

15.1.2 Equilibrium loading

The initial value for the equilibrium loading is set to be the same as for the initial actual loading in this model.
The actual loading represents the amount of CO2 that is loaded on to the sorbent at the start of the desorption;
in other words it is the total amount of adsorbed CO2 after the adsorption process. Increasing this value will
increase the cyclic capacity of the reactor because the lowest achievable loading values stay the same but the
initial values, the maxima, are increased. This is logical because a higher initial loading means that there is
more CO2 attached to the sorbent that can be unloaded for the desorption cycle. This can be seen in Figure
21:

Figure 21: Course of sorbent unloading for different values for initial equilibrium loading of the sorbent as a
function of time.

Though larger amounts of CO2 get desorbed, the time before t50 and t90 are reached stay the same, when the
initial loading is increased. This means that the molar flow rate increases when initial loading is increased
because more unloading occurs in the same amount of time. Thus the productivity becomes larger if only the
initial loading is increased while the other variables are kept the same.

15.1.3 Temperature

Changing the heating temperature for this system changes the maximum achievable temperature of the reactor
and the components inside. Looking at the isotherm, it can be seen that for the higher operating temperatures,
lower values for the equilibrium loading can be achieved and thus more unloading can occur during desorption.
This is exactly what happens to the system when the temperature is increased in the model. The total amount
of unloaded CO2 increases when higher reactor temperatures are reached. These elevated temperatures lead to
higher molar flow rates and the time it takes for all the N2 to exit the system decreases. This suggests that it
is desirable to heat the reactor to higher temperatures to increase the desorption reaction kinetics.
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The heating temperature of the desorption reaction should be considered carefully as the temperature of the
system and the equilibrium loading are closely related, as is shown with the isotherm. The starting temperature
for this model is 25℃ and this will always be considered to be the starting point for the desorption. At differ-
ent initial loading values, unloading starts at different temperatures. This means that for low loading values,
high temperatures are needed to start the desorption process. For any given temperature, there is a maximum
capacity when keeping the pressure constant, this limit is the value for the equilibrium loading that determines
the maximum achievable desorption. At higher initial loading, more unloading can be achieved because there
is more CO2 on the sorbent, but when the temperature is kept constant there will always be the same amount
of CO2 left behind on the sorbent.

Figure 22: Sorbent unloading shown as a function of time for different values of the maximum temperature in
the reactor for two different initial loading values. Unloading is shown systems with an initial sorbent loading
of 0.9 and 1.2 mol/kg.

Keeping all the values constant and increasing the heating temperature, causes the minimum value of the qe to
decrease. At lower values for equilibrium loading, the driving force increases for the unloading reaction. When
the loading of the reactor is 0.9 mol/kg and the heating temperature has a maximum of 100 ℃ then the line
is constant for the entire reaction. For this situation, the temperature is not high enough to create a driving
force between the minimum achievable value of the equilibrium loading. Repeating the exact process but for
a reactor where initially there is a loading of 1.2 mol/kg shows that more desorption can be achieved for the
same T , this becomes clear from Figure 22.

Another important observation is that lower temperatures are achieved faster than higher maximum reactor
temperatures for this system where uniform heating has been assumed. In this case, more energy is needed for
the system to achieve higher temperatures, first of all due to the fact that higher temperatures require more
energy consumption but also because higher temperatures take longer to achieve. These energy requirements
make it crucial to make a good trade-off between the highest reactor temperature and the duration of the
regeneration, depending on the highest loading value that can be achieved by the adsorption reaction.

The last observations that can be made is that for the varying temperature limits, higher temperatures achieve
higher molar flow rates than at lower temperatures. This is to be expected because more unloading occurs at
higher temperatures, while it happens within the same time frame. Also the maximum amount of moles in the
gas-phase increases slightly at lower temperatures, though it takes longer for all the N2 to be pushes out of the
reactor.

15.1.4 Kinetic rate constant

The kinetic constant is a tricky variable because it a simplification of a complicated set of equations that deter-
mine the rate of the reaction. However for simplicity this set of equations can be written as a constant that can
be used in the model to describe the desorption system. Diving deep into the exact meaning of this parameter
is beyond the scope of this thesis but the constant can be analysed in the model as it changes the behaviour for
different values. The kinetic constant is a simplification of the rate of the reaction mechanism between the CO2
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in adsorbed and gaseous phase, so it is expected that a higher value for k leads to a faster reaction of the system.

Changing the value for this simplified k does not affect the cyclic capacity or loading values. This is logical
because k is a rate constant which influences the speed of the reaction rather than its capacity. The amount
of unloading does not change for lower or higher values of k, however the time it takes to achieve t50 or t90
increases significantly when k is decreased. The same amount of unloading occurs in a shorter time period
which means that the molar flow rate is higher and the productivity of the system for higher values of k.

Looking at Figure 23, the different slopes for the loading and actual loading for different values of the kinetic
rate constant can be observed and this shows that both slopes differ considerably for the varying value of k. For
lower values of the simplified constant k, a larger difference between the equilibrium and actual loading occurs
and a slower reaction takes place. Larger values of k lead to steeper curves with faster kinetics, though the
amount of unloading stays the same. Higher values for k are desirable, however it is important to use a realistic
value for k because unlike other variables, this cannot be simply be changed by adding machinery like a pumps,
heaters, building a bigger reactor, etc. Thek is dependent on the chemical reaction between the sorbent and the
adsorbable particles and this must be determined experimentally and should be investigated more in depth.

Figure 23: Slopes of the equilibrium loading and actual loading for different values of the kinetic rate constant
(k) as a function of time. The different figures show the course of these slopes for the values of k = 0.01, k =
0.001 and k = 0.0005 respectively.

15.1.5 Area of heating

Another important variable is the heating area, which should also be estimated for a realistic value. In this
model, the assumption is made that there is no heat loss from the system to the environment and all the com-
ponents in the reactor are heated uniformly. Also the assumption is made that the reactor is heated by heating
tubes that run through the reactor. These heating tubes can heat the system from the inside of the reactor.
The reactor is modelled with a short length and a wide diameter, so there would realistically be room for the
heating tubes running through the reactor. The tubes are assumed to have the same length as the reactor and
the heating area can be determined by the number of tubes and an estimated value for the amount of volume
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that they occupy. From these values, the radius and the heating area of a single tube are determined and thus
the total area of heating.

To determine the total volume of the heating tubes, the assumption has been made that they take up 10%
of the total reactor volume; however this value could be changed to fit the system. Consequently the heating
area is changed by increasing or decreasing the number of heating tubes. This is the easiest way to increase
the heating area while keeping the total volume constant. In the following table, the values are given for the
reactor and heating tube dimensions when the number of heating tubes is changed. It should be mentioned
that all the reactor dimensions stay the same as for the total volume of the heating tubes. While the heating
tube volume stays the same at 10% of the total reactor volume and the length of the heating tubes, but the
number of heating tubes changes, the tube dimensions change and the total heating area varies.

Table 3: Geometry of the reactor and the dimensions of the heating tubes inside the reactor as a function of the
number of heating tubes for the system.

ntubes 2 10 16 - Source
LR 0.082 0.082 0.082 m [2]
DR 0.5 0.5 0.5 m Assumption
VR 0.0545 0.0545 0.0545 m3 LR·π·D2

R

4

Ltube LR LR LR m Assumption
Xtubes 10 10 10 % Assumption
Vtubes 0.01675 0.01675 0.01675 m3 VR ·Xtubes

Vtube 0.00081 0.00016 0.00010 m3 Vtubes/ Xtubes

Rtube 0.056 0.025 0.0198 m Vtube/(π ·R2
tube)

Atube 0.0288 0.0128 0.0102 m2 2 · π ·Rtube · Ltube

Atubes 0.0576 0.1287 0.1628 m2 R · Vtubes · ntubes

Increasing the number of heating tubes, while keeping the total tube volume constant, increases the heating
contact area. This has no influence on the capacity of the system, so the amount of unloading stays the same.
The biggest impact of the contact area is that the reactor is heated faster. The molar flow increases and the
this would improve the overall productivity. Also it stands to reason that when the dimensions of the reactor
change, the heating area changes appropriately.

15.1.6 Heat transfer coefficient

The heat transfer coefficient determines the rate at which the system is heated, taking into account the conduc-
tive and convective heating rates. Generally this heat transfer coefficient is related to all the thermal resistances
and depends on the geometry of the system. For this system, however, it has been assumed that the reactor
heats uniformly and a generally used heating coefficient for tube and shell heat transfer systems has been im-
plemented. The values chosen for the increased and decreased heat transfer coefficient are chosen to be in the
realistic shell and heat transfer coefficient range.
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Figure 24: Unloading of the sorbent as a function of time for different values of the heat transfer coefficient.

The heat transfer coefficient has almost no influence on the capacity of the system as the total amount of
unloading stays the same. Increasing the heat transfer coefficient results in faster heating of the reactor and
thus 50% and 90% unloading is achieved more rapidly. For increased heat transfer the molar flow rate increases
and its peak is higher. The time it takes for the nitrogen to flow out of the system is shorter, which also
follows from both the mass and the energy balance when U is increased. From this it logically follows that the
productivity of the system decreases or increases when the heat transfer coefficient is lower or higher respectively.

15.2 Testing the model
To determine the validity of the model, it is desirable to try to reproduce the results of other literature to
compare the results. The paper of Young et al. [21] is one the few paper describing DAC technology that
models the desorption reaction of Lewatit based DAC system. It focuses on the water-CO2 isotherm models
but considers a pure CO2 isotherm also. Their reactor is modeled as a short reactor with a wide diameter,
with dimensions of L=1 cm and D=10 cm and this reactor is used to analyse what happens for the different
isotherms. The four different co-adsorption isotherm models that were considered in this paper are pure a CO2

isotherm model, the Mechanistic model, the WADST model and of another paper presented by Stampi-Bombelli
et al. [22]. The parameters that have been analysed with these different isotherms are the CO2 loading, H2O
loading, CO2 mole fraction in the gas phase, relative humidity, temperature, and pressure.

When the values of Young are used in our model, to try to reproduce their results for the no co-adsorption
isotherm, the model shows that the system is unsolvable for these values. The reason for this error is that in
this thesis, the model assumes a dry system where no water has adsorbed on to the sorbent while the paper
by Young water has been co-adsorbed onto the sorbent. For a system where no water co-adsorption has taken
place and the sorbent is exclusively loaded with CO2, the Toth isotherm expects no desorption at a temperature
of 373 K and qeA = 1.0 (mol/kg) considering Figure 26. At this value for the equilibrium loading, the lowest
temperature that leads to a stable unloading is at 378 K. As can be seen unloading does occur, though it is a
incredibly small amount as the lowest value for the qe that can be achieved for this temperature is approximately
0.915.

The graphs presented by Young et al. show what happens to the loading for multiple isotherms including the
pure CO2-isotherm for a situation that is not completely free of water as is assumed in this thesis’ model. The
paper by Young presents two water co-adsorption isotherms and one dry Toth isotherm, The dry isotherm is
used to make a comparison to the model developed in this thesis. Using the values from Young’s paper to
simulate their results with the H2O-free model that is designed in this thesis, does not give accurate results.
The values used in the paper by Young fail do not provide a good comparison because these values create no
driving force for the desorption reaction for a H2O-free Toth isotherm model.

When implementing the values as proposed by Young for a H2O-free model, with a temperature range of [70 -
100]℃, a pressure of 0.25 bars and an equilibrium loading of 1.0 (mol · kg−1), no unloading occurs. The reason
for this is that the Toth isotherm proposed by Bos, shows that the combination of these values for pressure and
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temperature, do not coincide with an isotherm that creates a driving force at an equilibrium loading of 1.0. For
this reason, there is no accurate way to apply this model to analyse the results as provided by Young unless
humidity and water loading can be accounted for with the model.

The paper of Young shows us that water adsorption during the DAC process has a significant influence on the
desorption process and this effect should be investigated further. During adsorption, much of the sorbent will
be filled with H2O molecules and this will, in turn, influence the entire system. The amount of H2O that is
adsorbed depends on the relative humidity of the air that enters the system and will affect the productivity and
final design of a realistic DAC system.

15.3 Case Study
In the attempt to design an optimal desorption system with the developed model, a case study can be devised
to compare the optimised values for different desorption situations realistically. Though some assumptions and
simplifications have been used during the development of this model, it can still produce results that are viable
and scientifically relevant for the overall desorption analysis. During the model verification, multiple reactor
variables where analysed to determine how these reactor characteristics individually influence the entire system.
Combining this information with what is known from literature about existing desorption systems, the model
can be used to design an optimal desorption reactor. In Table 4, the default values that are used for the des-
orption model are presented.

Table 4: Desorption systems default values

Variables
Parameter Default value Unit Equation
LR 0.081954 m Reactor length [2]
DR 0.5 m Diameter
AR 0.1963 m Reactor cross-sectional area
VR 0.0161 m3 Volume reactor
Vg 6.115 · 10−3 m3 Volume gaseous part of reactor
Vs 0.01 m3 Volume sorbent bed reactor
ms 8.78 kg Mass of sorbent
nA,0 6 · 10−5 mol Initial amount of gaseous moles CO2

nt,0 0.0617 mol Initial total amount of gaseous moles
qA,0 0.9 mol · kg−1 Initial sorbent loading
qe0 0.9 mol · kg−1 Initial equilibrium loading
Tdes 393 L Max heating temperature
Pvac 0.25 bar Desorption vacuum pressure
k 0.001 s−1 Kinetic rate constant
Atube 0.0129 m2 Total contact area of single heating tube
A 0.129 m2 Total contact area
Vtube 0.161 · 10−3 m3 Total volume of a single heating tube
Ltube 0.081954 m Length of heating tubes
Rtube 0.025 m Radius of heating tubes
ntube 10 - Number of heating tubes
Xtubes 10 % Percent volume of heating tubes
U 750 W ·m−2 ·K−1 Overall heat transfer coefficient

During this case study some parameters are constant and others are the variables that should be changed
to achieve the optimal design. For instance, the desorption reaction always starts at room temperature but
the maximum heating temperature can be varied to find the limit for the reaction. The desorption reaction
is always dependent on the capacity of the adsorption process, which means that the adsorption reaction
determines the initial sorbent loading, around which the desorption should be designed. The reaction starts
at room temperature as is assumed for adsorption, but the starting pressure is not at atmospheric conditions
because the system is depressurised before desorption. The default conditions that are used during the model
verification can be represented by Figure 25.
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Figure 25: The case study figures showing the course of the different parameters as a function of time for the
default conditions equilibrium loading, temperature, molar flow rate and number of moles respectively.

To make the best possible assumptions for the variables of the system it is important to know the dimensions
of the reactor. The size of the reactor determines the efficiency of heating as well as the amount of heating
surface area. For larger reactors, more CO2 can be extracted per cycle, but it becomes more energy intensive to
heat the entire reactor sufficiently. Designing a DAC reactor for the sorbent Lewatit, which is a dense sorbent,
it is desirable to have a short reactor length. Designing a reactor with a longer length will not influence the
model as the pressure drop is negligible, however it is known that for such systems the pressure drop becomes
significant for longer reactors. The reactor will be modeled as a flat ’disc’ reactor, with a short length and a
relatively wide diameter. The reactor length that is used is the reactor length used in the experiments of Surati
[2] and a diameter of 50 cm. With these variables set to these values, it will easier to determine the optimal
values for the other parameters.

As mentioned, the initial loading for the desorption is determined by the effectively of the adsorption reaction. A
system that operates with air containing 400 ppm CO2 is assumed to achieve an adsorption loading of qeA,(ads)

= 0.9 (mol/kg). It was shown in the work by Surati [2] that if the experiment was repeated for a situation with
air containing 2000 ppm CO2, a loading of qeA,(ads) = 1.4 (mol/kg) was achieved. Comparing the two different
cases could provide interesting insights for the optimisation design.

During the verification process, it was found that lower vacuum pressure improves the desorption reaction and
more unloading can be achieved. The pressure inside this DAC system is at 1 bar before the system is de-
pressurised for desorption. Assuming that the maximum vacuum capability of a vacuum pump is a factor of
4, the minimum pressure that can be achieved with one vacuum pump is 0.25 bar. For the system to achieve
lower vacuum pressure, before the desorption reaction starts, more vacuum pumps need to be implemented for
this case study, it will be assumed that only one vacuum pump will be used for this system and the minimum
pressure inside the system is 0.25 bar, the lowest value that can be achieved by a single gas pump for an initial
pressure of 1 bar.

Lewatit is an amine based sorbent that chemically binds with the CO2 in air. To extract the CO2 molecules
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from the sorbent, the reactor needs to be heated sufficiently to be able to collect these molecules. At elevated
temperatures more desorption is possible, however the model does not take into account the amine degradation
that would occur in an actual DAC system. Elevated temperatures increase the cyclic capacity of the desorption
process, however the sorbent will degrade at a certain temperature. Therefor the maximum heating temperature
is set to be Tdes = 393 K with the assumption that higher temperatures are not possible for a Lewatit based
DAC system.

Another important variable is the heating area, which should also be given a realistic value. In this model, the
assumption is made that there is no heat loss from the system and all the components in the reactor are heated
uniformly. Higher heating contact area leads to faster heating and the productivity of the system increases. For
this system, the heating area could be thought of as heating tubes inside the reactor that can heat the system
from the inside. This is a realistic reactor heating system and modelling the reactor as a flat disc, it can be
assumed that there is room inside the reactor for heating tubes to exist. Assuming that these tubes have the
same length as the reactor, the number of tubes and the amount of volume that they occupy can be set. From
these values, the radius and the heating area of the tubes can be calculated from the corresponding geometry
chosen for the model. The heating area can be expanded by increasing the number of heating tubes and by
increasing the percentage of volume that the heating tubes occupy.

The kinetic rate constant k is a term that determines the rate of the reaction, where higher values fork lead to
a faster reaction. This means that higher values for k are desirable, however this value is based on the reaction
kinetics and is determined experimentally. This means that a realistic value for k must be determined for the
reaction and this will be assumed to be the correct kinetic rate constant for this type of desorption reaction at
k = 0.001 s−1.

As with the kinetic rate constant, the overall heat transfer reaction only influences the rate of the reaction and
higher values increase the speed of the overall desorption system. The overall heat transfer reaction depends
on the heating method and the efficiency of the heating system. For the desorption, heating is done by heating
tubes that run through the reactor and have been assumed to achieve heating values similar to that of shell
and tube heating systems. These type of systems are widely used and can achieve heat transfer coefficients of
approximately U = 1000 W/(m2K).
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16 Results desorption
The desorption model is created as a CSTR to simulate a VTSA desorption reaction of a chemical amine
based DAC system. Though there is little information available for such systems, the produced model provides
reasonable results. The models parameters and its equations that describe the system are based on the literature
and have been carefully derived based on rational assumptions and available data.

16.1 Model justification
16.1.1 System

During the design of the model, the assumption was made to consider the system as a CSTR that describes a
desorption reactor using VTSA instead of a purge gas for unloading the CO2. The equations that describe this
system are independent of the spatial domain and there is no inflow into the system, informing the decision to
model the system as a CSTR viable. The reactor system desorbs mainly due to heating and the outflow is caused
by the varying partial pressure as the unloading of the sorbent occurs. A system that is described by a PFR is
dependent on the spatial propagation of its bulk, which is important in the adsorption system, but this is not the
case for a VTSA desorption system. If a purge gas had been used to unload the sorbent, then the spatial domain
might have played a role as the gas must be inserted into the system at one end and would flow out at a differ-
ent point. In the case where the system could be sensitive to the systems geometry and the flow propagation,
then a PFR could be considered for the desorption, however this is not the case for this VTSA desorption system.

Another important characteristic of the CSTR is that it assumes ideal mixing between the gaseous components.
For this case, the mixing is between the carbon dioxide and nitrogen which does not pose a problem. The actual
situation would present a reactor initially filled with carbon-poor air, and for this situation, a CSTR would still
be appropriate as air is considered an ideal gas. A major difficulty occurs when water co-adsorption is taken
into account for the DAC system. Though Young [21] predict that a system where water co-adsorption occurs
has larger productivity, the system become more complex and the appropriate addition must be added to the
system to model such a system properly.

16.1.2 Python script

The desorption model has been modelled in Python and is programmed to find the solutions for the differential
equations with a reliable ODE solver called scipy.integrate.solveivp. During the first attempt to create the des-
orption model, the ’SciPy’ solver was used with the ’RK45’ method. This method is a built-in solver that uses
the traditional Runge-Kutta 4th-order method, however this showed large instabilities in the resulting figures.
Subsequently this method was changed to the ’LSODA’ method to solve the instabilities, which provides better
results with greatly reduced instabilities. The ’LSODA’ method is a solver for ODEs that automatically switches
between stiff and non-stiff methods. This means that the solver method determines when the problem is stiff or
not and it automatically chooses the appropriate method. The solver always starts with the non-stiff method,
where a stiff equation is a differential equation for which certain numerical methods for solving the equation are
numerically unstable, unless the step size is taken to be extremely small. The main idea is that the equation
includes some terms that can lead to rapid variation in the solution. This method proved to be considerably
better, but not all instabilities are prevented as can be seen when considering the number of gaseous moles in
the system. During desorption the reactor should become completely filled with CO2(g) once all the nitrogen
has left the system. This should mean that the total number of moles in the system should become equal to
the moles of CO2(g) in the system. Unfortunately the value nA and nt are not equal and therefore the value
for nB in the system, that should be zero from the moment that all the nitrogen has left the system, is close to
zero but not exactly zero. These remaining instabilities can be a result of the inaccuracy of the solver and the
fact that no boundary conditions can be set for these solvers.

16.2 Case study results
The model is used to determine the consequences of changing the different parameter values that are important
for the reactor design of a desorption system. Tough some results might appear to be straightforward, it is
useful to have a model that can predict what happens for a complete system. The overall speed of the reaction
is desired to be high so the operation time of equipment decreases for better efficiency and to achieve a less
energy and cost intensive system. The total time before enough unloading has occurred partly determines
the productivity of the reactor. The kinetic rate constant determines the overall speed of the reaction and it
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is desirable to design a system where the k is large. Other variables that influence the reaction time of the
reactor are the overall heat transfer coefficient and the area of heating; for instance, they can accelerate the
heating speed of the system and consequently the overall time needed for the desorption to take place. The
volume of the reactor also has a big influence on the productivity of the reactor since the time taken to heat the
system increases significantly as the volume increases, which in turn influences the productivity. The other most
important term to determine the efficiency and productivity of the system is the capacity that can be achieved,
where the pressure and temperature are the most important values determining the amount of unloading possible
for a desorption system. Together, these parameters determine the isotherm of a given system and the total
potential of desorption. Increasing the temperature and decreasing the temperature both contribute to a system
that can achieve lower equilibrium capacity and thus higher total unloading of the system, depending on the
amount of initial actual loading when the desorption process starts.

16.2.1 Productivity

Productivity is an interesting term that can be used to describe the overall efficiency of a system. For the
desorption case, ’productivity’ for a given capacity is a term that describes the amount of CO2 that has been
desorbed from the sorbent, depending on the geometry and speed of reactor system. The units of productivity
is mass per hour per volume of reactor
(kgCO2

· hr−1 ·m−3
R ):

Prod =
m

hr · V
The productivity term is used to show the overall effectiveness of the process, taking into account the amount
CO2 that gets desorbed, the time it takes to do this in and the overall size of the reactor. Higher productivity
suggests that the system is better and can achieve better values. Generally the productivity is taken to be
either 50% or 90% of the total reaction in determining the best system design:

Prod50 =
mCO2,des,50

hrt50 · VR
(at 50% unloading)

Prod90 =
mCO2,des,90

hrt90 · VR
(at 90% unloading)

Typically the productivity is higher at 50% unloading than for higher unloading percentages. This is due to
the fact that the reaction starts fast and slows down for higher unloading percentages. It becomes increasingly
hard to fully desorb the system for the last few percent and the graph flattens out at the end. The productivity
can be used to compare different desorption systems easily as the desorption term is a function of the important
characteristics that determine how good the desorption design works. In Table 5 all the results are shown for
the case study, which shows a system with 400 ppm CO2 in air which has an initial loading of 0.9 and another
system with 2000 ppm CO2 in air which has an initial loading of 1.4 (mol · kg−1). All the different variables
shown in the table result from the default reactor design and these results determine the overall productivity of
the two different systems. As mentioned, both systems show a higher productivity for the system at t50 than
t90 as is expected.

Another important result that is not considered during the calculation of the system productivity is the time
it takes until all the N2 has exited the reactor (tB=0). This term cannot be neglected during the design of a
desorption system, because this term determines when the actual extraction of pure CO2 can commence. The
pure stream of CO2 can’t be extracted until, in this case, enough N2 has flowed out of the system. So until this
has occurred, none of the extracted CO2 has actually been captured from the air.

The model has been constructed as a flexible code that can easily be changed or expanded with extra information
or for other similar desorption type systems. This model could easily be changed to fit a system that can simulate
another type of amine adsorbent, given that enough information is available.
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Table 5: Resulting values from the two different situations as described for the case study, where 400 ppm CO2

is assumes a loading of 0.9 mol/kg and 2000 ppm CO2 is assumes a loading of 1.4 mol/kg

Results
Parameter Value Value Unit Equation

400 2000 ppm PPM of CO2 in processed air
qA,max 0.9 1.4 mol · kg−1 Maximum actual loading
mdes,50 0.064 0.161 kg Total unloaded CO2 at 50%
mdes,90 0.116 0.289 kg Total unloaded CO2 at 90%
Mt,max 1.433 ·10−3 3.585·10−3 mol · s−1 Maximum molar flow rate
nA,cap,50 1.461 3.654 mol Number of moles CO2 unloaded at 50%
nA,cap,90 2.630 6.576 mol Number of moles CO2 unloaded at 90%
nA,max 0.0475 0.0493 mol Maximum number of gaseous moles CO2 in the reactor
nt,0 0.0617 0.0617 mol Initial amount of gaseous moles in the reactor
nt,M 0.0468 0.0468 mol Final amount of gaseous moles in the reactor
qA,min 0.568 0.569 mol · kg−1 Minimum actual loading
qcyc,50 0.166 0.416 mol · kg−1 Cyclic capacity at 50% unloading
qcyc,90 0.3 0.749 mol · kg−1 Cyclic capacity at 90% unloading
qemax 0.9 1.399 mol · kg−1 Maximum equilibrium loading
qemin 0.567 0.568 mol · kg−1 Minimum equilibrium loading
t50 0.43 0.41 hrs Time until 50% unloading
t90 1.13 1.11 hrs Time until 90% unloading
tA>B 294.4 209.3 s Time until more CO2(g) exists in reactor then N2(g)

tB=0 679.6 526.3 s Time until more no N2(g) exists in reactor then
t(Tmax−5) 807.7 2097.8 s Seconds until (Tmax-5) is reached [388K]
Xdes,50 18.49 29.72 % Percentage of unloaded CO2 at 50%
Xdes,90 33.29 53.5 % Percentage of unloaded CO2 at 90%
proddes,50 9.28 24.25 kg · hrs−1 ·m−3 Productivity of desorption reactor at 50% unloading
proddes,90 6.366 16.16 kg · hrs−1 ·m−3 Productivity of desorption reactor at 90% unloading

17 Conclusion
The objective of the desorption model was to produce a model that can both describe the reaction process
and simulate the process for varying parameters. The simulations created by this model give results that are
instinctively correct, verification showed that the extremes of the system follow the expected results. The results
help give insight into the overall process and can be used to help in the design of a desorption reactor. The
model is a good first step towards the design of a complete desorption reactor design. Expanding this model
with additional knowledge and more complete data will lead to an even better and more accurate model.

The goal of producing a good model that works well based on the assumptions and limited data that was
available has been achieved. This model is a good first attempt at predicting the general desorption kinetics
for a Lewatit based DAC system. Expanding the model further with additional experimental data and more
in-depth literature will help specify this model to produce even more accurate data and better understanding of
values that have been considered here as simplified constants e.g. the kinetic rate constant. Furthermore it will
be interesting to be able to add in factors such as humidity and water co-adsorption in this model in the future.
However, this model still gives a good understanding of a general desorption system and can successfully be
used to predict the effect of various system parameters for the reactor’s design.

Furthermore, the model has been used to analyse the different important design parameters of a desorption
system and to predict what should be considered as for optimal design criteria. During the consideration of the
design criteria, optimum values have been chosen using the model simulations combined with viable limits for
similar systems.

70



18 Recommendations
• To improve the model, it would be desirable to be able to calculate or estimate the total energy demands of
the system. Increasing the temperature is desirable but costs more energy, especially for bigger reactor systems.
It would therefore be interesting to model the energy demands in order to make a trade-off between the reactor
characteristics and the energy that the system would require

• Taking into account the energy consumption, an estimation should be made as to the best possible point in
the desorption process at which to stop unloading while achieving the maximum possible CO2 extraction. As
the unloading becomes harder in the last part of the desorption reaction, it should be determined at what point
the best balance can be found between CO2 unloading and energy consumption, in order to achieve the highest
potential productivity and the most CO2 extraction with the system.

• Heat losses for a non-adiabatic system and a non-uniform heating could be considered. The reactor will lose
heat to its environment while heated and this will lead to an increased energy demand and a slower overall
heating of the system. Also it has been assumed that the reactor heats uniformly for all the components in the
reactor, whilst in reality the different components will heat non-uniformly.

• The desorption reaction of the sorbent is an endothermic reaction and so will extract some heat from the
system in order for the unloading reaction to take place. A calculation should be done to determine if this heat
consumption will have an effect on the overall process or that it can be neglected, as has been done for this
system.

• It will prove helpful to determine the electricity demand for the compressors before desorption starts. Taking
into account the amount of desorption and electricity demand for different pressure values, a better trade-off
could be made.

• The value for the kinetic rate constant should be determined experimentally for the desorption process.
Furthermore it would be interesting to be able to derive a more in-depth value for this constant. Determining
the set of equations, which are simplified by the value k, could provide the information about what happens
inside the (un)loading process. This could help get a better overall understanding of the desorption and how
the kinetics change as a result of the systems parameters.

• For this model it has been assumed that relative humidity of the entire system has been zero. The relative
humidity will influence the adsorption reaction due to water co-adsorption and the water will be inside the bulk
of the reactor during the desorption reaction.

• Water co-adsorption has been ignored during the design of the models; in practise, however this will signifi-
cantly influence the entire DAC system significantly in an actual DAC system. Water co-adsorption isotherms
have been determined by some papers as proposed by Young [21] and this information can help determine the
amount of water adsorption. Water will influence the amount of CO2 that can be adsorbed and desorbed per
DAC cycle. Furthermore, the presence of water will increase the complexity of the desorption process as it must
be separated from the CO2 before the gas us extracted as a pure stream of CO2.

• The desorption has been modelled as a reactor containing only nitrogen and carbon dioxide. For the actual
system, all components of the air inside the reactor should be considered before desorption takes place. All
these components need to be removed from the reactor before pure CO2 can be extracted from the system.

• The model showed some instabilities for both molar flow rate and equilibrium capacity parameters at its first
time-step (t0 − t1) for both molar flow rate and equilibrium capacity parameters. This has been corrected with
a "quick-fix" inside the code, but for further model expansion the cause of this instability should be determined
and solved. The instability could be a consequence of the steep isotherm curve at the start of the isotherm.
The model’s solver could have trouble with accurately predicting the first step, leading to this instability.

• Both the LSODA and RK45 method are not completely stable ODE solver methods. Other solving methods
could provide better results and more stable solutions for the system.
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19 Nomenclature desorption

Table 6: Parameters used for the desorption model

Symbol Value Unit Meaning Source
A - [m2] Total contact area [-]
AR - [m] Reactor cross-sectional area [-]
Atube - [m2] Total contact area of single heating tube [-]
b0 93 [bar−1] Toth isotherm parameter [3]
cp,A,g 696.7 [J · kg−1 ·K−1] Heat capacity coefficient of CO2 at constant P [3]
cp,B,g 744.3 [J · kg−1 ·K−1] Heat capacity coefficient of N2 at constant P [3]
cv,A,g 892.5 [J · kg−1 ·K−1] Heat capacity coefficient of CO2 at constant V [3]
cv,B,g 1042 [J · kg−1 ·K−1] Heat capacity coefficient of N2 at constant V [3]
cp,s 1580 [J · kg−1 ·K−1] Heat capacity coefficient of the sorbent at constant P [19] [3]
DR - [m] Diameter of the reactor [-]
∆Hrxn 95300 [J ·mol−1] Toth isotherm heat of reaction [3]
k 0.001 [s−1] Kinetic rate constant [-]
LR 0.081954 [m] Reactor length [2]
Ltube - [m] Length of heating tubes [-]
ms - [kg] Mass of sorbent [-]
MCO2

0.044009 [kg ·mol−1] Molar mass CO2

MN2 0.028014 [kg ·mol−1] Molar mass N2

Mt - [molg · s−1] Total molar flow rate [-]
nA,0 - [mol] Initial amount of gaseous moles CO2 in reactor [-]
nB,0 - [mol] Initial amount of gaseous moles N2 in reactor [-]
nt,0 - [mol] Initial total amount of gaseous moles [-]
ntube - [-] Number of heating tubes [-]
Pamb 1 [bar] Ambient pressure
Pvac - [bar] Desorption vacuum pressure [-]
proddes,50 - [kg · hrs−1 ·m−3] Productivity of desorption reactor at 50% unloading [-]
proddes,90 - [kg · hrs−1 ·m−3] Productivity of desorption reactor at 90% unloading [-]
qs0 3.4 [mol · kg−1] Toth isotherm parameter [3]
qA,0 0.9 [mol · kg−1] Initial sorbent loading [-]
qe0 0.9 [mol · kg−1] Initial equilibrium loading [-]
Q̇ [J · s−1] Heat transfer rate to or from surroundings [-]
R 8.314 [J ·mol−1 ·K−1] Universal gas constant
Rtube - [m] Radius of heating tubes [-]
T0 298 [K] Initial temperature of reactor [-]
TH - [K] Heating temperature of reactor [-]
T0.Toth 353.15 [bar−1] [-]
th0 0.37 [−] Toth isotherm parameter [-]
T - [K] Temperature of reactor [-]
U - [W ·m−2 ·K−1] Overall heat transfer coefficient [-]
Vg - [m3] Volume gaseous part of reactor [-]
VR - [m3] Volume reactor [-]
Vs - [m3] Volume sorbent bed reactor [-]
Vtube - [m3] Total volume of a single heating tube [-]
Ẇ - [J · s−1] External heating or cooling done on the system [-]
Xtubes - [%] Percent volume of heating tubes [-]
Greek
α 0.14 [−] Toth parameter [3]
χ 0 [molj ·mol−1

tot] Ratio of amount of species j in gas mixture [3]
ϵb 0.38 [m3

gas ·m−3
reac] Bed voidage [19]

ϵp 0.23 [m3
gas ·m−3

bed] Particle voidage [3]
ρs 880 [kg ·m−3] Sorbent density
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Appendix A. [Equations]
Toth isotherm

qe =
qsbPCO2

(1 + (bPCO2)
th)

1
th

(17)

qs = qs0 · exp(χ(1−
T

T0
)) (18)

b = b0 · exp(
∆H0

RT0
(
T0

T
− 1)) (19)

th = th0 + α(1− T0

T
) (20)

PA =
nA ·R · T

V
= CA ·R · T

nA,0 =
100000 · qeA,0 · Vg · exp(

ln(−(−1+exp(ln(
qeA,0
qs,0

)·th))−1)

th
)

(qs,0 · b ·R · T0)

Appendix B. [Tables]

Table 8: Toth isotherm parameters

Symbol Veneman et al. [17] Bos[3] Unit
Parameter set A Parameter set B

qs0 3.40 3.40 [mol · kg−1]
χ 0 0 [−]
T0 353.15 353.15 [bar−1]
b0 408.84 93.0 [bar−1]
∆H0 86.7 95.3 [kJ ·mol−1]
th0 0.30 0.37 [−]
α 0.14 0.33 [−]
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Table 9: Adsorption verification table

Symbol Value Unit Description
General
ϵp 0.23 m3

g ·m−3
s Sorbent particle voidage inside the sorbent material

ϵb 0.38 m3
g ·m−3

R Sorbent bed voidage within the entire reactor
ρCO2 1.795 kg ·m−3 Density of CO2 at room temperature
ρp,lit 880 kg ·m−3 General density of Lewatit from literature
MCO2

0.04401 kg ·mol−1 Molar mass of CO2

C2000 2000 ppm Concentration of treated air with CO2 of 2000 ppm
Cin 0.08157 mol ·m−3 Concentration of CO2 at experimental conditions
Experimental [2]
LR 0.08195 m Height of the reactor bed
DR 0.03 m Diameter of the reactor bed
AR 0.71 · 10−3 m2 Cross-sectional area of the reactor
Ag 0.27 · 10−3 m2 Cross-sectional bed voidage area of the reactor
VR 5.79 · 10−5 m3 Volume of the reactor
V̇ 4000 ml ·min Flow rate through the reactor in ml per minute
usuperficial 0.09431 ml ·min Flow rate through the reactor if solid bed were neglected
uactual 0.24819 ml ·min Flow rate through the reactor including solid bed
ms,wet 39.07 g Mass of wet Lewatit before pre-treatment
ms 20.2 g Mass of dry Lewatit after pre-treatment
ρp 562.41 kg ·m−3 Density of dry Lewatit after pre-treatment
qeexp 1.494 mol · kg−1 Total sorbent loading for the experimental set-up at 2000 ppm
qeexp,90 1.406 mol · kg−1 90% sorbent loading for the experimental set-up at 2000 ppm
t90 1.68 hrs Hours for the reactor to achieve 90% capacity
prod90 24.9 kg · hrs−1 ·m−3 Productivity of the reactor to at 90% of its capacity

11.56 kg · hrs−1 ·m−3 Productivity of the reactor to at 90% of its capacity
t90 1.68 hrs Hours for the reactor to achieve 90% capacity
Model
k 0.01 s−1 Kinetic rate constant of the reaction
Tads 298 K Operating temperature of the adsorption reaction
T 9000 s Total amount of time of the reaction in seconds
∆t 0.001 − Size of the time-steps
TSTEPS 9,000,000 − Number of time points that are calculated
LR 0.08195 m Length of the reactor bed
∆z 0.008195 − Size of the length-steps
ZSTEPS 10 − Number of length points that are calculated
Iterations 20 − Number of iterations for every implicit step calculation
H 17.24 m3 · kg−1 Henry’s constant calculated from the experimental data
Results
cmax 0.08338 mol ·m−3 Max concentration in the reactor
qmax 1.437 mol · kg−1 Max loading on to the sorbent
tc,max 8604.92 s Time until maximum concentration in the reactor is achieved
tq,max 8713.1 s Time until maximum loading of the sorbent is achieved
tq,50 1.585 hrs Time until 50% of the loading capacity is achieved
tq,90 2.023 hrs Time until 90% of the loading capacity is achieved
prod50 6.954 kg · hrs−1 ·m−3 Productivity of the adsorption reactor at 50% capacity
prod90 9.806 kg · hrs−1 ·m−3 Productivity of the adsorption reactor at 90% capacity
Check
Aunder 286.42 mol ·m−3 · s−1 Area under graph of concentration and time
Asquare 717.468 mol ·m−3 · s−1 Total square area above and below graph
Aabove 431.048 mol ·m−3 · s−1 Total square area above and below graph
V̇ 6.667 · 10−5 m3 · s−1

qecheck 1.4226 mol · kg−1 Total sorbent loading for the experimental set-up at 2000 ppm
qeexp,actual 1.209 mol · kg−1 Total sorbent loading for the experimental set-up at 2000 ppm
qeexp,fitted 1.326 mol · kg−1 Total sorbent loading fitted for the experimental set-up at 2000 ppm
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Table 10: Experimental data Surati

Symbol Value Unit Description
C400 400 ppm Concentration of CO2 of treated air in ppm
ϕ400 4000 ml ·min−1 Flow rate
qe400 0.958 kg Amount of CO2 adsorbed
msorb 39.07 kg Weight of sorbent pre-treatment
msorb 20.2 kg Weight of sorbent post-treatment
LR 8.2 cm Bed height
Vsorb 5.792·10−5 m3 Volume of sorbent bed
t90 5.91 hrs Number of hours taken to reach t-90
prod400 4.8 kg · hrs−1 ·m−3 Productivity
C2000 2000 ppm Concentration of CO2 of treated air in ppm
ϕ2000 4000 ml ·min−1 Flow rate
qe2000 1.406 kg Amount of CO2 adsorbed
msorb 39.07 kg Weight of sorbent pre-treatment
msorb 20.2 kg Weight of sorbent post-treatment
LR 8.2 cm Bed height
Vsorb 5.792·10−5 m3 Volume of sorbent bed
t90 1.68 hrs Number of hours taken to reach t-90
prod400 24.9 kg · hrs−1 ·m−3 Productivity

Table 11: Desorption case study results

Results
Parameter Value Value Unit Equation

400 ppm 2000 ppm
mdes,50 0.064 0.161 kg Total unloaded CO2 at 50%
mdes,90 0.116 0.289 kg Total unloaded CO2 at 90%
Mt,max 1.433 E-3 3.585·10−3 mol · s−1 Maximum molar flow rate
nA,cap,50 1.461 3.6536 mol Number of moles CO2 unloaded at 50%
nA,cap,90 2.6304 6.5764 mol Number of moles CO2 unloaded at 90%
nA,max 0.0475 0.0493 mol Maximum number of gaseous moles CO2 in the reactor
nt,0 0.0617 0.0617 mol Initial amount of gaseous moles in the reactor
nt,M 0.0468 0.0468 mol Final amount of gaseous moles in the reactor
proddes,50 9.279 24.254 kg · hrs−1 ·m−3 Productivity of desorption reactor at 50% unloading
proddes,90 6.365 16.158 kg · hrs−1 ·m−3 Productivity of desorption reactor at 90% unloading
qA,max 0.9 1.4 mol · kg−1 Maximum actual loading
qA,min 0.5677 0.5688 mol · kg−1 Minimum actual loading
qcyc,50 0.166 0.416 mol · kg−1 Cyclic capacity at 50% unloading
qcyc,90 0.3 0.749 mol · kg−1 Cyclic capacity at 90% unloading
qemax 0.9 1.399 mol · kg−1 Maximum equilibrium loading
qemin 0.5671 0.5677 mol · kg−1 Minimum equilibrium loading
t50 0.43 0.41 hrs Time until 50% unloading
t90 1.13 1.11 hrs Time until 90% unloading
tA>B 294.4 209.3 s Time until more CO2(g) exists in reactor then N2(g)

tB=0 679.6 526.3 s Time until more no N2(g) exists in reactor then
t(Tmax−5) 807.7 2097.8 s Seconds until Tmax-5 is reached [388K]
Xdes,50 18.49 29.72 % Percentage of unloaded CO2 at 50%
Xdes,90 33.29 53.5 % Percentage of unloaded CO2 at 90%
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20 Appendix C. [Derivations]

C.1 Adsorption derivations

20.1 Ordering of equations

Table 12: Sequencing of adsorption equations

Initial conditions z for i= 0 z for 0 < i < N z for i = N
t for q0,0 = D qi,0 = D qN,0 = D
j = 0 c0,0 = cin ci,0 = 0 cN,0 = 0

∂q0,0
∂t = 0 ∂qi,0

∂t = 0 ∂qN,0

∂t = 0
∂c0,0
∂t = 0 ∂ci,0

∂t = 0 ∂cN,0

∂t = 0
qe0,0 = H · c0,0 qei,0 = H · ci,0 qei,0 = H · cN,0

Explicit ∂q0,0
∂t = k(qe0,0 − q0,0)

∂qi,0
∂t = k(qei,0 − qi,0)

∂qN,0

∂t = k(qeN,0 − qN,0)
∂c0,0
∂t = B

∂q0,0
∂t

∂ci,0
∂t = A

ci,0−ci−1,0

2∆z +B
∂qi,0
∂t

∂cN,0

∂t = A
cN,0−cN−1,0

2∆z +B
∂qN,0

∂t

t = 1 qexp0,1 = q0,0 +∆t · ∂q0,0
∂t qexpi,1 = qi,0 +∆t

∂qi,0
∂t qexpN,1 = qN,0 +∆t

∂qN,0

∂t

cexp0,1 = c0,0 +∆t · ∂c0,0
∂t cexpi,1 = ci,0 +∆t

∂ci,0
∂t cexpN,1 = cN,0 +∆t

∂cN,0

∂t

qe0,1 = H · cexp0,1 qei,1 = H · cexpi,1 qeN,1 = H · cexpN,1

Implicit ∂q0,1
∂t = k(qe0,1 − qexp0,1 )

∂qi,1
∂t = k(qei,1 − qexpi,1 )

∂qN,1

∂t = k(qeN,1 − qexpN,1)

#1 ∂c0,1
∂t = B

∂q0,1
∂t

∂ci,1
∂t = A

cexp
i,1 −cexp

i−1,1

2∆z +B
∂qi,1
∂t

∂cN,1

∂t = A
cexp
N,1−cexp

N−1,1

2∆z +B
∂qN,1

∂t

t = 1 qimp
0,1 = q0,0 +∆t · ∂q0,1

∂t qimp
i,1 = qi,0 +∆t

∂qi,1
∂t qimp

N,1 = qN,0 +∆t
∂qN,1

∂t

cimp
0,1 = c0,0 +∆t · ∂c0,1

∂t cimp
i,1 = ci,0 +∆t

∂ci,1
∂t cimp

N,1 = cN,0 +∆t
∂cN,1

∂t

qe0,1 = H · cimp
0,1 qei,1 = H · cimp

i,1 qeN,1 = H · cimp
N,1

Implicit ∂q0,1
∂t = k(qe0,1 − qimp

0,1 )
∂qi,1
∂t = k(qei,1 − qimp

i,1 )
∂qN,1

∂t = k(qeN,1 − qimp
N,1 )

#2 ∂c0,1
∂t = B

∂q0,1
∂t

∂ci,1
∂t = A

cimp
i,1 −cimp

i−1,1

2∆z +B
∂qi,1
∂t

∂cN,1

∂t = A
cimp
N,1 −cimp

N−1,1

2∆z +B
∂qN,1

∂t

t = 1 qimp
0,1 = q0,0 +∆t · ∂q0,1

∂t qimp
i,1 = qi,0 +∆t

∂qi,1
∂t qimp

N,1 = qN,0 +∆t
∂qN,1

∂t

cimp
0,1 = c0,0 +∆t · ∂c0,1

∂t cimp
i,1 = ci,0 +∆t

∂ci,1
∂t cimp

N,1 = cN,0 +∆t
∂cN,1

∂t

Iterations q0,1 qi,1 qN,1

c0,1 ci,1 cN,1

qe0,1 = H · c0,1 qei,1 = H · ci,1 qei,1 = H · cN,1

Explicit ∂q0,1
∂t = k(qe0,1 − q0,1)

∂qi,1
∂t = k(qei,1 − qi,1)

∂qN,1

∂t = k(qeN,1 − qN,1)
∂c0,1
∂t = B

∂q0,1
∂t

∂ci,1
∂t = A

ci,1−ci−1,1

2∆z +B
∂qi,1
∂t

∂cN,1

∂t = A
cN,1−cN−1,1

2∆z +B
∂qN,1

∂t

t = 2 qexp0,2 = q0,1 +∆t · ∂q0,1
∂t qexpi,2 = qi,1 +∆t

∂qi,1
∂t qexpN,2 = qN,1 +∆t

∂qN,1

∂t

cexp0,2 = c0,1 +∆t · ∂c0,1
∂t cexpi,2 = ci,1 +∆t

∂ci,1
∂t cexpN,2 = cN,1 +∆t

∂cN,1

∂t

qe0,2 = H · cexp0,2 qei,2 = H · cexpi,2 qeN,2 = H · cexpN,2

Implicit ∂q0,2
∂t = k(qe0,2 − qexp0,2 )

∂qi,2
∂t = k(qei,2 − qexpi,2 )

∂qN,2

∂t = k(qeN,2 − qexpN,2)

#1 ∂c0,2
∂t = B

∂q0,2
∂t

∂ci,2
∂t = A

cexp
i,2 −cexp

i−1,2

2∆z +B
∂qi,2
∂t

∂cN,2

∂t = A
cexp
N,2−cexp

N−1,2

2∆z +B
∂qN,2

∂t

t = 2 qimp
0,2 = q0,1 +∆t · ∂q0,2

∂t qimp
i,2 = qi,1 +∆t

∂qi,2
∂t qimp

N,2 = qN,1 +∆t
∂qN,2

∂t

cimp
0,2 = c0,1 +∆t · ∂c0,2

∂t cimp
i,2 = ci,1 +∆t

∂ci,2
∂t cimp

N,2 = cN,1 +∆t
∂cN,2

∂t

qe0,2 = H · cimp
0,2 qei,2 = H · cimp

i,2 qeN,2 = H · cimp
N,2

Implicit ∂q0,2
∂t = k(qe0,2 − qimp

0,2 )
∂qi,2
∂t = k(qei,2 − qimp

i,2 )
∂qN,2

∂t = k(qeN,2 − qimp
N,2 )

#2 ∂c0,2
∂t = B

∂q0,2
∂t

∂ci,2
∂t = A

cimp
i,2 −cimp

i−1,2

2∆z +B
∂qi,2
∂t

∂cN,2

∂t = A
cimp
N,2 −cimp

N−1,2

2∆z +B
∂qN,2

∂t

t = 1 qimp
0,2 = q0,1 +∆t · ∂q0,2

∂t qimp
i,2 = qi,1 +∆t

∂qi,2
∂t qimp

N,2 = qN,1 +∆t
∂qN,2

∂t

cimp
0,2 = c0,1 +∆t · ∂c0,2

∂t cimp
i,2 = ci,1 +∆t

∂ci,2
∂t cimp

N,2 = cN,1 +∆t
∂cN,2

∂t

Iterations q0,2 qi,2 qN,2

c0,2 ci,2 cN,2

qe0,2 = H · c0,2 qei,2 = H · ci,2 qeN,2 = H · cN,2
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C.II Desorption derivations

20.2 Derivation of the energy balance

• A = CO2

• B = N2

• nA,g = nA

• nB,g = nB

• nA,ads = qA ·ms

• dnA,ads

dt = dqA
dt ·ms

• nt = nA + nB

• Mt = Total molar flow rate (mol/s)

• dV
dt = 0

• dP
dt = 0

• dnt

dt ̸= 0

• dT
dt ̸= 0

• cv,A,ads = cv,A,g

dqA
dt

= k(qe− qA) (MB 1)

dnA

dt
= ms · k(qA − qe)−Mt

nA

nt
(MB 2)

dnt

dt
= ms · k(qA − qe)−Mt (MB 3)

Starting point for the energy balance of the system

Ecv = nA,ads · cv,A,ads · T + nA,g · cv,A,g · T + nB,g · cv,B,g · T +ms · cs · T

dEcv

dt
= cv,A,ads(

dnA,ads

dt
·T +

dT

dt
·nA,ads)+ cv,A,g(

dnA

dt
·T +

dT

dt
·nA)+ cv,B,g(

dnB

dt
·T +

dT

dt
·nB)+ cs ·ms ·

dT

dt

General terms of the energy balance

dE

dt
= −ṁouthout + Q̇+ Ẇ

General terms for the differentials inside the energy balance

dnA,ads

dt
=

d(qA ·ms)

dt
=

dqA
dt

·ms

dnA

dt
= ms · k(qA − qe)−Mt

nA

nt

dnB

dt
= ms · k(qA − qe)−Mt

nB

nt

General equation for the molar flow rate

Mt = ms · k(qA − qe)− dnt

dt

dqA
dt

=k(qe− qA)

=− k(qA − qe)

General filled in for its molar differentials
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cv,A,g(
dqA
dt

·ms · T +
dT

dt
· nA,ads) + cv,A,g((ms · k(qA − qe)−Mt

nA

nt
) · T +

dT

dt
· nA)+

cv,B,g((ms · k(qA − qe)−Mt
nB

nt
) · T +

dT

dt
· nB) + cs ·ms ·

dT

dt

General filled in for its molar flow rate

cv,A,g(k(qe− qA) ·ms ·T +
dT

dt
·nA,ads)+ cv,A,g((ms · k(qA − qe)− (ms · k(qA − qe)− dnt

dt
)
nA

nt
) ·T +

dT

dt
·nA)+

cv,B,g((ms · k(qA − qe)− (ms · k(qA − qe)− dnt

dt
)
nB

nt
) · T +

dT

dt
· nB) + cs ·ms ·

dT

dt

General relation between temperature and total moles

P =
n · T ·R

V

dP

dt
= 0

dP

dt
=
d(nt · T )

dt
· R
V

=
dnt

dt
·
(
T ·R
V

)
+
dT

dt
·
(
nA ·R
V

)
=

dnt

dt
·
(
T ·R
V

)
+
dT

dt
·
(
nt ·R
V

)
= 0

dnt

dt
= −dT

dt
· nt

T

General equation filled in for total molar flow rate differential

cv,A,g(k(qe−qA)·ms ·T+
dT

dt
·nA,ads)+cv,A,g((ms ·k(qA−qe)−(ms ·k(qA−qe)−(−dT

dt
· nt

T
))
nA

nt
)·T+

dT

dt
·nA)+

cv,B,g((ms · k(qA − qe)− (ms · k(qA − qe)− (−dT

dt
· nt

T
))
nB

nt
) · T +

dT

dt
· nB) + cs ·ms ·

dT

dt

Rewriting in terms of mass balance variables

nB = nt − nA

nB

nt
=

nt − nA

nt
= 1− nA

nt

cv,A,g(k(qe−qA)·ms ·T+
dT

dt
·nA,ads)+cv,A,g((ms ·k(qA−qe)−(ms ·k(qA−qe)−(−dT

dt
· nt

T
))
nA

nt
)·T+

dT

dt
·nA)+

cv,B,g((ms · k(qA − qe)− (ms · k(qA − qe)− (−dT

dt
· nt

T
))(1− nA

nt
)) · T +

dT

dt
· (nt − nA)) + cs ·ms ·

dT

dt

Rewriting energy balance to solve for T

dT

dt
=

1

cp,A · nA + cp,B · (nt − nA) + cv,A,g · qA ·ms + cs ·ms
·[

T ·ms · k(qA − qe)·
(
nA

nt
(cv,A,g − cv,B,g − cp,A + cp,B)− cp,B

)
+ UA(TH − T ) + ∆H ·ms · k(qA − qe)

]
(EB)
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20.3 Molar flow rate equations

Mt = ms · k(qA − qe)− dnt

dt

dnt

dt
= −dT

dt
· nt

T

Rewrite the equation for the molar flow rate as a function of the temperature differential

Mt = ms · k(qA − qe)− (−dT

dt
· nt

T
)

dT

dt
=

1

cp,A · nA + cp,B · (nt − nA) + cv,A,g · qA ·ms + cs ·ms
·[

T ·ms · k(qA − qe)·
(
nA

nt
(cv,A,g − cv,B,g − cp,A + cp,B)− cp,B

)
+ UA(TH − T ) + ∆H ·ms · k(qA − qe)

]
Implementing the temperature differential to solve for Mt

Mt = ms · k(qA − qe) +
nt

T
· 1

cp,A · nA + cp,B · (nt − nA) + cv,A,g · qA ·ms + cs ·ms
·[

T ·ms · k(qA − qe)·
(
nA

nt
(cv,A,g − cv,B,g − cp,A + cp,B)− cp,B

)
+ UA(TH − T ) + ∆H ·ms · k(qA − qe)

]
(Mt)
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21 Appendix D. [Figures]

Toth isotherm vs. Henry’s coefficient
Toth isotherm

Figure 26: Reproduced representation of the experimental Toth isotherm equation as determined by Bos [3] that
shows the effect of temperature and the partial pressure of CO2 on the capacity of the sorbent from 0 to 1 bar

Figure 27: Reproduced representation of the experimental Toth isotherm equation as determined by Bos [3] that
shows the effect of temperature and the partial pressure of CO2 on the capacity of the sorbent from 0 to 0.1 bar
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Figure 28: Reproduced representation of the experimental Toth isotherm equation as determined by Bos [3] that
shows the effect of temperature and the partial pressure of CO2 on the capacity of the sorbent from 0 to 0.01 bar

Crank Nicolson results

Figure 29: Comparing the fitted experimental results of a 2000 ppm system at the outlet of the reactor by Surati
[2] to the simulation done by the model for k = 0.02 s−1 and different equilibrium loading values for 1,400
seconds, solved with the Crank-Nicolson method.
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22 Appendix E. [Python code]
Adsorption code

Listing 1: Adsorption model script
from ppr int import ppr int
from typing import Dict

import pandas as pd
import matp lo t l i b . pyplot as p l t
import numpy as np
import decimal
import time
from numpy import t rapz

##Overa l l mass ba lance parameters##
epsi lon_p = 0.23 #m3_g/m3_s
epsi lon_b = 0.38 #m3_g/m3_reac
# rho_p = 1.829 #kg/m3
# rho_p = 880 # kg_s/m3
rho_p = 562.414 #Dry ac tua l d e n s i t i y o f mit ’ s l e w a t i t

T_ads = 273+25 #K (25C)
R = 8.314 #Universa l gas cons tant (J/K∗mol )
ppm = 0.000001 #0.0001%
M_CO2 = 0.04401 #kg/mol (44 .01 g/mol )
rho_CO2_25 = 1.795 #kg/m3
# rho_CO2_20 = 1.815 #kg/m3
air_ppm = 2000
C_ppm_25 = ppm∗air_ppm∗rho_CO2_25/M_CO2

#Volumetric f l ow ra t e
f low_rate = 4000 #ml/min Mit
Cubic_flow = flow_rate /(60∗1000∗∗2) #m3/s
D_R = 0.03 #m Mit diameter
A_R = 0.25∗np . p i ∗D_R∗∗2
A_g = A_R∗ epsi lon_b
u_supe r f i c i a l = Cubic_flow/A_R
u_actual = Cubic_flow/A_g

u_air = u_actual

# C_in = 0.0163 #0.016314474 #mol_CO2/m3 = 400 ppm @ 25 C
# C_in = 0.0816 #0.08157237 #mol_CO2/m3 = 2000 ppm @ 25 C
# C_in = 0.0165 #0.016496251 #mol_CO2/m3 = 400 ppm @ 20 C
# C_in = 0.0825 #0.082481254 #mol_CO2/m3 = 2000 ppm @ 20 C

C_in = C_ppm_25
C_i_0 = 0 #mol_CO2/m3
D0 = 0 #mol_CO2/kg_s

A = u_air
B = ((1− epsi lon_b )/ epsi lon_b )∗ rho_p

qe_Mit_2000 = 1.326 #mol/kg_s Nieuwe qe
H = qe_Mit_2000/C_in
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##Loop func t i on s##
k = 0.04 #m3_g/(molCO2∗ s )

##########
T = 14000 #s ( Tota l time )
# T_STEPS = 100000 #Number o f s t e p s per T
Dt = 0.0014 #Magnitude o f time s t e p s
T_STEPS = int (T/Dt)

t = 0 .0
##########
# L = 0.4 #m ( Tota l l e n g t h o f reac tor , cons tant )
L = 0.081954185 #m ( Tota l l e n g t h o f reac tor , cons tant )
# L = 0.01
Z_STEPS = 12 #Number o f z−g r i d p o i n t s
Dz = L/Z_STEPS
##########
ITERATIONS = 12
#op een gegeven moment i t e r a t i e s naar one ind ig maar i t e r a t i e s toppen a l s n i e t meer
convergee r t voor 6 decimalen bv .

print (T/T_STEPS)
print (Dz)

###Main Code###
−−−−−−−
##Dic t i ona r i e s##
t = time . time ( )

C_imp_outlet = [ ]
q_imp_outlet = [ ]
# C_imp_outlet = {}
# q_imp_outlet = {}
C_imp_jmin1 = {}
q_imp_jmin1 = {}

check_di f f e rence_switch = 0 # 1 i s on , 0 i s o f f ( I t e r a t i o n error−check sw i t ch )
i f check_di f f e rence_switch == 1 :

C_imp_difference = {}
q_imp_difference = {}

for j in range (T_STEPS) :

C = {}
q = {}
qe = None

q_exp = {}
C_exp = {}

i f j != 0 :
C_imp_jmin1 = C_imp
q_imp_jmin1 = q_imp

C_imp = {}
q_imp = {}

# q_imp [ j ] = {}
# C_imp[ j ] = {}
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dqdt_exp = None
dCdt_exp = None

qe_exp = None
qe_imp = None
dqdt_imp = None
dCdt_imp = None

i f check_di f f e rence_switch == 1 :
C_imp_previous = None
C_imp_difference [ j ] = {}
q_imp_previous = None
q_imp_difference [ j ] = {}

i f j == 0 :

for i in range (0 , Z_STEPS + 1 ) : #u i t k i j k e n h i e r i s Z_steps van 0 t /m 7

## Se t t i n g BC & IC ’ s ##
# pr in t ( i , j , Z_STEPS)

i f ( i == 0 ) :
C[ i ] = C_in
C[ i +1] = C_i_0
q [ i ] = D0

e l i f ( i != 0 ) :
C[ i ] = C_i_0
q [ i ] = D0

i f i != Z_STEPS: #u i t k i j k e n h i e r i s Z_STEPS wel weer 8
C[ i +1] = C_i_0

else :
pass

### Exp l i c i t f o r t = 0 ###
qe = H∗C[ i ]

dqdt_exp = k∗( qe − q [ i ] )

i f ( i == 0 ) :
dCdt_exp = 0

#Upwind
e l i f ( i != 0 ) :

dCdt_exp = (−(A∗(C[ i ] − C[ i −1])/(Dz))−(B∗dqdt_exp ) )
# e l i f ( i != 0) & ( i != Z_STEPS) :
# dCdt_exp = (−(A∗(C[ i +1] − C[ i −1])/(2∗Dz))−(B∗dqdt_exp ))
# e l i f ( i == Z_STEPS) :
# dCdt_exp = (−(A∗(C[ i ] − C[ i −1])/(2∗Dz))−(B∗dqdt_exp ))

q_exp [ i ] = D0 + (Dt∗dqdt_exp )

i f i == 0 :
C_exp [ i ] = C_in + (Dt∗dCdt_exp)

e l i f i != 0 :
C_exp [ i ] = C_i_0 + (Dt∗dCdt_exp)

# qe_exp = H∗C_exp [ i ]
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C = C_exp
q = q_exp

### Imp l i c i t l oop f o r = 0 ###
for imp l i c i t_ loop in range (0 , ITERATIONS) :

## After loop i s complete , save a l l v a l u e s to l i s t −>
i f ( imp l i c i t_ loop == 0 ) :

for i in range (0 , Z_STEPS + 1 ) : #u i t k i j k e n h i e r i s Z_steps van 0 t /m 7

qe = H∗C[ i ]

dqdt_imp = k∗( qe − q [ i ] )

# pr in t ( i , j )

i f ( i == 0 ) :
dCdt_imp = 0

#Upwind
e l i f ( i != 0 ) :

dCdt_imp = (−(A∗(C[ i ] − C[ i −1])/(Dz))−(B∗dqdt_imp ) )
# e l i f ( i != 0) & ( i != Z_STEPS) :
# dCdt_imp = (−(A∗(C[ i +1] − C[ i −1])/(2∗Dz))−(B∗dqdt_imp ))
# e l i f ( i == Z_STEPS) :
# dCdt_imp = (−(A∗(C[ i ] − C[ i −1])/(2∗Dz))−(B∗dqdt_imp ))

q_imp [ i ] = D0 + (Dt∗dqdt_imp)

i f i == 0 :
C_imp [ i ] = C_in + (Dt∗dCdt_imp)

e l i f i != 0 :
C_imp [ i ] = C_i_0 + (Dt∗dCdt_imp)

e l i f ( imp l i c i t_ loop != 0 ) :

for i in range (0 , Z_STEPS + 1 ) :

qe_imp = H∗C_imp[ i ]
dqdt_imp = k∗(qe_imp − q_imp [ i ] )

i f check_di f f e rence_switch == 1 :
###I t e r a t i o n s Error check###
C_imp_previous = C_imp[ i ]
q_imp_previous = q_imp [ i ]

i f ( i == 0 ) :
dCdt_imp = 0

#Upwind
e l i f ( i != 0 ) :

dCdt_imp = (−(A∗(C_imp [ i ] − C_imp[ i −1])/(Dz))−(B∗dqdt_imp ) )
# e l i f ( i != 0) & ( i != Z_STEPS) :
# dCdt_imp = (−(A∗(C_imp[ i +1] − C_imp[ i −1])/(2∗Dz))−(B∗dqdt_imp ))
# e l i f ( i == Z_STEPS) :
# dCdt_imp = (−(A∗(C_imp[ i ] − C_imp[ i −1])/(2∗Dz))−(B∗dqdt_imp ))
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q_imp [ i ] = D0 + (Dt∗dqdt_imp)

i f i == 0 :
C_imp [ i ] = C_in + (Dt∗dCdt_imp)

e l i f i != 0 :
C_imp [ i ] = C_i_0 + (Dt∗dCdt_imp)

i f check_di f f e rence_switch == 1 :
###I t e r a t i o n s Error check###
C_imp_difference [ j ] [ i ] = C_imp [ i ] − C_imp_previous
q_imp_difference [ j ] [ i ] = q_imp [ i ] − q_imp_previous

e l i f j != 0 : #####################

### Exp l i c i t f o r t > 0 ###
for i in range (0 , Z_STEPS + 1 ) :

q_imp [ i ] = q_imp_jmin1 [ i ]
C_imp [ i ] = C_imp_jmin1 [ i ]

i f ( i == 0 ) :
#boundar ies
C_imp[ i ] = C_in
C_imp [ i +1] = C_imp_jmin1 [ i +1]

#equa t ions
qe_imp = H∗C_imp[ i ]
dqdt_exp = k∗(qe_imp − q_imp_jmin1 [ i ] )
dCdt_exp = 0

#Upwind
e l i f ( i != 0 ) :

C_imp [ i ] = C_imp_jmin1 [ i ]

qe_imp = H∗C_imp[ i ]
dqdt_exp = k∗(qe_imp − q_imp_jmin1 [ i ] )
dCdt_exp = (−(A∗(C_imp [ i ] − C_imp[ i −1])/(Dz))−(B∗dqdt_exp ) )

q_exp [ i ] = q_imp_jmin1 [ i ] + (Dt∗dqdt_exp )

i f i == 0 :
C_exp [ i ] = C_in + (Dt∗dCdt_exp)

e l i f i != 0 :
C_exp [ i ] = C_imp_jmin1 [ i ] + (Dt∗dCdt_exp)

C = C_exp
q = q_exp

### Imp l i c i t f o r t > 0 ###
for imp l i c i t_ loop in range (0 , ITERATIONS) :

## Loop i t e r a t i o n s f o r i t e r a t i o n s −> a l l v a l u e s don ’ t change f o r a l l v a l u e s
at 10^(−6) decimal po in t s ##
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i f ( imp l i c i t_ loop == 0 ) :

for i in range (0 , Z_STEPS + 1 ) : #u i t k i j k e n h i e r i s Z_steps van 0 t /m 7

qe = H∗C[ i ]

dqdt_imp = k∗( qe − q [ i ] )

# pr in t ( i , j )

i f ( i == 0 ) :
dCdt_imp = 0

#Upwind
e l i f ( i != 0 ) :

dCdt_imp = (−(A∗(C[ i ] − C[ i −1])/(Dz))−(B∗dqdt_imp ) )

q_imp [ i ] = q_imp_jmin1 [ i ] + (Dt∗dqdt_imp)

i f i == 0 :
C_imp [ i ] = C_in + (Dt∗dCdt_imp)

e l i f i != 0 :
C_imp [ i ] = C_imp_jmin1 [ i ] + (Dt∗dCdt_imp)

e l i f ( imp l i c i t_ loop != 0 ) :

for i in range (0 , Z_STEPS + 1 ) :

qe_imp = H∗C_imp[ i ]
dqdt_imp = k∗(qe_imp − q_imp [ i ] )

###I t e r a t i o n s Error check###
i f check_di f f e rence_switch == 1 :

C_imp_previous = C_imp[ i ]
q_imp_previous = q_imp [ i ]

i f ( i == 0 ) :
dCdt_imp = 0

#Upwind
e l i f ( i != 0 ) :

dCdt_imp = (−(A∗(C_imp [ i ] − C_imp[ i −1])/(Dz))−(B∗dqdt_imp ) )

q_imp [ i ] = q_imp_jmin1 [ i ] + (Dt∗dqdt_imp)

i f i == 0 :
C_imp [ i ] = C_in + (Dt∗dCdt_imp)

e l i f i != 0 :
C_imp [ i ] = C_imp_jmin1 [ i ] + (Dt∗dCdt_imp)

i f check_di f f e rence_switch == 1 : #Determines the d i f f e r e n c e
between su c c e s i v e i t e r a t i o n s
###I t e r a t i o n s Error check###

C_imp_difference [ j ] [ i ] = C_imp [ i ] − C_imp_previous
q_imp_difference [ j ] [ i ] = q_imp [ i ] − q_imp_previous

C_imp_outlet . append (C_imp [Z_STEPS] )
q_imp_outlet . append (q_imp [Z_STEPS] )
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# C_imp_outlet [ j ] = C_imp[Z_STEPS]
# q_imp_outlet [ j ] = q_imp [Z_STEPS]

i f ( j%(T_STEPS/20))==0:
print ( f ’ { j }␣ time␣ s t ep s ␣ complete ␣ ({ round ( j /T_STEPS∗100 ,1)}%) , ␣ time␣ e lapsed :

␣␣␣␣␣␣␣␣{round ( ( time . time ( ) ␣−␣ t )/60 ,1)} ␣min ’ )

−−−−−−−
###PLOT C_imp at o u t l e t###

x = np . arange (0 ,T, Dt)
y = C_imp_outlet

p l t . x l ab e l ( "Time␣/␣ [ s ] " )
p l t . y l ab e l ( "Concentrat ion ␣/␣ [ mol/m3] " )
# p l t . t i t l e (" Out l e t CO2 concen t ra t ion ")

p l t . p l o t (x , y )

area_under_graph = trapz (C_imp_outlet , dx=Dt)
print ( " area ␣under␣graph␣=" , area_under_graph )

###PLOT q_imp at o u t l e t###

x = np . arange (0 ,T, Dt)
y = q_imp_outlet

p l t . x l ab e l ( "Time␣/␣ [ s ] " )
p l t . y l ab e l ( "q_CO2␣/␣ [ mol/kg ] " )
# p l t . t i t l e (" Out l e t sorben t l oad ing ")

area = trapz ( q_imp_outlet , dx=Dt)
print ( " area ␣=" , area )

p l t . p l o t (x , y )

###Taking fewer data po in t so expor t ing to Exce l p o s s i b l e###
C_imp_outlet_cropped_fit = C_imp_outlet [ 1 : : 1 0 0 0 ]

###Python data to Exce l###

#Save as a dataframe
df_C_fit = pd . DataFrame ( C_imp_outlet_cropped_fit )

#Exce l f i l e name ( example o f f i l e d e s t i n a t i o n )
# C:\ Users\ jamie\OneDrive\Documents\Thesis \JJ − Thesis \Exce l \Henry_Toth . x l s x
df_C_fit . to_excel ( r ’C: \ Users \ jamie \OneDrive\Documents\Thes i s \JJ␣−␣Thes i s \Excel
\Adsorption_python_data . x l sx ’ , sheet_name=’Data␣model ’ , index=False )

###Produc t i v i t y###
V_R = A_R∗L
V_s = V_R∗(1− epsi lon_b ) #Sorbent volume (m3)
V_g = V_R∗ epsi lon_b #Gas volume (m3)
V_ads = V_s∗ epsi lon_p #Adsorbed gas in bed volume (m3)

m_p = rho_p∗V_s
max_C = np .max(C_imp_outlet )
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max_q = np .max( q_imp_outlet )

def find_nearest_C (C_imp_outlet , va lue ) :
C_imp_outlet= np . asar ray (C_imp_outlet )
idx = (np . abs (C_imp_outlet − value ) ) . argmin ( )
return C_imp_outlet [ idx ]

def f ind_nearest_q ( q_imp_outlet , va lue ) :
q_imp_outlet = np . asar ray ( q_imp_outlet )
idx = (np . abs ( q_imp_outlet − value ) ) . argmin ( )
return q_imp_outlet [ idx ]

C_cap90 = max_C∗0 .9 − C_i_0 #Amount unloaded CO2 at 90% of de t o t a l l oad ing
C_cap50 = max_C∗0 .5 − C_i_0 #Amount unloaded CO2 at 50% of de t o t a l l oad ing
q_cap90 = max_q∗0 .9 − D0 #Amount unloaded CO2 at 90% of de t o t a l l oad ing
q_cap50 = max_q∗0 .5 − D0 #Amount unloaded CO2 at 50% of de t o t a l l oad ing

t_steps_C_max = np . where (C_imp_outlet == max_C)
t_steps_q_max = np . where ( q_imp_outlet == max_q)

t_steps_C_cap50 = np . where (C_imp_outlet == find_nearest_C (C_imp_outlet , va lue=C_cap50 ) )
t_steps_C_cap90 = np . where (C_imp_outlet == find_nearest_C (C_imp_outlet , va lue=C_cap90 ) )
t_steps_q_cap50 = np . where ( q_imp_outlet == find_nearest_q ( q_imp_outlet , va lue=q_cap50 ) )
t_steps_q_cap90 = np . where ( q_imp_outlet == find_nearest_q ( q_imp_outlet , va lue=q_cap90 ) )

t_C_max = f loat (Dt∗t_steps_C_max [ 0 ] )
t_q_max = f loat (Dt∗t_steps_q_max [ 0 ] )

t_C_50 = f loat (Dt∗t_steps_C_cap50 [ 0 ] )
t_C_90 = f loat (Dt∗t_steps_C_cap90 [ 0 ] )
t_q_50 = f loat (Dt∗ t_steps_q_cap50 [ 0 ] )
t_q_90 = f loat (Dt∗ t_steps_q_cap90 [ 0 ] )

square = max_C∗(t_C_max/1000)

hr_C_50 = t_C_50/3600
hr_C_90 = t_C_90/3600
hr_q_50 = t_q_50/3600
hr_q_90 = t_q_90/3600

m_max_q= max_q∗m_p∗M_CO2
m_q_ads_50 = q_cap50∗m_p∗M_CO2
m_q_ads_90 = q_cap90∗m_p∗M_CO2 #m_CO2 = mol_C02/kg_s ∗kg_s ∗ M_CO2 = kg_CO2

# prod_max = m_max_q/(hr_q_100∗V_R)
prod_50 = m_q_ads_50/(hr_q_50∗V_R)
prod_90 = m_q_ads_90/(hr_q_90∗V_R)

print ( ’max␣C␣=␣␣ ’ , max_C, ’ ␣ [ mol/m3] ’ )
print ( ’max␣q␣=␣␣ ’ , max_q, ’ ␣ [ mol/kg ] ’ )

print ( ’ Concentation ␣ capac i ty ␣ at ␣50%␣␣C_50␣=␣␣ ’ , C_cap50 , ’ ␣ [ mol/m3] ’ )
print ( ’ Concentation ␣ capac i ty ␣ at ␣90%␣␣C_90␣=␣␣ ’ , C_cap90 , ’ ␣ [ mol/m3] ’ )
print ( ’ Loading␣ capac i ty ␣ at ␣50%␣␣C_50␣=␣␣␣ ’ , q_cap50 , ’ ␣ [ mol/kg ] ’ )
print ( ’ Loading␣ capac i ty ␣ at ␣90%␣␣C_90␣=␣␣␣ ’ , q_cap90 , ’ ␣ [ mol/kg ] ’ )
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print ( ’ seconds ␣ un t i l ␣maximum␣ concent ra t i on ␣=’ ,t_C_max , ’ ␣ [ s ] ’ )
print ( ’ seconds ␣ un t i l ␣maximum␣ concent ra t i on ␣=’ ,t_q_max , ’ ␣ [ s ] ’ )

print ( ’ seconds ␣ un t i l ␣C50␣=␣␣ ’ ,hr_C_50 , ’ ␣ [ hrs ] ’ )
print ( ’ seconds ␣ un t i l ␣C90␣=␣␣ ’ ,hr_C_90 , ’ ␣ [ hrs ] ’ )
print ( ’ seconds ␣ un t i l ␣q50␣=␣␣ ’ ,hr_q_50 , ’ ␣ [ hrs ] ’ )
print ( ’ seconds ␣ un t i l ␣q90␣=␣␣ ’ ,hr_q_90 , ’ ␣ [ hrs ] ’ )

# pr in t ( ’ P roduc t i v i t y = ’ , prod_max)
print ( ’ Product iv i ty ␣ at ␣50%␣=␣ ’ , prod_50 )
print ( ’ Product iv i ty ␣ at ␣90%␣=␣ ’ , prod_90 )

#Actual sorben t l oad ing check wi th the area above the concen t ra t ion graph
M_CO2 = 0.044009 #Molecular we igh t CO2 ( kg/mol )

square = max_C∗T
C_load = square − area_under_graph #area above the graph
l oad ing = (C_load∗Cubic_flow )/m_p # mol/m3/s m3/s ∗ 1/ kg ∗

print ( ’ square ␣=’ , square , ’mol_CO2∗ s ∗m3_g−1 ’ )
print ( ’ area ␣under␣graph␣=’ , area_under_graph , ’mol_CO2∗ s ∗m3_g−1 ’ )
print ( ’C_load␣=’ , C_load , ’mol_CO2∗ s ∗m3_g−1 ’ )
print ( ’ f low ␣ ra t e ␣=’ , Cubic_flow , ’m3∗ s−1 ’ )
print ( ’ l oad ing ␣=’ , loading , ’mol_CO2∗kg_s−1 ’ )

###qe l i s t ###
qe_imp_list = [ ]

for j in range (0 , T_STEPS) :
qe_imp_list . append (C_imp_outlet [ j ]∗H)

###LDF l i s t ###

# qe_imp_list = [ ]
LDF_list = [ ]

# for j in range (0 , T_STEPS) :
# qe_imp_list . append (C_imp_outlet [ j ]∗H)

for j in range (0 , T_STEPS) :
LDF_list . append (k∗( qe_imp_list [ j ]−q_imp_outlet [ j ] ) )

###PLOT LDF###

x = np . arange (0 ,T, Dt)
y = LDF_list

p l t . x l ab e l ( "Time␣/␣ [ s ] " )
p l t . y l ab e l ( "LDF␣/␣ [ mol/kg␣ s ] " )
# p l t . t i t l e (" Out l e t CO2 concen t ra t ion ")

p l t . p l o t (x , y )

# area_under_graph = trap z (C_imp_outlet , dx=Dt)
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# pr in t (" area under graph =", area_under_graph )

###Li s t o f max error per time−s t ep###
C_max_list = [ ]

for j j in range (0 , T_STEPS) :
current_C_max = 0

for i i in range (1 , Z_STEPS) :
# pr in t ( abs ( C_imp_difference [ j j ] [ i i ] ) )

i f abs ( C_imp_difference [ j j ] [ i i ] ) > current_C_max :
current_C_max = abs ( C_imp_difference [ j j ] [ i i ] )

# pr in t ( current_max )

C_max_list . append ( current_C_max)

###Li s t o f max error per time−s t ep###
q_max_list = [ ]

for j j in range (0 , T_STEPS) :
current_q_max = 0

for i i in range (1 , Z_STEPS) :
# pr in t ( abs ( q_imp_difference [ j j ] [ i i ] ) )

i f abs ( q_imp_difference [ j j ] [ i i ] ) > current_q_max :
current_q_max = abs ( q_imp_difference [ j j ] [ i i ] )

# pr in t ( current_max )

q_max_list . append ( current_q_max )

###PLOT C_imp error l a s t 2 i t e r a t i o n s ###

x = np . arange (0 ,T, Dt)
y = C_max_list

p l t . p l o t (x , y )

p l t . y s c a l e ( " l og " )
p l t . x l ab e l ( " t imes teps ␣ ( s ) " )
p l t . y l ab e l ( "C_error␣ (mol/m3) " )
p l t . t i t l e ( "C_imp␣ e r r o r " )

###PLOT q_imp error l a s t 2 i t e r a t i o n s ###

x = np . arange (0 ,T, Dt)
y = q_max_list

p l t . y s c a l e ( " l og " )
p l t . p l o t (x , y )

p l t . x l ab e l ( " t imes teps ␣ ( s ) " )
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p l t . y l ab e l ( " q_error ␣ (mol/m3) " )
p l t . t i t l e ( "q_imp␣ e r r o r " )
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Desorption code

Listing 2: Desorption model script

import numpy as np
import matp lo t l i b . pyplot as p l t
import s c ipy . opt imize as opt

#ODE in t from sc i py i n t e g r a t e module
from s c ipy . i n t e g r a t e import so lve_ivp
import math

from numpy import t rapz

####Ractor Parameters####
R = 8.314 #Universa l gas cons tant (J/K∗mol )
epsi lon_b = 0.38 #Bed voidage (m3_g/m3_reac)
epsi lon_p = 0.23 #Par t i c l e vo idage (m3_g/m3_bed)
P_amb = 100000 #Pressure o f r eac to r at ambient cond i t i on s (Pa)
T0 = 273+25 #I n i t i a l temperature (K)
rho_s = 880 #kg/m3

P_vac = 25000 #Pressure o f r eac to r at vacuum cond i t i on in (Pa) = 0.25 bar d e f a u l t
T_H = 273+120 # Heating temperature 120C d e f a u l t
U = 750 #She l l and tube hea t ing (W/m2∗K)

###Reactor dimensions
L_R = 0.081954 #m Mit 0.081954
D_R = 0.5 #m Fla t pancake assumption T

A_R = 0.25∗np . p i ∗D_R∗∗2 #m2 c r o s s e c t i o n a l area reac to r
# A_s = A_R∗(1− eps i lon_b ) #m2 c r o s s e c t i o n a l area sorben t space
# A_g = A_R∗ eps i lon_b #m2 c r o s s e c t i o n a l area gas f l ow space
# A_ads = A_s∗ epsi lon_p #m2 c r o s s e c t i o n a l adsorp t ion area

V_R = L_R∗A_R #Reactor volume (m3)
V_s = V_R∗(1− epsi lon_b ) #Sorbent volume (m3)
V_g = V_R∗ epsi lon_b #Gas volume (m3)
V_ads = V_s∗ epsi lon_p #Adsorbed gas in bed volume (m3)

### Heating tube s system es t imat ion
L_tube = L_R #Heating tube s have same l en g t h as r eac to r
n_tubes = 10 #number o f tube s
V_n_tubes = 0.10 ∗V_R #Percentage o f r eac to r volume t ha t i s occupied by hea t ing tube s 10%
V_tube = V_n_tubes/n_tubes #Volume o f a s i n g l e tube

R_tube = (V_tube/(np . p i ∗L_tube ) )∗∗0 . 5 #Diameter o f a s i n g l e tube
# A_cs_tube = np . p i ∗R_tube∗∗2
# A_cs_n_tubes = A_cs_tube∗n_tubes
A_H_tube = L_tube∗2∗np . p i ∗R_tube #Heating area o f a s i n g l e hea t ing tube
A_H_n_tubes = A_H_tube∗n_tubes #Total hea t ing area o f a l l h ea t ing tube s

A = A_H_n_tubes #Contact hea t ing area

#Molar masses
M_CO2 = 0.044009 #Molecular we igh t CO2 ( kg/mol )
M_N2 = 0.028014 #Molecular we igh t N2 ( kg/mol )
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M_O2 = 0.031998 #Molecular we igh t O2 ( kg/mol )
M_Ar = 0.039948 #Molecular we igh t Ar ( kg/mol )

m_s = rho_s∗V_s #Sorbent mass in the system

#S i p l i f i c a t i o n
#A = CO2
#B = N2

#Averaged s p e c i f i c hea t s
cv_A_g = 696.7 #J/K∗mol
cv_B_g = 744 .3 #J/K∗mol
cp_A = 892.5 #J/K∗mol
cp_B = 1042 #J/K∗mol
c_s = 1580 #J/K∗mol

#I n i t i a l c ond i t i on s
T = 273 + 25 #I n t i a l termperature ; room temperature
n_t0 = (P_vac∗V_g)/(R∗T0) #Total amount o f gaseous moles i n i t i a l l y in the r eac to r
q_A0 = 1 .4 #I n i t i a l d e sorp t i on loading , shou ld be the same as f i n a l adsorp t ion va lue
qe_A0 = q_A0 #Assumption i s made t ha t f o r i n i t i a l e qu i l i b r i um load ing == q_A0

#Toth isotherm constants , v a l u e s used from paper by M. Bos
T0_Toth = 353.15 #K
q_s0 = 3 .4 #(mol/kg ) Maximum CO2 capac t i y
b0 = 93 #(1/Pa) Toth isotherm equ i l i b r i um
alpha = 0.33 #(−)
t_h0 = 0.37 #(−) Toth isotherm parameter
DH = 95300 #(J/mol )

#Toth isotherm equa t ions used only to c a l c u l a t e the i n i t i a l va lue f o r n_A0:
t_h1 = t_h0 + alpha ∗(1−(T0_Toth/T0) )
b1 = b0∗np . exp ( (DH/(R∗T0_Toth ) ) ∗ ( (T0_Toth/T0)−1))

#"Cheat code" Maple i s used to c a l c u l a t e the i n i t a l v a l u e s f o r q_A and M_t
to minimize i n i t i a l i n s t a b i l i t y ( " goa l ␣ s e ek ing " )
n_A0 = round(100000∗qe_A0∗V_g∗np . exp (np . l og (−1/(−1 +
np . exp (np . l og (qe_A0/q_s0 )∗ t_h1 ) ) ) / t_h1 )/ ( q_s0∗b1∗R∗T0) , 5)

### Variab l e time parameters ###
T_SPAN = 10000 #Seconds o f the system
Dt = 0 .1 #Time−s t e pp ing va lue
# T_STEPS = 100000 #s t e p s
T_STEPS = int (T_SPAN/Dt) #Number o f time−i n t e r v a l s

#Kine t i c cons tant
k = 0.001 # (1/ s ) k i n e t i c ra t e cons tant

###ODE mass and energy ba lances wi th isotherm###

def f ( t , y ) : #y i s assumed to be a vec t o r
q_A = y [ 0 ]
n_A = y [ 1 ]
n_t = y [ 2 ]
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T = y [ 3 ]

#MB 1 − Sorbent un loading (LDF)
dq_Adt = k∗( qe (n_A,T)−q_A)

#MB 2 − CO2 mass ba lance − ( product ion and ou t f l ow )
#### [ dn_Adt ] = [−k∗m_s∗( qe (n_A)−q_A) ] − [M_t∗n_A/n_t ]

dn_Adt = k∗m_s∗(q_A−qe (n_A,T) ) − ( (m_s∗k∗(q_A−qe (n_A,T) ) + (n_t/(T∗ ( (cv_A_g∗q_A∗m_s)
+(cp_A∗n_A)+(cp_B∗(n_t−n_A))+(c_s∗m_s) ) )∗

(T∗m_s∗k∗(q_A−qe (n_A,T) )∗ (n_A/n_t
∗(cv_A_g−cv_B_g−cp_A+cp_B)−cp_B) + U∗A∗(T_H−T) +
DH∗m_s∗k∗(q_A−qe (n_A,T) ) ) ) ) ∗n_A/n_t)

#MB 3 Adsorbate un loading and t o t a l gaseous ou t f l ow
#### [ dn_tdt ] = [−k∗m_s∗( qe (n_A)−q_A) ] − [M_t]

dn_tdt = −k∗m_s∗( qe (n_A,T)−q_A) − (m_s∗k∗(q_A−qe (n_A,T) )
+ (n_t/(T∗ ( (cv_A_g∗q_A∗m_s)+(cp_A∗n_A)+(cp_B∗(n_t−n_A))+(c_s∗m_s) ) )∗

(T∗m_s∗k∗(q_A−qe (n_A,T) )∗ (n_A/n_t∗(cv_A_g−cv_B_g−cp_A+cp_B)−cp_B) +
U∗A∗(T_H−T) + DH∗m_s∗k∗(q_A−qe (n_A,T) ) ) ) )

#EB 1 Energy ba lance o f the system
#### [ In t e rna l energy ] = [−Ouflow ] + [ Heating ] + [ Production ]
dTdt = 1/((cv_A_g∗q_A∗m_s)+(cp_A∗n_A)+(cp_B∗(n_t−n_A))+(c_s∗m_s))∗
(T∗m_s∗k∗(q_A−qe (n_A,T) )∗ (n_A/n_t∗(cv_A_g−cv_B_g−cp_A+cp_B)−cp_B) +
U∗A∗(T_H−T) + DH∗m_s∗k∗(q_A−qe (n_A,T) ) )

return np . array ( [ dq_Adt , dn_Adt , dn_tdt , dTdt ] )

##The Toth isotherm##
def qe (n_A, T) :

P_A = (n_A∗R∗T)/(V_g∗100000)
q_s = q_s0
t_h = t_h0 + alpha ∗(1−(T0_Toth/T) )
b = b0∗np . exp ( (DH/(R∗T0_Toth ) ) ∗ ( (T0_Toth/T)−1))

qe_A = (q_s∗b∗P_A)/((1+(b∗P_A)∗∗ t_h)∗∗ (1/ t_h ) )

return qe_A

###So lve r cond i t i on s###

##Time un i t s##
# −> ! ! Don ’ t change in here ! ! <− #
t_span = np . array ( [ 0 , T_SPAN] )
t imes = np . l i n s p a c e ( t_span [ 0 ] , t_span [ 1 ] , T_STEPS)
# t = np . l i n s p a c e (0 ,T_SPAN,T_STEPS)

##Set i n i t i a l c ond i t i on s ##
# −> needs to be array even f o r 1 IC <− #
y0 = np . array ( [ q_A0, n_A0, n_t0 , T0 ] )#, n_B0])# , n_B0] )
#r e s p e c t i v e l y to the d i f f e r e n t i a l e qua t i ons
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##Solve the problem##
# sc ipy . i n t e g r a t e . so l ve_ivp
# ( fun , t_span , y0 , method=’RK45 ’ , t_eva l=None , dense_output=False , even t s=None ,
ve c t o r i z ed=False , a rgs=None , ∗∗ opt ions )
so ln = solve_ivp ( f , t_span , y0 , method = ’LSODA’ , t_eval=times )
t = so ln . t
q_A = so ln . y [ 0 ] #re turns an array
n_A = so ln . y [ 1 ]
n_t = so ln . y [ 2 ]
T = so ln . y [ 3 ]

#Algebra i c equa t i ons
n_B = n_t − n_A # Mol_N2( g )

M_t = (m_s∗k∗(q_A−qe (n_A,T) ) + (n_t/(T∗ ( (cv_A_g∗q_A∗m_s)+(cp_A∗n_A)+
(cp_B∗(n_t−n_A))+(c_s∗m_s) ) ) ∗ (T∗m_s∗k∗(q_A−qe (n_A,T))∗
(n_A/n_t∗(cv_A_g−cv_B_g−cp_A+cp_B)−cp_B) + U∗A∗(T_H−T) + DH∗m_s∗k∗(q_A−qe (n_A,T) ) ) ) )

#Total molar f l ow ra t e f i l l e d in f o r dT/ dt determined in Maple

P_A_bar = (n_A∗R∗T)/(V_g∗100000) #Pressure o f P_A in bar

#Loading p l o t#
x = np . arange (0 , T_SPAN, Dt)
y = q_A

# p l t . p l o t ( x , n_A)

p l t . p l o t (x , q_A, l a b e l = "q_A" , c o l o r="black " )
p l t . p l o t (x , qe (n_A,T) , l a b e l = "q_eq" , c o l o r=" black " ,

l i n e s t y l e=’−− ’ )

p l t . x l ab e l ( " t ␣/␣ [ s ] " )
p l t . y l ab e l ( "qe␣/␣ [ mol/kg ] " )
# p l t . t i t l e (" Sorbent l oad ing vs . e qu i l i b r i um load ing ")
p l t . l egend ( )
# p l t . s a v e f i g ( ’D_R_0.4 _loading . png ’)# , t ransparen t=True )
p l t . show ( )

max_q_A = np .max(q_A)
max_qe = np .max( qe (n_A,T) )

min_q_A = np .min(q_A)
min_qe = np .min( qe (n_A,T) )
print ( ’minimum␣ va lues : ’ , ’ qe␣− ’ , round(min_qe , 4 ) , ’mol/kg ’ )
print ( ’maximum␣ va lue s : ’ , ’ qe␣− ’ , round(max_qe , 4 ) , ’mol/kg ’ )
print ( ’minimum␣ va lues : ’ , ’q_A␣− ’ , round(min_q_A, 4 ) , ’mol/kg ’ )
print ( ’maximum␣ va lue s : ’ , ’q_A␣− ’ , round(max_q_A, 4 ) , ’mol/kg ’ )

#Cyc l i s che c a p a c i t e i t
qe_cyc_cap = q_A0 − min_qe #100% sorben t unloading , d i f f e r e n c e between
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i n i t i a l l oad ing and end value
qe_cyc_cap90 = qe_cyc_cap ∗0 .9 #Amount unloaded CO2 at 90% of de t o t a l un loading
qe_cyc_cap50 = qe_cyc_cap ∗0 .5 #Amount unloaded CO2 at 50% of de t o t a l un loading

n_cap90 = qe_cyc_cap90∗m_s
n_cap50 = qe_cyc_cap50∗m_s

#Temperature p l o t#
x = np . arange (0 , T_SPAN, Dt)
y = T

f i g , ax = p l t . subp lo t s ( )
p l t . p l o t (x , T, c o l o r=’ black ’ )#, l a b e l = "T_curve")

p l t . x l ab e l ( " t ␣/␣ [ s ] " )
p l t . y l ab e l ( "T␣/␣ [K] " )
# p l t . l e gend ()
p l t . show ( )

min_T = np .min(T)
max_T = np .max(T)

T_H_5 = T_H − 5
T_393 = np . where (T >= T_H_5)
t_T_393 = T_393 [ 0 ] [ 0 ] ∗ Dt

print ( ’minimum␣value ␣− ’ , min_T, ’K’ )
print ( ’maximum␣value ␣− ’ , round(max_T, 3 ) , ’K ’ )
print ( ’ time␣ f o r ␣T␣=’ , T_H_5, ’ ␣ a f t e r ␣ ’ , round(t_T_393 , 3 ) , ’ s ’ )

#Molar f l ow r a t e p l o t#
x = np . arange (0 , T_SPAN, Dt)
y = M_t

f i g , ax = p l t . subp lo t s ( )

p l t . p l o t (x , M_t, c o l o r=’ black ’ )#, l a b e l = "q_A")

p l t . x l ab e l ( " t ␣/␣ [ s ] " )
p l t . y l ab e l ( "M_t␣/␣ [ mol/ s ] " )
# p l t . l e gend ()
p l t . show ( )

min_M_t = np .min(M_t)
max_M_t = np .max(M_t)
print ( ’minimum␣value ␣− ’ , min_M_t)
print ( ’maximum␣value ␣− ’ , max_M_t )

# Compute the area us ing the composite t r a p e z o i d a l r u l e .
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area = trapz (M_t, dx=Dt)
print ( " area ␣=" , round( area , 3 ) )

#Check amount o f moles , area under graph must be equa l to the t o t a l amount
o f desorbed CO2
n_cap = qe_cyc_cap∗m_s #mol_CO2
print (n_cap)
n_area = area
print ( n_area )

#Amount o f moles p l o t#
x = np . arange (0 , T_SPAN, Dt)

# p l t . p l o t ( x , n_A)
f i g , ax = p l t . subp lo t s ( )

p l t . p l o t (x , n_A, l a b e l = "n_A" , c o l o r=’ green ’ )
p l t . p l o t (x , n_B, l a b e l = "n_B" , c o l o r=’ blue ’ )#=’ b l a c k ’ , l i n e s t y l e =’−−’)
p l t . p l o t (x , n_t , l a b e l = "n_t" , c o l o r=’ red ’ )#=’ b l a c k ’ , l i n e s t y l e = ’ : ’ )

p l t . x l ab e l ( " t ␣/␣ [ s ] " )
p l t . y l ab e l ( "n_tot␣/␣ [ mol ] " )
p l t . l egend ( )
p l t . show ( )

max_n_A = np .max(n_A)
max_n_B = np .max(n_B)
max_n_t = np .max(n_t)

min_n_A = np .min(n_A)
min_n_B = np .min(n_B)
min_n_t = np .min(n_t)
print ( ’minimum␣ va lues : ’ , ’n_A␣− ’ , round(min_n_A, 4 ) , ’ ␣/␣ ’ , ’n_t␣− ’ ,
round(min_n_t , 4 ) , ’ ␣/␣ ’ , ’n_B␣− ’ , round(min_n_B, 4 ) )
print ( ’maximum␣ va lue s : ’ , ’n_A␣− ’ , round(max_n_A, 4 ) , ’ ␣/␣ ’ , ’n_t␣− ’ ,
round(max_n_t , 4 ) , ’ ␣/␣ ’ , ’n_B␣− ’ , round(max_n_B, 4 ) )

### Resu l t s ###

#Capac i t e i t
q_90 = q_A0 − qe_cyc_cap90 #Amount o f CO2 on sorben t at 90% of de t o t a l un loading
q_50 = q_A0 − qe_cyc_cap50 #Amount o f CO2 on sorben t at 50% of de t o t a l un loading

print ( ’ t o t a l ␣ c y c l i c ␣ capac i ty ␣ at ␣+/−␣100%␣ desorpt i on : ’ , ’ qe_cyc_cap␣=’ ,
round( qe_cyc_cap , 3 ) )
print ( ’ t o t a l ␣ c y c l i c ␣ capac i ty ␣ at ␣+/−␣90%␣ desorpt i on : ’ , ’ qe_cyc_cap90␣=’ ,
round( qe_cyc_cap90 , 3 ) )
print ( ’ t o t a l ␣ c y c l i c ␣ capac i ty ␣ at ␣+/−␣50%␣ desorpt i on : ’ , ’ qe_cyc_cap50␣=’ ,
round( qe_cyc_cap50 , 3 ) )

def f ind_neares t ( qe , va lue ) :
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qe = np . asar ray ( qe )
idx = (np . abs ( qe − value ) ) . argmin ( )
return qe [ idx ]

t_100 = np . where (q_A == f ind_neares t (q_A, value=min_qe ) )
t_90 = np . where (q_A == f ind_neares t (q_A, value=q_90 ) )
t_50 = np . where (q_A == f ind_neares t (q_A, value=q_50 ) )

hr_100 = f loat (Dt∗t_100 [ 0 ] / 3 600 )
hr_90 = f loat (Dt∗t_90 [ 0 ] / 3 600 )
hr_50 = f loat (Dt∗t_50 [ 0 ] / 3 600 )

print ( ’ t o t a l ␣ time␣ in ␣hours ␣ un t i l ␣t_90 : ’ , ’ t_hrs␣=’ , round( hr_90 , 2 ) , ’ hrs ’ )
print ( ’ t o t a l ␣ time␣ in ␣hours ␣ un t i l ␣t_50 : ’ , ’ t_hrs␣=’ ,round( hr_50 , 2 ) , ’ hrs ’ )

m_A_des100 = qe_cyc_cap∗m_s∗M_CO2
m_A_des90 = qe_cyc_cap90∗m_s∗M_CO2 #m_CO2 = mol_C02/kg_s ∗kg_s ∗ M_CO2 = kg_CO2
m_A_des50 = qe_cyc_cap50∗m_s∗M_CO2

# pr in t ( ’ t o t a l kg CO2 desorbed at t_100 : ’ , ’m_A =’ , round (m_A_des100 , 3 ) )
print ( ’ t o t a l ␣kg␣CO2␣desorbed ␣ at ␣t_90 : ’ , ’m_A␣=’ , round(m_A_des90 , 3 ) )
print ( ’ t o t a l ␣kg␣CO2␣desorbed ␣ at ␣t_50 : ’ , ’m_A␣=’ ,round(m_A_des50 , 3 ) )

prod = m_A_des100/( hr_100∗V_R)
prod_90 = m_A_des90/( hr_90∗V_R)
prod_50 = m_A_des50/( hr_50∗V_R)

# pr in t ( ’ p r o d u c t i v i t y o f the r eac to r : ’ , ’ prod =’ , prod )
print ( ’ p r oduc t i v i t y ␣ o f ␣ the ␣ r e a c t o r ␣ at ␣ t90 : ’ , ’ prod_90␣=’ , round( prod_90 , 3 ) )
print ( ’ p r oduc t i v i t y ␣ o f ␣ the ␣ r e a c t o r ␣ at ␣ t50 : ’ , ’ prod_50␣=’ , round( prod_50 , 3 ) )

mol_CO2_adsorbed = q_A0 ∗ m_s #mol/kg_s ∗k_s
m_CO2_adsorbed = mol_CO2_adsorbed∗M_CO2

percent_CO2_desorption = 100∗m_A_des100/m_CO2_adsorbed
percent_CO2_desorption90 = 100∗m_A_des90/m_CO2_adsorbed
percent_CO2_desorption50 = 100∗m_A_des50/m_CO2_adsorbed

# pr in t ( ’ Percentage o f desorbed CO2 at t_100 =’ , round ( percent_CO2_desorption , 2 ) , ’% ’)
print ( ’ Percentage ␣ o f ␣ desorbed ␣CO2␣at ␣t_90␣=’ , round( percent_CO2_desorption90 , 2 ) , ’%’ )
print ( ’ Percentage ␣ o f ␣ desorbed ␣CO2␣at ␣t_50␣=’ , round( percent_CO2_desorption50 , 2 ) , ’%’ )

###molar p r o p e r t i e s###
print ( ’maximum␣value ␣M_t− ’ , max_M_t, ’mol/ s ’ )
print ( ’ time␣ f o r ␣T_des_minus_5␣=’ , T_H_5, ’ ␣ a f t e r ␣ ’ , round(t_T_393 , 3 ) , ’ s ’ )
print ( ’minimum␣value : ’ , ’q_A␣− ’ , min_q_A, ’mol/kg ’ )
print ( ’maximum␣value : ’ , ’q_A␣− ’ , max_q_A, ’mol/kg ’ )
print ( ’minimum␣value : ’ , ’ qe␣− ’ , min_qe , ’mol/kg ’ )
print ( ’maximum␣value : ’ , ’ qe␣− ’ , max_qe , ’mol/kg ’ )
print ( ’Number␣ o f ␣moles ␣CO2␣desorbed ␣ at ␣t_90 : ’ , n_cap90 , ’mol ’ )
print ( ’Number␣ o f ␣moles ␣CO2␣desorbed ␣ at ␣t_50 : ’ , n_cap50 , ’mol ’ )
print ( ’minimum␣ va lues : ’ , ’n_A␣− ’ , round(min_n_A, 4 ) , ’ ␣/␣ ’ , ’n_t␣− ’ ,
round(min_n_t , 4 ) , ’ ␣/␣ ’ , ’n_B␣− ’ , round(min_n_B, 4 ) )
print ( ’maximum␣ va lue s : ’ , ’n_A␣− ’ , round(max_n_A, 4 ) , ’ ␣/␣ ’ , ’n_t␣− ’ ,
round(max_n_t , 4 ) , ’ ␣/␣ ’ , ’n_B␣− ’ , round(max_n_B, 4 ) )
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t_nA_nB = np . where (n_A >= n_B)
t_CO2_N2 = t_nA_nB [ 0 ] [ 0 ] ∗ Dt

t_nB_0 = np . where (n_B <= 0)
t_no_N2 = t_nB_0 [ 0 ] [ 0 ] ∗ Dt

print ( ’ time␣ f o r ␣CO_2␣>=␣N2 ’ , ’ ␣ a f t e r ␣ ’ , round(t_CO2_N2, 2 ) , ’ s ’ )
print ( ’ f i r s t ␣ time␣ at ␣which␣N2␣<=␣0 ’ , ’ ␣ a f t e r ␣ ’ , round(t_no_N2 , 2 ) , ’ s ’ )

q_no_B = q_A[ round(t_nB_0 [ 0 ] [ 0 ] ) ]
qe_no_B = qe (n_A,T) [ round(t_nB_0 [ 0 ] [ 0 ] ) ]

qe_cyc_100_no_B = q_no_B − min_qe
qe_cyc_90_no_B = q_no_B − q_90
qe_cyc_50_no_B = q_no_B − q_50

m_A_100_no_B = qe_cyc_100_no_B∗m_s∗M_CO2
m_A_90_no_B = qe_cyc_90_no_B∗m_s∗M_CO2
m_A_50_no_B = qe_cyc_50_no_B∗m_s∗M_CO2

print ( ’ t o t a l ␣kg␣CO2␣desorbed ␣ at ␣t_90␣ a f t e r ␣no␣more␣N2␣ in ␣ system : ’ ,
’m_A_90_no_B␣=’ , round(m_A_90_no_B, 3 ) )

print ( ’ t o t a l ␣kg␣CO2␣desorbed ␣ at ␣t_50␣ a f t e r ␣no␣more␣N2␣ in ␣ system : ’ ,
’m_A_50_no_B␣=’ ,round(m_A_50_no_B, 3 ) )

# Temperature vs . Loading in one f i g u r e
x = np . arange (0 , T_SPAN, Dt)
y1 = q_A
y2 = qe (n_A,T)
z = T

f i g , ax = p l t . subp lo t s ( )
# make a p l o t
# p l t . p l o t ( x , q_A, l a b e l = "q_A")
# p l t . p l o t ( x , qe (n_A,T) , l a b e l = "q_eq")

ax . p l o t (x ,
y1 ,
c o l o r=" r " ,
l a b e l = "q_A" )#, marker="o")

# s e t x−ax i s l a b e l
ax . s e t_x labe l ( " t ␣/␣ [ s ] " , f o n t s i z e = 14)
# se t y−ax i s l a b e l
ax . s e t_y labe l ( " Sorbent ␣ load ing " ,

c o l o r=" red " ,
f o n t s i z e =14)

ax . p l o t (x ,
y2 ,
c o l o r=" red " ,

l a b e l = "qe" ,
l i n e s t y l e=’−− ’ )#, marker="o")

# s e t x−ax i s l a b e l
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ax . s e t_x labe l ( " t ␣/␣ [ s ] " , f o n t s i z e = 14)
# se t y−ax i s l a b e l
ax . s e t_y labe l ( "qe␣/␣ [ mol/kg ] " ,

c o l o r=" r " ,
f o n t s i z e =14)

ax . l egend ( bbox_to_anchor=(1.2 , 1 . 0 5 ) )
# twin o b j e c t f o r two d i f f e r e n t y−ax i s on the sample p l o t
ax2=ax . twinx ( )
# make a p l o t wi th d i f f e r e n t y−ax i s us ing second ax i s o b j e c t
ax2 . p l o t (x ,

T,
c o l o r="blue " ,

l a b e l = "T" , )#,marker="o")
ax2 . s e t_y labe l ( "T␣/␣ [K] " , c o l o r="blue " , f o n t s i z e =14)
# p l t . l e gend ()
# p l t . s a v e f i g ( ’ case_study_default_T_q . png ’)# , t ransparen t=True )
p l t . show ( )
# save the p l o t as a f i l e
# f i g . s a v e f i g ( ’ case_study_default_T_q . png ’ ,
# format=’ jpeg ’ ,
# dpi=100,
# bbox_inches=’ t i g h t ’ )

# p l t . p l o t ( x , T)#, l a b e l = "T_curve")
# # p l t . s c a t t e r ( t_heated , y = 393 , co l o r = ’ g ’ , l a b e l = "T = 393")

# p l t . x l a b e l ("Time ( s )")
# p l t . y l a b e l ("Temperature (K)")
# p l t . t i t l e ("Temperature o f reac tor , so rben t and gas s e s ")
# # p l t . l e gend ()
# p l t . show ()
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