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Abstract

The introduction of double bundle Reed Solomon (RS)
error correcting codes in UK teletext is proposed. In order
to implement this one or two rows of parity-check bytes
must be added. Single bundle and double bundle codes are
defined. The performance of UK teletext system s
evaluated, when rows of parity-check bytes in the bundles
are used. Then computer simulations are described. Next,
both a software written coder and a decoder are described
which have been tested in a laboratory environment. Results
obtained from simulations and implementations are in good
agreement with analytical results. The performance of the
teletext system is found to be enhanced by the introduction
of the RS codes.

L INTRODUCTION

Recently, the performance results obtained by using error
detection only, double error correction per page and an 8/4
Hamming code in UK teletext have been reported in [1],
[2]. In [1] enhanced graphics is introduced in the Teletext
system using a Differential Chain Coding (DCC) scheme.
DCC appears to be more sensitive to bit-errors; therefore,
it is proposed to introduce more powerful methods of error-
correction by using single or double bundle RS coding
schemes. This paper proposes the introduction of double
bundle Reed Solomon (RS) error correcting codes in UK
teletext. Its performance analysis is presented and compared
with the performance of single and no bundle schemes. The
performance is evaluated in terms of the probability of
reoeivir:g a correct page for bit error probabilities of 10
and 10™. The use of single and double bundle RS codes in
the North American Basic Teletext System (NABTS) is
described in [3]-[7]. The teletext channel is a simplex
channel and reception of teletext is sensitive to errors
because there is no return channel. Therefore, the
introduction of error correcting codes is very useful,
especially if they are used to transmit software in the case of
datacast. In particular, under such cases, it appears from the
results presented in this paper that introducing double
bundle RS codes may be a good solution. The Reed
Solomon error correcting coding is based on the Galois field
over 27 (GF(27)). The GF(27) can be implemented by a 7-
bit code, or a one-byte code (8 bits) in case one bit is used
as a parity check. The basic data entity in UK teletext is 7

The paper is organized as follows. Section II describes the
UK teletext. Coding and decoding properties are described
in section IIL Several types of probabilities appropriate to
each of the three types of bundle schemes are explained in
this section. The three bundle schemes are compared in
section IV. Sections V and VI present the coding and
decoding theory for error correcting teletext, respectively.
The performance results obtained by computer simulations
are discussed in section VII. An implementation scheme and
experimental results are given in section VIIL Finally,
conclusions are given in section IX.

IL. TELETEXT

The teletext signal is transmitted during the Vertical
Blanking Interval (VBI) of the television broadcasting signal.
According to the Broadcast Teletext Specification (BTS)
[10] a teletext dataline can be divided into synchronisation,
addressing and information as shown in Fig. 1. First two
Clock Run-In bytes appear for bit synchronisation. Then a
framing code follows for byte synchronisation. The teletext
data is then divided into magazines numbered from 1 to 8.
These magazines consist of pages numbered from 0 to 99.
Every page consists of a maximum of 32 rows. Usually the
synchronisation is followed by the prefix or addressing,
consisting of a magazine and line number. Then the
characters follow, with 40 information bytes per row. Instead
of the 40 information bytes a page header is provided with
8 bytes, Hamming coded page number, time and control
data. The header is terminated with character bytes. These
are displayed on the Teletext screen. It is always assumed
that the synchronisation is established. Thus, the probability
of a minimum of necessary data for a correct decoded page
header is given by :

Pheader = pprefix (qB + 8pq7)8 (1)

Here p and q are, respectively, the probabilities of an
incorrectly and correctly decoded bit. In Fig. 2 the major
features of a teletext page are illustrated. After the page
header a maximum of 23 information rows follows. Rows 24
to 29 are the so called ghost rows, which are used for linking
purposes. In the present paper these consist of a designation
code "DC" and page numbers. Rows 30 and 31 are page
independent.

bits and one parity bit. This leads to a direct use of error ] i T
correcting theory in practice. However, in implementation
the byte level approach has advantages. The calculations can
be carried out bytewise as is illustrated in [8]. A comparison
between the performance of UK teletext and NABTS is
presented by changing the parameters of NABTS into the
parameters of UK Teletext because NABTS defines a row
length of 32 bytes while UK Teletext uses 40 information
bytes for each row. In [9] a study has been made to find the -
required amount of decoding capacity.
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Figure 2 Outline of a teletext page

IIL. CODING AND DECODING PROPERTIES

A. The decoder

The decoder can be seen as a black box. We have to add
some extra parity bytes to the information of the teletext
row, although the total number of bytes in a row must be
40. Then the decoding possibilities are as shown in table 1.
According to the definition, the location of an erroneous
byte cannot be found, while the location of an erasure byte
is known, and is found by parity checking. The outcome of
a decoding can be either correct, a failure or a false error
correction. A correct decoding occurs if all bytes are correct
or the decoder has to use its full capabilities to obtain the
correct decoding. A failure occurs if the number of failure
bytes is greater than the correction capacity of two erasures
bytes or if one or both parity bytes are erasures. A false

Table 1 Decoding possibilities of the decoder

€rrors erasures

error correction occurs if the parity bytes are erroneous, or
with specific combinations of erasures and erroneous bytes.
In this paper, we have not considered the undetectable and
uncorrectable errors [9], [13], because the probability of
false error correction conveys us enough information for
implementing the codes for teletext. The probability of an
erasure byte, defined as every possible combination of odd
erroneous bits, pg,r equals:

8

8 + -(2a+

Papt & 20 (st) pza 1q5 @ (2)
a=

where a varies from 0 to 8. The probability of an erroneous

byte pg,pn which occurs if there is an even number of
erroneous bits, can be defined as :

4
8 | j2a 82
Parpr & Z( 0 % ot (3

B. The row decoding
A teletext row consists of 40 information bytes. A row

decoding succeeds, with probability p,,, if both parity bytes
are correct, the information bytes are received properly or
the decoder has to use its full capabilities.

pcrzpcps( (qs)38+pr1se+pr28e+pr1sr) (4)
Here pg,p is the probability of correct parity bytes given by:
Peps = Cak (s)

The probability of a row decoding with one erasure and 37
correct bytes (p,qp.) equals:

Prige = 38pof(qB)37 (6)

The probability of two horizontal erasures, combined with 36
correct bytes (p,,p.) can be written as:

Przse = %) (aor) (0% 7)

The probability of a row decoding, leading to a correct
result, with one erroneous byte (p,,p,) equals:

Prigr = 38anpf(q8)37 (8)

The cause of a row false error correction can be twofold.
The first reason is due to the possibility of erroneous parity
bytes. One or two erroneous parity bytes do lead to a false

error correction. The probability of such an occurrence
equals:

Ptcr,1 = Ptcps
2
= 2Pgpt q® Panpt (9)
= plsr\pf(zq8 + anpf)

The second reason is specific combinations of erasures and
errors when the parity bytes are correct. This occurs when
the decoder first counts the number of parity failures and
the rest of the executions based on the numbers and
locations of the parity failures. Within the area of bit error
probability under research some combinations leading to a
false error correction are:

- One erasures byte and an erroneous byte (A).

- Two erasures and an erroneous byte (B).

This is illustrated in Fig. 3(a). In these cases the erroneous
bytes are not corrected while the erasures bytes are
corrected wrongly. This leads to a total probability of a row
false error correction of:

38 8y 36
Pfer = Pfeps * Peps (2( 2 )poprnpf(q )7+

38\ 2
3( N )pgpfpenpf(q“)”)

(10)
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The case of more erroneous and erasures bytes leading to a
false error correction is not considered. If there is not a
correct row decoding or a false error correction, then there
will be a decoding failure.

Ptr = 1 = Per — Pger (11)

Mortimer et al. [4,6] have given two definitions of a correct
row. According to the first one it is assumed that any
combination of one or two faulty bits do lead to a correctly
decoded row. Using the results in [4], for UK teletext
parameters:

Per w1 = T2 +320pg>" +51040p2>"® (12)

According to the second approach in [6] more combinations
do lead to a correct decoding.

Permz = q32°[1+40(<1+-§>8~1) *

13
8 inf(t,4) ( )

5 (ot (270

8 )tQ s=sup(t-3,1)

C. The packet properties

A data packet is a combination of a prefix and the row
described in [11]. The probability of a correct prefix (Pprefx)
is:

Poretix = (@® + 8pq’)? (14)

If the probability of an undetected and a falsely error-
decoded prefix is neglected, then the probability of a lost
preﬁx (plpreﬁx) equals:

plprefix =1~ pprefix (15)

A packet is correctly decoded (pcp) if both prefix and row
decoding are correctly executed.

Pep = Pprefix Per (16)

A false error correction occurs if the prefix is decoded
correctly and the row decoding is made erroneously.

Pfep = Pprefix Pfer (17)

Now the calculation of the probability of a specific falsely
corrected byte is described as follows. A specific byte,
denoted with an arrow in Figs. 3(b) and 3(c), is falsely
corrected, if the parity byte is erroneous and the byte has a
parity failure (A), or it is erroneous (B), or if it has a byte
with failures in combination with another erroneous (C) or
erasure byte (D) or in combination with another erasure and
erroneous byte (E).

If the parity is correct, then there is a combination of an
erasure or an erroneous byte (F) and (G), or the specific
byte is an erasure in combination with an erasure and an
erroneous byte (H) or the specific byte is erroneous in
combination with two erasures bytes (I).

Pteg = pprefix(pfcpa(poquM""plinpfqz‘;é“L
37Pgps Panpfq288+37pspf Papra?%+
666Pgot Papr Panprd- ) +
Peps (37Pgot Panpr 920+
37 Pgnpt Papf g8+
666pof pof anpf q280+
666anpf anpf pof q280)) (18)
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Figure 3 (a) False error corrected row, correct
parity.

(b) Specific false error corrected byte,
erroneous parity. (c) Specific false error

corrected byte, correct parity.

After decoding of a row a byte is falsely corrected or
correctly decoded:

Peg = 1 - Peg (19)

A packet decoding failure occurs if the prefix was not found,
or if the prefix was found, but a decoding failure occurred
during the row decoding:

Ptp = Piprefix * Pprefix Per (20)

A row without error correcting coding is correctly decoded
if the prefix is correctly decoded and all 40 bytes are
received correctly. This time 38 bytes are used to achieve a
fair comparison.

Peryec = (2°)%® (21)

D. The no bundle

Assume we only receive X rows for decoding as is illustrated
in Fig. 4(a). This scheme is known as the no bundle. A no
bundle page (P) is correctly decoded if the header and all A
packets (p) are correctly decoded.

Pepnb () = Pheader (Pep) * (22)

A page using the no bundle coding scheme is falsely
corrected if one or more rows are falsely corrected:

pchnb()‘) = pheader( 1- (1_pfcp) A) (23)



This is the probability of 1 or more false error corrections in
an arbitrary pattern. A no bundle has a decoding failure if
the header is lost or one or more packets in it do have a
decoding failure.

Pronb (A1) = Plhesder * 1-(1-pg)? (24)

The no bundle has only horizontal error detection and
correction possibilities. To achieve vertical error capabilities
the single- and double bundle coding scheme are introduced.

E. The probabilities of packet failures
The probability of all packets being decoded either correctly

or falsely corrected equals:
Posp (3) = (1-pg)? (25)

This predicts the possibility of packet failures. If there is one
failure of a packet in a bundle, then the single bundle or
double bundle is able to restore the bundle, as will be
explained later on. The probability of such an occurrence

equals:
Pitp(2) = APg (1 - pg,) X! (26)

Only the double bundle is able to correct two failures in a
packet. This probability equals:

Pasp(A) = (;)(pfp)zu—pfp)“ (27)

F. The single and double bundle schemes

i) Coding both bundles

The coding schemes for a page using single and double
bundle error correcting are shown in Figs. 4(b) and 4(c).
When using the single bundle, the data is vertically coded in
an appropriate manner so that the bundle has error
correcting properties in the columns. One extra row is added
although each column uses two parity bytes. The trick is
done by making the vertical information polynomial 2 x long
[8]- Then the information polynomial is divided in half and
is separated in two different columns. One of the encoded
parity bytes is placed in each of the columns. The parity
bytes are all placed in the last row. The two columns, each
one half of the information polynomial, are separated by 19
bytes. This is done for the improvement of burst error
correcting properties. Coding the double bundle the first A -
2 packets consist of the information and check bytes. The
last two packets consist of only check bytes. Every column
will be vertically coded. The check bytes in every column can
be found in the last two rows of the column.

it) Decoding the bundles
After all incoming rows are decoded sequentially we make
the following observations :

- no erasures are left because one or two erasures are
corrected, and more erasures or a non-decoded
prefix lead to a vertical decoding failure.

- errors due to false error corrections remain.

i) The bundles analysed
Decoding analysis is discussed in three parts, the cases of no,
one or two packet failures.
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Figure 4 (a) No bundle coding scheme. (b) Single
bundle coding scheme. (c) Double bundie
coding scheme.

No packet failures signalled

First if no packet failure is reported, then a correct vertical
decoding is achieved when all bytes in the vertical
polynomial are correct or one of the information bytes is
falsely corrected. This means for the single bundle, that the
probability of correct decoding of a vertical codeword is:

2x-1

2/\_3)pfcﬂ (pcs) 2 (28)

Puertosn (1) = (Peg) 4

The single bundle is correctly decoded if all 19 vertical
decodings are correct then

Pesbo (A) = (Pyereasn (1)) " (29)

The probability of a double bundle correctly decoded
column is:

pvertodb()‘) =(pc5)l+(i:§) (pcB) l-‘lpfta (30)

There must be 38 correct decodings to form a correctly
decoded bundle:

Peao (A) = (Pyercoan (1) )2 (31)
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A bundle column is falsely error corrected if 2 or more
information bytes are falsely corrected. This means that for
the single bundle:

0 2 00-1) \ea
_ - ~1)-x_x
Precsbo (A) = 2 (2 (x-1) _X)PCB Pscis (32)

For the double bundle:

A2
_ A-2 A-2-x x
Precabn (1) = ( (Peg) 2™ (Preg)* (33)
fcedb0 Kz:; /\—2—)() B fcB

The single bundle will be falsely corrected (Presto) if one or
more columns or the check row is falsely corrected:

Presbo (1) = 19P¢ccapo (X)) + Ptcp(X) (34)

The probability of a falsely corrected double bundle will be:

Predbo (X) =38Psecang (A) +2Psep (A1) Pep (X)) + (35)
(Prep(2))?

The probability of a falsely corrected double bundle is
higher than the falsely corrected single bundle. If there is no
correct (py,) or falsely corrected bundle (Prebo): then the
bundle will have a probability of failures given by:

Poo (2) = 1 -Pepo(A) ~Prepo(A) (36)

One packet failure signalled

The outcome of the decoding depends upon where the
failure is made. If the failure is made in the information
packets, then the bundle should use its decoding capacity,
and the rest of the information bytes in each decoding
should be correct. If the failure is made in the check row(s),
then the bundle is declared to be decoded with no bundle
properties. In the case of the single bundle:

A-1 2(a-2) 2
P07 T(ip“ Iid:)w ’ (37)
(A-1)
3 (Pep) &)
In the case of the double bundle:
Pean (1) = 222 ((Peg) * (peg) 9 +
(38)

2 r-2
5 (Pep)

False corrections can be introduced by the packets without
decoding failures or by the check packets. Therefore, a
falsely corrected single bundle can be expressed as:

Pfestr (1) = —A-;—l (Prep* 1= (L-Peep) ) ) +
1 i (39)
T (1= (1-Peep) ™)
Similarly for the double bundle:
A-2
Preapt (1) = 5= (2PygcpPept (Prep) 2+ (40)

1-(1-Pgep) *3) +§ (1-(1-Pgep) )

The failure probability of the single and double bundles can
be expressed by adapting (36) to the case of one failure
packet.

Two packet failures reported

In this case only the double bundle correction scheme is
able to deliver a correct decoded bundle. If the failures
occur in packets 1 to A - 1, then rows A - 1 and A must be
correctly decoded. If both packets A - 1 and A have a
decoding failure, then the bundle is said to be decoded with
the no bundle properties, and the probability of correct
decoding is

(A-2) (1-3)

Peaz (M) = =575y ((Pes) ™ (Pea) ) * 4 45
2 A2

A falsely corrected bundle occurs if packets » - 1 or A or
both are falsely corrected or a false correction has been
made on one or more of the rest of the packets.

Pteabz (2) = L{\_(Z/\;_(E);ﬂ (2P¢cpPep +
(Prep) 2+ 1= (1-Pgep) ) + (42)
(1 r-2

If one failure is reported in packet A - 1 or A and the other
in packets 1 to X - 2, then a double bundle failure appears.
It is not possible to repair such a failure. Therefore, the
probability of a double bundle failure equals:

Prab2 (2) = 1 = Pegpa (A) = Preana (X) (43)

iv) The overall properties of single bundle decoded pages
A page using single bundle coding is correctly decoded if the
header is correctly decoded and if no or one failure of a
packet occurs. This can be expressed as:

Pepsb (2) = Pheader (Psbotp (A) Pogp (X)) +
Paspifp(A) Prep(R))

(44)

The page is falsely corrected if the header is decoded and
the bundle is falsely corrected. It is expressed by rewriting
equation (44) for false error correction case. If the page is
neither correct nor falsely corrected then it will lead to
failures. This occurs when the header is lost, or when the
header is detected, and there is no correct or falsely
corrected bundle.

Ptpsb (1) = Piheader * (45)
Pheader (1 ~Pegp (1) ~Ptesb(A) )

v) The overall properties of a page using double bundle
decoding

A page using double bundle error correction can be

correctly decoded if the header is correctly decoded and if

no, one or two failures of packets occur.

Pepap (1) = pheader(pcdbo(x)pofp(k) +
Pcdm(/\)PHp(’\) + (46)
Pedz (X) Pagp (1))



The probability of a false error correction of the double
bundle can also be calculated using (46) adapted to the false
error correction case.

Ptcpab (A) = Pheader (Peabo (2) Posp () +

Predot (A1) Prgp(X) + (47)
Predbz (2) Pagp (X))

The page using double bundle will lead to a failures
decoding if the header is not found or if the bundle is not
correct or falsely corrected:

prdb(’\) =Plheader * (48)
Pheader (1 ~Pedb (1) ~Psedap (1) )

IV. A COMPARISON OF THE THREE BUNDLES

The probability of packet failure is calculated using
equations (25), (26) and (27). For a bit error rate of 10 the
probability of no packet failure equals nearly one as is
illustrated in Flg S. When the bit error probability is 10~, -3
then the pyg, is still nearly 1 but decreases with bundle
length. The probablhty of one failure of a packet has some
influence. The probability of two packet fallures is negligible
for both values of bit error rate (107 and 10*%). The
probability of correct bundles given the number of packet
failures is shown in Fig. 6. Given the number of packet
failures the correcting properties of a single or double
bundle for one or two failures are the same, (a..f; g,h). Only
when two failures occur (j and k) is the double bundle
decoding scheme able to deliver a correct bundle. Fig. 7
illustrates that it can be very useful to introduce error
correcting coding. For a bit error probability of 107 the
pages will be blurred (k). Bundle decoding still delivers a
correct page. Because the probability of two row failures is
very low within the considered area, the probabilities of a
correct single or double bundle are about equal (Compare
b and c, and f and g). According to the approach of
Mortimer et al. [6] the double bundle coding scheme will
still deliver a correct bundle at p = 10 (e). At that point
according to our approach there is a little chance the bundle
will not be correctly decoded. A page with a decoding failure
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single bundle pcpib, )p = using double bund§
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h) p = 10° using no bundle PcPrbe (J) g = 10" without
€ITOT COrrection Ppwee (K) p = without error
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will not be correctly decoded. A page with a decoding failure
can be detected, and therefore it is not such a problem as a
falsely corrected page. The detection can be signalled, for
instance, to the user. The probability of a decoding failure
increases with bundle length as is shown in Fig. 8. The case
without error correcting coding does not yield a decoding
failure, except when a prefix is not correctly decoded.
However, because a decoding failure of the Hamming coded
byles is very low, the probability of a page decoding fallure
is also very small. In both cases, p = 10 and p= 10,

decoding failure of the no bundle is assumed to be the most
probable. This occurs because a no bundle decoding failure
can be caused by a prefix failure or a horizontal decoding
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failure while the others (single bundle and double bundle)
can correct one or more horizontal decoding failures. A
falsely corrected page is a decoded page which still contains
erroneous bytes. This probability increases also with the
bundle length. The calculated results are shown in Fig. 9.
This probability is also known as the average number of
errors per page (ANEP). The ANEP can be calculated
from:

ANEP (L) = 40 A Dgep (49)
As with the page decoding failures, the vertical error
correction gives an improvement in the quality of the page.

At both bit error probabilities the probability of a falsely
corrected page without error correction (a and b) is very
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high. The vertical decoding by bundle decoding d, e and g
and h gives an improvement by using only horizontal
decoding (c and f). Although still negligible, the probability
of a falsely corrected page using double bundle decoding is
somewhat higher compared to the single bundle.

V. ENCODER THEORIES FOR TELETEXT WITH
ERROR CORRECTION

In the encoder there must be an extension of the coding
techniques. In the encoder parity check data are added to
the information bytes u(x). This leads to a transmitted
codeword c(x). We used the encoder as it is described in [8],
adapted to the UK Teletext environment. The encoders are
implemented by using shift registers with feedback
connections. To find the right connections and calculation
constants the generator polynomial g(x) must be known.

g(z) =22 + 0¥z + & (50)

where o¥2 = 06y
o = 08y o2 and o both coefficients in GF(2"
z  :one clock delay

An encoder for UK teletext is shown in Fig 10. During the
first k periods the switches can be found in the A - position.
The "k" should be 38, 21 - 2 and 1 - 2 respectively for row,
single bundle and double bundle decoding. Then the
characters found in the input stream are passed on to the
output and fed into the register. They form the input at 11
of the adder. The output O1 is multiplied at the byte level
by, respectively, the coefficients in GF(27). Using the
internal summation the input 12 is formed according to

I(z) = a®2% + oz (51)

During the last 2 periods the switches are in position B.
Then the check bytes are fed out of the shift register to
yield the output codeword.

V1. DECODER THEORIES FOR ERROR-CORRECTING
TELETEXT

In the encoder the check data are added to the information
bytes. This leads to the transmitted codeword c(x). In the
Teletext channel errors are introduced, as is illustrated in
Fig. 11. The decoder extracts the check data from the
received data stream. With this data the errors are
estimated. The errors are added in GF(27) to the received
data to estimate the transmitted data by using:

1
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Figure 10 Coder for UK Teletext
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Figure 11 Block diagram of a system with coder,

channel and decoder

decoded information = e(x) + r(x) (52)

If the decoder detects erasure check data in the rows or too
many erasures in the information, then a decoder overflow
or decoding failure is indicated. The decoding theories
introduced by Mortimer et al. in [3] are, of course, usable in
the case of UK Teletext, but they must be adapted. The
reason for this is due to the changed coding and decoding
strategy.

A. One erasure

If one parity failure in the information bytes is detected,
then the erasures byte must to be corrected. The erasure
polynomial e(x) is given by:

e(x) = ex® (53)
The error value is denoted by e, and the location is
denoted by x* where "a" indicates where the error can be

found. According to error correcting theory the error can be
found by calculating the syndrome s(a).

E (a) = s(a) (54)

In the particular case of UK Teletext the syndrome can be
represented as:

S(X) = Ty + L1X + LXPu. . TgX> (55)

Where:
1, :received parity byte number 0
r, :received parity byte number 1
1, :received information byte number 0

fy9 : received information byte number 37

Because S(x) can be found and »? is known, the error value
can be calculated as follows:

e, - E(a) _ s(a)
a® a?

(56)

B. Two erasures

In the case of two erasures information bytes, with the rest
of the bytes correct, the erasure polynomial can be denoted
as:

E(X) = x° + ex® (57)
The erasures values at location "a" and "b" are respectively

€, and €,
Now the syndrome of a (s(a)) and o? (s(a?)) must be

calculated, while the resulting two independent equations

make it possible to find the two unknowns €, and e;;
s(a) = ea® + epoP (58)

s(0?) = e,0® + epa®

The e, can be written as:

a®®s(a) + a’s(a?)

e, =
ab+Za + aZboa

(59)

The erasure value at point "a" can be found with:

_ S(@) + e (60)

a
®

C. One error

If no parity failures are signalled, then the decoder will
determine whether there are any errors. This is done by
calculating the syndrome. If the syndrome is not equal to
zero, then it is assumed that an error has been made. When

an error occurs, then the location of the error "a" can be
found from:

= = a® (61)

The logarithm of the result provides the location "a". Then
the error value itself can be found as follows:

s(a) _ &% _ o (62)
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Figure 12 Simulation results, ?robabi]ity of correct

0 double bundle, * single bundle, v no bundle

VIL.SIMULATIONS

Simulations have been executed to check the performance
analysis. The simulations have been executed on a HP
Vectra AT-386 PC. All programs are written in Turbo
Pascal 5.5. For every bundle length A, 350 simulation runs
were made. The channel is based on the Pascal defined
random number generator. This generator is initialised with
the chosen bit error rates. The actual measured bit error
rate during simulations is most of the time, within an
accuracy of 10% but deviations of 25% were indicated. We
began by discussing the outcome of the simulation when p
is taken to be 10>, The probability of correct pages is shown
in Fig. 12. Fig. 13 shows the simulation results for the
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Figure 13 Simulation results, probability of decoding

failures (Prp) p = 107

+ no bundle, O single bundle, * double bundle
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Figure 14 Simulation results, J)robability of correct

pages (p.,) p = 10

O double bundle, * single bundle, v no bundle

probability of decoding failures. The solid lines are the
analytical results. The probability of the correct page for
decoded no bundle ("v"), single bundle ("*") as well as the
double bundle ("O") are as expected. The outcome of the
decoding failures can be found in Fig. 13. These also agree
with analytical results. The simulations were also executed
with a bit error probability of 10", These are illustrated in
Fig. 14. The no bundle performance is somewhat lower, but
it is still nearly one.

VII. IMPLEMENTATION

To check the practical significance of the developed
theories, implementations were realized. The transmitter as
well as the receiver were formed by a PC. The experimental
setup is illustrated in Fig. 15. The transmitter, a HP Vectra
PC, was equipped with a special card. The card consists of
memory consisting of encoded pages as well as a teletext
transmitter. The channel noise was generated by a noise
generator. The receiver is also a HP Vectra PC provided
with a teletext receiver card. The received rows can be
extracted from the card and after forming bundles they can
be processed. The first question which arises is what noise
level is to be applied to the channel. The configuration
setup is presented later. Finally, the results are shown and
discussed. During the experiments a bit error probability of
10~ was chosen.

Rohde & Schwarz SUF 2

-17.7dB
Noise generator 0dBalmWat75Q
Transmitter Receiver
pages {— | Correct decoding
inserter () decoder
{~= | Failures decoding
sender Teletext False omor
chart Toolbox | [—
HP Vectra 386 AT HP Vectra 286 AT
Figure 15 Experimental setup.
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Figure 16 Implementation results, grobability of

correct pages (pep) p = 10~

O double bundle, * single bundle v no bundle

In case of binomial distributions the normalised power can
be calculated as follows:

1

2
0 = 7360 —|——
1000

(1 ) =7 (63)

_ 1
1000

This is also explained in [12]. Now the noise level (N,) can
be calculated according to:

(o2

N, = 20log(—=_) (64)
Pr

Where :

o : Normalised voltage

r : Impedance of the generator and the rest of the
circuit

P : reference power of the generator

For o®> = 7, r = 75a and p = 107, using (64) N, = -177
dB. When this level was indicated, the measured bit error
rate at the receiver side was as expected. The results can be
found in Fig. 16. Because of some practical problems, the
difference between experimental and analytical results is
higher compared to the simulations. One can conclude that
the probabilities of correct decodings are as expected.

IX. CONCLUSIONS

The introduction of error correcting coding provides an
improvement of the teletext system performance even with
single reception. The computational results presented in this



paper are for bit error probabilities 10% and 10 1t is
observed that the probability of a correct decoded page
increases and the probability of obtaining incorrect
information duc to false crror correction is almost negligible.
The simulation and implementation results are very close to
the analytical expectations. The solution can be implemented
in the existing teletext transmission system without any
problem. It can be made downward compatible by
transmitting the check data on seperate pages. The single
bundle performance is always found to be better than the no
bundle case. The performance of the single bundle in terms
of the probability of a falsely corrected page is better then
the double bundle performance. For that reason one should
use the single bundle coding scheme to transmit software or,
for instance, DCC coded pictures. The double bundle
performance is superior compared to the single bundle in
terms of correction and failure decoding properties. It is a
solution for more general problems. One of the
disadvantages of the developed error correcting system is a
decrease of useful visible information per page. This can be
overcome by sending the check data on separate pages with
the described linking method.
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